
 123

LN
BI

P 
33

6

9th International Conference, ICSOB 2018
Tallinn, Estonia, June 11–12, 2018
Proceedings

Software Business

Krzysztof Wnuk
Sjaak Brinkkemper (Eds.)



Lecture Notes
in Business Information Processing 336

Series Editors

Wil van der Aalst
RWTH Aachen University, Aachen, Germany

John Mylopoulos
University of Trento, Trento, Italy

Michael Rosemann
Queensland University of Technology, Brisbane, QLD, Australia

Michael J. Shaw
University of Illinois, Urbana-Champaign, IL, USA

Clemens Szyperski
Microsoft Research, Redmond, WA, USA



More information about this series at http://www.springer.com/series/7911

http://www.springer.com/series/7911


Krzysztof Wnuk • Sjaak Brinkkemper (Eds.)

Software Business
9th International Conference, ICSOB 2018
Tallinn, Estonia, June 11–12, 2018
Proceedings

123



Editors
Krzysztof Wnuk
Blekinge Institute of Technology
Karlskrona, Sweden

Sjaak Brinkkemper
Utrecht University
Utrecht, The Netherlands

ISSN 1865-1348 ISSN 1865-1356 (electronic)
Lecture Notes in Business Information Processing
ISBN 978-3-030-04839-6 ISBN 978-3-030-04840-2 (eBook)
https://doi.org/10.1007/978-3-030-04840-2

Library of Congress Control Number: 2018962543

© Springer Nature Switzerland AG 2018
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part of the
material is concerned, specifically the rights of translation, reprinting, reuse of illustrations, recitation,
broadcasting, reproduction on microfilms or in any other physical way, and transmission or information
storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar methodology now
known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this publication
does not imply, even in the absence of a specific statement, that such names are exempt from the relevant
protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this book are
believed to be true and accurate at the date of publication. Neither the publisher nor the authors or the editors
give a warranty, express or implied, with respect to the material contained herein or for any errors or
omissions that may have been made. The publisher remains neutral with regard to jurisdictional claims in
published maps and institutional affiliations.

This Springer imprint is published by the registered company Springer Nature Switzerland AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland

https://doi.org/10.1007/978-3-030-04840-2


Preface

Conference theme: How Digitalization Impacts Software Business
Although the business of software shares common features with other international

knowledge-intensive businesses, it carries many inherently unique features. It is
making it a challenging domain for research. The examples of many successful com-
panies show that software provides a unique benefit to its users. Moreover, software
has spread all over the world and has permeated in many industries that are not usual
for software. Software companies have to depend on one another to deliver a unique
value proposition to their customers or a unique experience to their users. Companies
that were engineering-driven have become software-intensive and struggle to keep up
with the required speed of development and planning.

The 9th International Conference on Software Business was held in Tallinn, Estonia,
and co-located with the 30th CAiSE conference of June 11–12, 2018. ICSOB 2018
focused on digitalization and its impact on the speed of business models and business
modeling and realization of these business models.

The conference was opened by a keynote by Dr. Slinger Jansen on “What Is Next
After Software Ecosystems?” and concluded by a summary presentation from the
Dagstuhl Seminar 18182 “Software Business, Platforms, and Ecosystems: Funda-
mentals of Software Production Research” by Professor Sjaak Brinkkemper.

During the two days of the conference, 12 papers (selected from 34 submissions)
were presented in the areas of software product management, start-ups, business
models, and software ecosystems. Each presentation was followed by a discussion
session where a discussant assigned for each paper asked questions, followed by the
questions for the audience.

October 2018 Krzysztof Wnuk
Sjaak Brinkkemper
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Software Ecosystems



Individual People as Champions
in Building an Emerging Software

Ecosystem

Katariina Yrjönkoski1, Marko Seppänen1, and Sami Hyrynsalmi2(B)

1 Laboratory of Industrial and Information Management,
Tampere University of Technology, Pori, Finland

{katariina.yrjonkoski,marko.seppanen}@tut.fi
2 Laboratory of Pervasive Computing, Tampere University of Technology,

Pori, Finland
sami.hyrynsalmi@tut.fi

Abstract. An increasing amount of software service providers tend to
evolve their platforms into business ecosystems. In the mainstream of
extant literature, the ecosystems have been seen as an interconnected
system of organizations, mainly ignoring the individual level. However,
some previous studies have suggested that collaboration—such as build-
ing a new ecosystem—may be depending on individual key persons who
are development-oriented and capable of seeing the ecosystem’s value
potential already in its early phases. Based on the results of a single-case
study, this short paper proposes a new conversation on an unexplored
area of key persons as enablers—‘champions’—for a new ecosystem cre-
ation. The empirical analysis was based on a single case study on a
recently launched new software business ecosystem. As a result, four dif-
ferent capability areas and six, partly overlapping, roles for a champion,
were identified. In future work, the findings on individual’s roles and
required capabilities may provide fruitful research avenues to understand
better the process of emergence of new ecosystems.

Keywords: Business ecosystem · Software ecosystem
Emerging ecosystem · Champion · Strategic management
Role · Capability

1 Introduction

Software ecosystems are complex socio-technical constructs involving often hun-
dreds of companies and persons from different fields. For example, in the case of
mobile application ecosystems—i.e., Google Play for Android devices and Apple
App Store for iOs devices—the number of involved organization is counted in
hundreds of thousands (e.g. [1]). Yet, individual people, their skills and compe-
tences might be crucial for an ecosystem during its life-cycle.

c© Springer Nature Switzerland AG 2018
K. Wnuk and S. Brinkkemper (Eds.): ICSOB 2018, LNBIP 336, pp. 3–9, 2018.
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In his seminal work, Moore [2] identified four distinct stages in the life-cycle.
In Moore’s life-cycle model, the phases are: (i) Birth, (ii) Expansion, (iii) Strug-
gle for Leadership, and (iv) Renewal or Death. During an emergence of an ecosys-
tem, i.e., in its birth and expansion phases, individual persons might important
role in the development of the ecosystem. That is, commitment to the ecosystem
in its early phases by promoting it and by innovating new content by individuals
might be a vital condition for the ecosystem as a whole.

The extant ecosystem literature has highlighted some unexplored observa-
tions of different individual behavior and its potentially crucial impact on build-
ing a new ecosystem. Some researchers have recognized that relational attributes
such as trust and commitment are different at company and individual level (e.g.
[3–5]). Such key persons ant their amount have seen as an important factor in
different collaborative contexts [6] Nevertheless, the importance of individuals
and their skills in the emergence of an ecosystem are still mainly unexplored
area.

This short paper aims to uncover what kind of role an individual might have
in an emergence of an ecosystem and, furthermore, what kind of mindset is
needed. Thus, we focus on the following research question:

RQ What are the roles and characteristics of individuals that boost the devel-
opment of an emerging ecosystem?

This study introduces our findings at individual level mindset differences
when building an ecosystem forward from the birth phase. The paper is based
on a single case: an ecosystem connecting public and private sector actors. The
primary data consists of 15 interviews of users working in private sector and
using the services of the core platform. We analyzed the data and outlined four
themes the key persons typically emphasize.

On one hand, most individuals related to the emergence of a new ecosystem
may not even recognize or see its benefits – or even drawbacks. On the other
hand, key persons (hereafter labeled as ‘champions’ ) are development-oriented
participants who might have a significant role in the emergence or death of an
ecosystem. Champions rise from different parts of an emerging ecosystem. These
kinds of champions are aware of the existing new ecosystem, might have better
understanding of its benefits, and are more willing to develop the emerging
ecosystems further.

The rest of this paper is structured as follows. Section 2 presents the empirical
setting of this study and Sect. 3 goes through the results. Section 4 discusses on
implications of the results and Sect. 5.

2 Research Process

This empirical inquiry is based on a case study research. In the following, we
will first presents the case environment and then continue with research process.
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2.1 The Case Ecosystem

COMPANY LTD (name anonymized due to confidentiality reasons) is a Finnish
startup firm, that was established in 2017 as a spin-off of another software com-
pany. Its core business is to develop and orchestrate an ecosystem for digital-
izing certain public administration processes, which are typically participated
by companies and local authorities. The ecosystem is based on open source; the
source code is available in GitHub platform (https://github.com/open-source).
The product is delivered as a cloud service. Currently, there are also a few exter-
nal data services integrated. By following the definition of a software ecosystem
by Jansen et al. [7], the COMPANY LTD’s ecosystem can be described as a soft-
ware ecosystem. There are external actors, cooperation done between different
parties and a software platform which is central for the ecosystem.

The ecosystem is aimed to generate new business to COMPANY LTD by
implementing the digital processes on its business area. At the moment, they
have approximately 200 public organization customerships and several business
organization customers related to each public organizations. COMPANY LTD
has a vision of creating and orchestrating an ecosystem around their core business
area. Based on the ecosystem life-cycle model by Moore [2], the ecosystem seems
to be in the expansion phase—it has bypassed the birth phase as it has stable
business running and some customers. This study is based on COMPANY LTD’s
customer satisfaction questionnaire, conducted in May 2017, that was addressed
to company’s cloud service users.

2.2 Research Process

The study was conducted by interviewing 15 persons from companies using
the cloud service. The data were collected by non-structured theme interviews.
All the interviewees either use the service as part of their daily routines or
they are system administrators of the service in their organization. The sample
(n = 15) was selected by COMPANY LTD, as they wanted to get feedback from
the most significant and active customers. Each interview lasted approximately
for an hour. Afterwards, the interviews were transcribed and analyzed by the
researchers.

The interview questionnaire was divided into two main parts. The first part
gathered customer feedback for product development and marketing. In the sec-
ond part, the interviewees were asked about the collaboration and ecosystem;
for instance, do they see it beneficial, what kind of expectations they have for it,
do they have some ideas about the future actors and services in the ecosystems,
etc. Furthermore, their willingness and commitment to collaboration with other
users and ecosystem orchestrator was mapped, also by offering a forum for that
in the near future. Since the interviewees were not ecosystem specialists, the
need emerged to replace the concept of ‘ecosystem’ partially with more familiar
concepts such as ‘networking’ or ‘collaboration’. This change was done in order
to keep discussion going smoothly forward—and it was carefully considered when
analyses were conducted.

https://github.com/open-source
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3 Results

As the ecosystem is still in expansion phase, the most of the users did not
recognize the ecosystem and they did not say that they have a relation to an
emerging ecosystem. They were rather describing it in a terms of traditional
customer-supplier-relationship. In their answers, the emphasis was on getting
their daily work done and reaching some benefits of streamlining it. When asked,
they considered collaborative innovation and user feedback as a critical factor
for developing the ecosystem, but they still were not ready to invest their own
time. They still were not able to see much advantages of the ecosystem. Also,
they were not able to recall many services or actors they would see beneficial.
They had only a minor communication with the orchestrator; the communication
related typically to some specific problem of use.

However, a smaller group among the interviewees differed from the main-
stream. They emphasized different issues in their answers when compared to
other respondents. They showed more interest in the ecosystem and being active
in developing it. They were seemingly more committed and agreeable to con-
tribute the ecosystem although fast returns are not to be expected. In general,
their mindset on the ecosystem is more development-oriented and more persis-
tent. Due to this remarkable different approach these people could be consid-
ered as ‘champions’ ; persons who are important enablers and promotors for an
emerging ecosystem.

Certain topics that sum up the champions’ approach were convergent through
the answers of all champions. They can be classified in four main themes, to the
capabilities to understand:

1. the long-term value creation;
2. the inherent nature and challenges of developing software for different users

of the software development ;
3. the insight of other user companies and a tendency to improve the practices

of the whole industry ; and
4. importance of communication and information and best practices sharing.

While these abilities are not uncommon, they were found to be important for
promoting the emerging ecosystem as well as supporting its development.

4 Discussion

This study contributes to the business and software ecosystem literatures by
showing that there are more roles than currently characterized in the extant liter-
ature. Previous research has suggested the following four roles during ecosystem
birth: the ‘communicator’, ‘entrepreneur’, ‘regulator’, and ‘lobbyist’ [8]. In addi-
tion, several other roles were proposed, such as ‘expert’, ‘regulator’, ‘ecosystem
leader’, and ‘champion’ that may come to prominence more often than others
in driving the genesis process [9]. It seems rather likely that champions may
have a different focus in their ecosystem support activities, depending on their
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position, job and personal characteristics. Based on our findings, we identified
three different champion profiles:

Promotor provides the ‘faces’ for the ecosystem, markets and promotes the
ecosystem and attracts actors to join.

Powerhouse keeps up the spirit, vision, motivates and supports towards ecosys-
tem’s targets.

Gatekeeper selects and guides ecosystem members as well as maintains (usually
informal) ’rules of the game’ in and for the ecosystem.

In the early phase of ecosystem birth a champion, in some of the above
roles, may mainly work inside her own organization. The champion thus modi-
fies the processes to fit the ecosystem wherever it is possible, communicates the
ecosystem related issues as a positive manner and, at all, takes an active role
in ecosystem-related actions and co-operation. As the ecosystem evolves fur-
ther, these roles may expand and start to promote the ecosystem on the whole
ecosystem level. Furthermore, we assume that three more champion roles may
emerge:

Insulator protects the ecosystem from external disturbances, align external
presumes.

Fertilizer fosters the growth of the ecosystem, and acquires more energy, money
and resource for the ecosystem.

Evangelist promotes and fosters the ecosystem through blogging, vlogging, pre-
senting and speaking of as well as creating demonstrations for the ecosystem.

These roles have been identified and described based on an expanding phase
of an ecosystem. Even though some of those are same as previous works by [8,
9], previous works had firms as their level of analysis. Thus, this individual
perspective suggested in this study is different and changes the definitions of
above roles. The competences that were needed in the birth phase need to be
changed and increased, since the requirements on next phase are different – as
discussed by Moore [2] related to his ecosystem life-cycle model. The diffusion
adoption process [10] has a similar idea where the needs of adopters change when
adoption goes further in diffusion process. One possible way when an ecosystem
grows is that instead of a single person as a champion, more individuals will be
needed. In other words, the champion will not wear so many hats anymore but
there will be separate persons for couple of those roles, for instance, Fertilizer’s
role will be time-consuming thus that may require rather soon more person-
months and -years.

Another topic that emerges from our findings is that an ecosystem is different
than a network. A network is characterized by its structural holes that affect on
its formation and how linkages between actors are built. An ecosystem is biased
to its outcome - an ecosystem is “the alignment structure of the multilateral set
of partners that need to interact in order for a focal value proposition to materi-
alize” [11]. This distinction is crucial for people working in business ecosystems.
The way how the champion considers ecosystem fits well on this perspective, and
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in accordance all other individuals should see the entire ecosystem and under-
stand the possibilities and obstacles that current and future ecosystem will need.

There are certain limitations worth of notion. This study was based on the
empirical investigation of one emerging ecosystem. The case ecosystem, as almost
all of the ecosystems, is unique and thus the results should not be generalized but
instead they offer insight on individuals’ roles. Further, the investigation may be
biased based on the research setting (i.e., interview query, also conceptual mix-
ing, for instance some interviewees seemingly mixed ecosystems and networks in
their perceptions). This bias has been attempted to avoid with exposing the data
and analyses for careful analyses of three researchers. Finally, typical case-based
research limitations apply to (e.g. small sample, single country) that further
research may tackle.

5 Conclusion

By studying an emerging software ecosystem, we were able to identify a new
kind of group among the ecosystem. We labeled these individuals as ‘champi-
ons’ as they are individual persons in the organizations who are able boost the
development of the ecosystems. Based on the interviews, we also identified some
capabilities that may be needed for being a successful champion. This study
contributes to the ecosystem literature by adding more details in the previous
studies of roles in ecosystems especially at individual level. Most of previous
ecosystem studies focus on at organizational or industry level. Thus, this study
is among the first ones to emphasize individuals and relevance of their actions
for the ecosystem’s development. Nevertheless, this study is requesting further
work to analyze the impact of individual persons as well as the role their skills
and competences in the business and software ecosystems.
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Abstract. APIs provide value beyond technical functionality. They
enable and manage access to strategic business assets and play a key
role in enabling software ecosystems. Existing work has begun to con-
sider the strategic business value of software APIs, but such work has
limited analysis capabilities and has not made use of established, struc-
tured modeling techniques from software and requirements engineering.
Such modeling languages have been used for strategic analysis of ecosys-
tems and value exchange. We believe these techniques expand analysis
possibilities for APIs, and we apply them as part of a cross-company case
study focused on strategic API planning and analysis. Results show that
goal, value, and workflow modeling provide new, API-specific benefits
that include mapping the API ecosystem, facilitating incremental API
planning, understanding dynamic API-specific roles, identifying bottle-
necks in API change workflows, and identifying API value.

Keywords: APIs · Strategic analysis · Conceptual modeling

1 Introduction

Traditionally, software APIs (application programming interfaces) have been
viewed from a technical perspective, as a means to separate implementation
from functional calls – a way to define a contract of software functionality. More
recently, it has become apparent that APIs are able to play a key role as part
of a strategic business plan for software-intensive companies, noted by both
academia [1,2], and industry [3–5].

In this work, we introduce and evaluate the use of established conceptual
modeling approaches from requirements and software engineering in order to
understand and analyze APIs from a strategic business perspective. Existing
work, has facilitated various forms of API analysis, e.g., when to open an API [3],
how to use APIs as part of a business model [4–6], and assessing API readiness
c© Springer Nature Switzerland AG 2018
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as part of software ecosystems [1]). However, such work has not made use of
structured conceptual models to capture, understand and analyze APIs. Such
models open new possibilities for API analysis. There is a rich body of litera-
ture in the use of conceptual models for strategic software analysis, particularly
capturing the interplay between technologies and the organizational or business
domain, e.g., [7–9] Such work allows one to map goals and dependencies in a soft-
ware ecosystem [10], evaluate reciprocal value flows between actors in a value
network [8], and capture organizational processes [9]. These approaches show
promise for strategic analysis of APIs, but must be evaluated for this context.

Our main driving research question is: what are the benefits and drawbacks of
applying established modeling notations to strategic API analysis? In describing
our methods and experiences, we make it possible for others to replicate our
modeling process, to whatever degree it is possible in a different context, per-
forming strategic API analysis using structured models, allowing for novel types
of API analysis.

More specifically, we have conducted a cross-company case study with four
software-intensive companies working in the embedded systems domain. For each
company, we have focused on a specific API, either established or a in planning.
Via several cross-company and in-company workshops, we have worked through
understanding and analyzing the strategic plans and challenges of each API
using goal modeling [11], e3 value modeling [8], and workflow modeling using
UML activity diagrams [9]. We have selected these particular notations due, in
part, to their appropriateness for strategic software analysis in a business context
and, in part, due to the interests and requests of our particular companies, who
were especially interested in ecosystem mapping, value and workflow analysis.

In this paper we present the results of our API analysis using (anonymized)
examples, highlighting several benefits of conceptual modeling for strategic API
analysis. Namely, modeling the ecosystem of an API in conjunction with our
layered API architecture from [12] allowed the companies to find gaps in their
plans, and to see the changing roles of various strategic actors depending on
the API of focus. Modeling allowed us to conduct incremental planning for API
deployment, and to evaluate bottlenecks in API workflows. Finally, we conducted
an analysis of API value, understanding why an existing API was or was not
used in a particular company. We also consider the drawbacks of the modeling
approaches applied in this context, and discuss which aspects of our findings
are particular to APIs, or more general for any software modeling. The primary
contribution is to illustrate how widely known modeling approaches can be used
in a not-yet-explored way: strategic API analysis.

Our overall goal in this continuous project is to build a framework to provide
structured guidance for strategic API analysis, including the use of conceptual
models. In [12] we give an early and broad overview of our framework, focusing
on a 4-layer strategic API architecture. In [13], we work with some of the same
results as described in this paper, but purely from the perspective of comparing
the effectiveness of various modeling approaches in practice, ignoring the issues
and findings related to APIs. The current submission describes further aspects
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of the planned framework, including ecosystem mapping, incremental API plan-
ning, workflow and value analysis. Other components, to be elaborated in future
work, include API governance, metrics, and life cycle.

This paper is organized as follows: Sect. 2 describes background and related
work. In Sect. 3 we describe how our industrial modeling sessions were conducted
and how our results were validated. Section 4 describes the results of our mod-
eling efforts, organized into key findings. Section 5 discusses our results, while
Sect. 6 concludes the paper and discusses future work.

2 Background and Related Work

API Analysis. APIs have been studied from an academic perspective, although
the body of work in this area is not extensive, and does not make use of con-
ceptual modeling. De Souza and Redmiles looked at how APIs help to facilitate
software coordination by providing contracts and boundary objects, facilitating
communication [2]. Particular attention has been paid to the use of Open APIs,
particularly as a way to stimulate R&D and generate new revenue streams [6].
In this light, our study is unique in that we focus APIs in very large organi-
zations (our partner companies range from thousands to tens of thousands of
employees). As such, there is focus on internal APIs, which, due to the size of
the organizations, reside in complex ecosystems.

Level Layer

4
Product, system, 

services embedded in

Domain

3 API Usage

2 API

1 Business 
Asset

Fig. 1. Strategic API
layered architecture [12]

Initial work has considered APIs from the point of
view of software ecosystems, pointing out that the fast-
pace changes within an ecosystem require guidance to
continually assess and modify APIs [1]. In our past work
we have begun to develop a framework for strategic API
analysis, including a layered architecture, to understand
API business value and usage, shown in Fig. 1. Here, an
API protects and strategically exposes business assets.
The API is used by software application(s), either inter-
nal or external, and the API usage is embedded in a
domain, occupied by strategic actors and motivated by
businesses cases. In previous work we have applied this
general framework to several company cases, identify-
ing elements in each layer. This analysis was helpful to
map API ecosystems at a high level, but in this work
we find greater insight in combination with structured
modeling notations.

Several reports from industry offer useful practical design considerations for
APIs, including advice on collecting usage data, monetization strategies, and at
what point to open an API to external parties [3–5]. The existing body of API
work provides useful input to our overall framework for strategic API analysis
(e.g., when to change, improving usability, when/if to open). However, these
approaches do not make use of established, structured, modeling frameworks
to facilitate API analysis. Given strategic API concerns, existing modeling lan-
guages with a focus on strategic analysis, such as goal or e3 value modeling, may
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be able to provide additional analysis power. In this work we evaluate the utility
of such tools via application to industrial cases.

Ecosystem Mapping. Over the last decade, inspired by open source and coop-
erative business communities, software analysis has taken an ecosystem per-
spective (e.g., [14–16]). Further work has focused on capturing and evaluating
ecosystems with structured models. For example, Boucharas et al. provide a for-
mal modeling language for software supply network modeling, including prod-
ucts, platforms, mediums, customers, and suppliers [14]. Handoyo et al. focus on
capturing software ecosystems via value chains, using software supply network
diagrams from [14] as a foundation [17]. Other work has used goal models to
capture and understand software ecosystems [10] and tradeoffs in the degree of
openness in software platform data [18].

Although work has focused on modeling software ecosystems, we are not
aware of work focusing on API ecosystems in particular. As the supply network
diagrams from [14,17] focus on trade relationships, not easily applicable to API
analysis, we opt to use a goal modeling ecosystem approach in this work [11]. In
this way, we capture a more general concept of dependencies between actors, as
well as internal actor motivations for participating in the ecosystem, including
problems and challenges.

Incremental Modeling. The practice of capturing as-is vs. to-be is wide-spread
in conceptual modeling. Although API analysis has considered various stages of
API design or release (e.g., private to public [3]), we have not seen examples of
incremental planning using conceptual models specifically for APIs.

Workflow Analysis. Modeling and analysis of workflows (business processes,
activities) is widespread in both software and business (e.g. [9]). To our knowl-
edge, we have not seen specific consideration of API-related workflows, e.g., the
process of updating or changing an API. In this work we apply UML activity
diagrams for this purpose.

Value Analysis. The emphasis on value as part of agile methods, as well as
the focus on value in, for example, value-based software engineering [19], has
provoked a recent academic focus on value analysis and modeling. Several value-
oriented modeling approaches have been introduced, including [17]. In this work
we use e3 value modeling as per Gordijn et al. [8]. We select this language
due to its simple visual syntax, continued application, development in research
(e.g., [20]), and availability of tool support.

3 Methodology

In this section we describe the research context, including a brief description
of our anonymized companies and their APIs of focus, and a description of our
modeling methodology.
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3.1 Research Context and Case Companies

This research is carried out as part of the Chalmers Software Center (SWC)1.
Work in the center is organized into half-year sprints, renewable as part of contin-
uous projects. Projects involved interested software center companies, including
many of the leading software companies in Northern Europe.

The high-level goal of the research sprint (January to May 2017) was continue
to develop aspects of the strategic API framework while providing analytic value
in API management and strategies to our four partner companies. All project
companies (C1–C4) are SWC partner companies working in the embedded sys-
tems domain. Each company selected a particular API for more in-depth work as
part of the project. We describe the APIs of focus for each company in Table 1.

Table 1. Case company API description

Company Description

Company 1 (C1) C1 offers many APIs to its physical devices as well as a through
cloud services. The API of focus, a cloud API, was in the
planning stages during this study

Company 2 (C2) C2 supplies databases to its customers that are used in the
generation of reports that support tasks such as quality control.
The API of focus, a reporting API, was in the planning stages

Company 3 (C3) The investigated API is mainly internal and related to the
reuse of common function signatures across products. The API
of focus, a profile API was in partial operation

Company 4 (C4) The studied API was internal and encompassed global software
design rules handling faults and alarms. The API of focus was
in use

3.2 Model Creation and Validation

Modeling and analysis was conducted as part of three SWC thesis projects [21–
23]. The thesis groups (G1–G3) each worked with 1–2 companies, continually
sharing results with the research team in weekly meetings. Based on the interests
of each company, different modeling methods were applied. As all companies
were interested in mapping their API ecosystem, inspired by work using goal
modeling for ecosystem mapping [10], goal modeling was used in all cases. C3
was particularly interested in API workflow analysis, thus activity diagrams were
applied to this case. C4 was interested in understanding the value of their API
to potential users, thus we applied e3 value modeling in this case.

The project started with a cross-company coordination workshop. Each of the
three groups conducted a series of group and individual workshops and interviews
in order to collect qualitative data to facilitate modeling. G1 and G2 conducted

1 https://www.software-center.se/.

https://www.software-center.se/
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workshops on location with the company, as well as follow-up online interviews.
G3 was situated within C4 for a period of roughly three months.

Information gathered from workshops and interviews, including a selection
of technical documentation, was used to create models. It was agreed with the
companies that the first round of modeling should focus on a particular scenario
or user story, to keep the scope of the models in check. Each group attempted to
classify their resulting models in terms of the layered API architecture reported
in [12]. The modeling process was iterative, with the students receiving iterative
feedback from someone knowledgeable in the modeling approaches (the first
author), researchers knowledgeable about the cases, and the company contacts.
The general elicitation process can be summarized as follows:

1. Introductory Group Interview: Necessary to understand the API ecosys-
tem of the companies.

2. Off-site Modeling: Using available context knowledge and the API usage
scenario of focus (user story) to create initial model versions.

3. Interactive Workshop: Starting with initial models, expand and correct
the models interactively using group input.

4. Follow-up Online Interview(s): Finalize data collection and fill gaps dis-
covered while modeling. Discuss experiences with modeling approaches.

5. Dissemination Workshop: Summarize modeling and analysis results in a
workshop with all company representatives present.

Company workshops had 3–6 company participants including roles such as
developer engineers, development managers, software engineers, product man-
agers, and expert engineers, i.e., those involved with and familiar with the devel-
opment or operation of the API. Participants had a technical background, and
were generally familiar with software modeling, although not specifically with
goal or value modeling. Online interviews were conducted with individual rep-
resentatives from each company, who had been present in the workshops. Work-
shops lasted three hours, while individual interviews were typically one hour.

G3 also conducted an introductory group interview with C4, but gathered
further data with individual semi-structured interviews and a survey, selecting
participants involved in the API Framework (FW). Ten interviews and two sur-
veys were conducted with the same questions, with interviews lasting 45 min.
G3 also had access to archival data concerning their API of focus.

For G1 and G2 model creation was iterative and continuous, with workshops
and interviews presenting and receiving feedback on the models. G3 explicitly
used member checking to improve the accuracy, credibility and validity of the
collected data [24]. Four new interviews were scheduled with previous partici-
pants, each lasting around an hour, during which G3 described and went through
the models step by step, receiving feedback. Further member checking was con-
ducted when the authors elicited feedback and general impressions on modeling
results from each company in the final shared workshop. More information on
the modeling method and company participants can be found in the full the-
ses [21–23].
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4 Results

We describe our results, grouping them into categories.

API Ecosystem Mapping. For each case, the teams used goal modeling to
map the ecosystem of the API, including the API itself, the company, and the
various internal and external actors in the ecosystem. For each actor, the actor’s
motivations and dependencies on other actors were considered. A high-level view
of the resulting ecosystem map for C1 can be seen at the top of Fig. 3 and for
C2 (with layers) in Fig. 5. A more detailed view of part of a resulting model for
C3, analyzing the situation before API workflow redesign, can be seen in Fig. 2
(see [11] and red annotations for language constructs). This figure focuses on
the process of approving changes to the profile, the API equivalent construct in
this case, enabling a common interface for specifying device functionality. The
model uses qualitative goal model analysis (as described in [25], legend on top
right of figure) to determine the satisfaction level of quality goals based on the
contributions of tasks/goals.

Approved 
Model

List of 
changes

Profile 
Spec. 

Developer

Profile 
Owner

Write profile 
specification

Write new 
profile

Fast 
documentation

Update 
profile

Store profile 
specification
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Edit 
details

Check 
validity of 

data points

Accuracy

Fast 
approval

Consistency

Suggest 
Changes

Store 
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Comment in 
GIT

Approve
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profile

Approval 
traceability

Check 
position of 
datapoint

Minimize 
human 

interaction

?

Dependency

Goal
Prepare 
profile 

specification

Refinement AND

Quality 
Goals

Task

Actor

Fig. 2. Selected details of the goal model for C3, capturing the as-is situation before
workflow redesign (Color figure online)

Although the models were complex, much of the modeling was done as part
of company workshops, in a participatory manner with direct input from par-
ticipants. Thus, company partners were generally engaged, and found this type
of modeling useful to have a high-level view of the ecosystem. For example, C1
stated that it helped them understand the needs and wants of the various types
of customers in their API ecosystem (top of Fig. 3).
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API 1-Centered API 2-Centered API 3-Centered

Level Layer

4 Domain

3 API 
Usage

2 API

1 Business 
Asset

Goal Model 
without
Layers

Layers Depending on API of focus

Fig. 3. Layering of goal model using API layers from [12] showing different API-centric
views for C1 (high-level view, details obscured)

The process of iterative ecosystem modeling helped to show gaps in the mod-
eler’s knowledge. For example, for C2, several questions arose: what is the role
particular module in API design? The relevance of the cloud? Who accesses
the API? When? etc. Most of these questions could be answered easily by the
customer partners, but as this case was an API in development, forcing the C2
participants to hammer out details was often seen as helpful.

Summary: Ecosystem modeling with goal models was helpful in mapping out
and understanding the domain, including participating actors, and in solidifying
details. Drawbacks included model complexity.

Ecosystem Mapping with API Layers. The teams made an effort to take
each of the models created as part of the API analysis and sort the model
elements as per the layers of the strategic API architecture described in Sect. 2.
We found that making this division for workflow or e3 value models was difficult
(more detail described in [13]). However, this was possible for goal models by
assigning API-related actors to layers. See Fig. 3 for a high-level view of how
this was performed for C1. Note that the details of this figure are deliberately
obscured to hide details of the company analysis. Figure 4 (described in next
section) gives a simplified view showing only the actors.

The participant companies found that mapping API ecosystem actors to API
layers was a helpful exercise in understanding the roles of the ecosystem actors,
as they related to the API. In some cases, this mapping revealed significant gaps
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in our ecosystem goal models. For example, in the initial C1 model, we had
neglected to include the assets protected and managed by the device API.

Summary: Mapping ecosystem models to API layers helped to identify the
API-centered roles of the actors, and in some cases to reveal missing actors. The
drawbacks were that this was not easily possible with e3 or workflow models.

Changing API Ecosystem Perspectives. When mapping our API ecosystem
models to the API layers, it was challenging to map actors to layers, as their
role was contextual. This was particularly true when an ecosystem contained
more than one API. For example, in C1 the C1 ecosystem contains three APIs:
the low-level device API which allows one to access content on the device(s),
the raw content cloud API which provides device content to third party cloud
developers, and the processed content cloud API which takes processed content
from third party developers and provides it to the end customers.

In this case, ecosystem actors such as third party developers (gray circle in
Fig. 4) could be placed on many layers depending on the API of focus. From the
perspective of the Device API, this actor is part of the domain (left figure), a user
of the raw content cloud API which uses the Device API. From the raw content
API perspective, it is part of the App SW layer (middle), as the software which
uses the raw content cloud API. While from the perspective of the processed
content API, it is part of the Business Asset layer (right), as an asset used by
the processed content cloud API. We show the different allocation of domain
actors to layers depending on the API of focus at a high-level in Fig. 3 and with
more abstraction in Fig. 4. In Fig. 4, each actor is a different color, so that the
position of the actors can be traced across figures.

Fig. 4. API layers from [12] showing different API-centric views from the goal model
for C1 (simplified view of Fig. 3 where each circle is represents a different actor) (Color
figure online)

This type of analysis allows companies to understand the dynamic roles of
the actors in their API ecosystem, particularly if the ecosystem is complex and
contains different APIs. Similar situations can be found in some of the other
companies, such as C3, with a communication API at a low level and a profile
API (referenced in Fig. 2) at a higher level.

Summary: Mapping ecosystem models to strategic API layers allowed us to
understand the changing roles of ecosystem actors, depending on the API of
focus. Drawbacks were that this would only apply in cases with multiple APIs.
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Incremental API Planning. In the case of C2, the analysis focused on plan-
ning a new API. C2, a large, international company, found planning global API
deployment to be a particular challenge. Should the API be deployed globally
in all locations? In some locations? With partial functionality? Should the old
way of accessing data be preserved in parallel?

In this case an incremental planning approach using the layered ecosystem
mapping models proved useful for the company. We took our initial ecosystem
model, and with company input, modified it to show the incremental develop-
ment and deployment of the API. A high-level view of the output is shown in
Fig. 5. In the current (as-is) situation, there is no API (the API layer is empty),
and several problems exist (e.g., customers often request custom reports, labor
intensive for C2 employees). In the near future, the API is available as an option,
some employees may use it, alleviating some problems, but others may choose
to access data in the old way. In the near future, only the API is available to
access data, thus there is a transition period to ease employees into API use. In
the future, customers may use the reporting API directly. We show the details
and changes for one actor in Fig. 6.

Current Situa on Near Near Future Near Future Distant FutureLevel Layer

4 Domain

3 API 
Usage

2 API

1 Business 
Asset

Fig. 5. Incremental planning of case API for C2 via goal models (high-level view)
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In this case, colors (teal, orange) were used to show problematic goals, and
how these problems were mitigated with subsequent API deployment steps.
Although C2 found the process of creating these figures helpful in understanding
the benefits of this form of incremental deployment from an ecosystem actor-
centric view, such models were not easily able to cover technical details. For
example, which data to expose via the API first? It is possible the model could
help to evaluate this question, but detail would need to be added, which is dif-
ficult given the complexity of the model as is.

Summary: Goal ecosystem models allowed us to show incremental changes in
plans over time, including goals that were satisfied/problems that were solved.
Drawbacks include difficulty in representing technical detail.

As-is Workflow Model

Bo leneck 
here

Time 
consuming

Time 
consuming

To-be Workflow Model

Faster

Problem solved? Faster

Fig. 7. As-is and to-be API modification process for C3 (some details removed)
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API Workflow Analysis. C3 was particularly interested in understanding
the workflow of processing requested changes to their API. In this case, they
had an existing workflow and a new, planned workflow for their profile-based
API. In addition to ecosystem modeling via goal models (Fig. 2), we performed
workflow modeling for the as-is and to-be (planned) cases. Although we were
not able to perform formal or quantitative workflow analysis (e.g., simulation,
see [13] for more details), we were able to use the models to indicate bottlenecks
and problematic flows for the as-is scenario, and to show how these problems
would be at least partially alleviated in the new plan. See Fig. 7 for details. For
example, in the as-is flow, the steps when the profile (API) owner rejected new
additions or changes was time consuming. In the planned workflow, this part
of the process was sped up by use of git. In other cases it was not clear if or
how bottlenecks were solved by the new process design, and these cases were
discussed with C3. Mapping back to qualities in the goal model, we found that
the new design achieves maintainability, extensibility, and (partial) flexibility,
but did not directly improve accuracy, consistency or fast approval.

Summary: Applying workflow modeling to APIs helped to understand the pro-
cess of changing an API, including bottlenecks and planned process improve-
ments. Drawbacks include an inability to perform workflow simulation.

API Value Analysis. In the case of C4, the company wanted to know why
internal partners were motivated to use or not use an internal API enforcing
software design rules. Use of the API was considered a good practice, but was
not mandatory. In this case, it was agreed with the company that it would

Actor

Value Ac vity

Value Object

Value Flows

Fig. 8. e3 value model for case API for C4 (some details changed) (Color figure online)
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be useful to evaluate the value of the API, and as such, e3 value modeling
was applied. The result (some details changed), is shown in Fig. 8 (language
annotations in red, more detail in [8]). The process of value modeling helped to
highlight advantages/values of the API, showing why various actors would be
motivated to use the API (e.g., robust code, standardization).

We note that the model did not necessarily capture the disadvantages of the
API, including the learning curve, and difficulties in testing. We are currently
continuing the project from both a goal and value-oriented perspective, at the
request of the companies.

Summary: Value analysis was useful for understanding why people were moti-
vated to use an API, in a relatively simple view. Drawbacks included an inability
to show problems or missing values.

5 Discussion

Modeling Summary. We answer our initial research question, what are the
benefits and drawbacks of applying established modeling notations to strategic
API analysis? by summarizing the benefits (B) and drawbacks (D) of applying
selected established modeling techniques to analysis of APIs from a strategic,
business perspective (Table 2).

Table 2. Summary of benefits and drawbacks for API modeling

Benefits Drawbacks

B1: Iterative modeling helped to reveal gaps
in knowledge, both for the researchers and
company partners

D1: Modeling, particularly goal modeling,
can be complex and take some time to
understand

B2: Mapping of ecosystems of goal modeling
facilitates an understanding of API actors
and motivations

D2: Goal models could not easily capture
some of the specific technical detail needed
for strategic analysis

B3: Division of ecosystem maps into
strategic API layers helped to find gaps in
knowledge and better understand the roles of
various API actors

D3: Workflow models needed additional
annotation to indicate the presence of
problems or bottlenecks

B4: Dividing ecosystem models into layers
helped to show the dynamic API-specific
roles of various actors when multiple actors
are involved

D4: e3 value models could not easily capture
drawbacks or reasons not to use a particular
API

B5: Ecosystem models can be used to show
incremental API planning, including gradual
access to and use of the API

B6: Issues in API workflows, such as
bottlenecks, can be understood and
addressed via workflow modeling

B7: e3 value modeling can help to
understand the value (or lack of value) of
APIs for actors in the ecosystem
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We have shown that by using structured models, we gain analysis benefits
beyond existing API-related work (Sect. 2), including a visual mapping of API
ecosystems, visualized incremental API planning, an analysis of the dynamic
roles of API actors, API workflow and value analysis.

API Maturity. Our cases covered APIs of differing maturity. We can observe
that ecosystem mapping was particularly useful for APIs in the planning stage
(C1, C2), although it still provided some value to the other companies. Workflow
modeling was applicable when workflows were established or planned (C3); such
modeling would have been less applicable to those cases in the early planning
stages (C1, C2). Value modeling was useful to capture value exchanges for an
established case (C4), but could also be useful in planning stages.

Open/Closed APIs. Most of the APIs in our cases were internal (closed).
However, because the companies were large, internal users could in some ways be
treated as external: they were often geographically distributed and not personally
known to our business contacts. As such, they were similar to open APIs.

API-Specific Results. One could question how many of our benefits and draw-
backs are API-specific, or could occur in any strategic modeling exercise for a
software-intensive company. B1 and B2 could be considered quite general, find-
ings which are likely to appear in a software-related modeling exercise, while
B3-B5 are more specific to APIs. B6 and B7 could be found for the analysis
software in general; however the issues of bottlenecks in B6 is exaggerated by
the presence of an API guardian, which is less common for general software.
Value analysis in B7 is particularly useful in the case of APIs, as API value is
often less obvious than with regular software. In this case, the value is not in
a direct provision of functionality, but more subtly, in the enforcement of good
coding principles. All of our found drawbacks are general, not specifically related
to APIs. We consider this positive: use of the modeling techniques for APIs does
not introduce additional significant challenges compared to general use of the
modeling notations.

Threats to Validity. In terms of Construct Validity, the student modelers
and the company representatives may have misunderstood the syntax or seman-
tics of goal, workflow, or value models. We mitigated this threat by giving an
overview of the modeling language at multiple points in the study. In this study,
we worked with companies who were particularly interested in API analysis,
including ecosystem, value and workflow analysis. In other cases, with less com-
pany buy-in, the modeling activities may be less fruitful.

Considering Internal Validity, all groups used some form of triangulation, col-
lecting data from workshops, documents, archival data, and interviews. For C1,
C2 and C3, validation rounds after the interactive workshop only involved one
person per company. However, we mitigate this effect by collecting impressions
from more people and multiple companies in the final cross-company workshops.

Examining External Validity, all case companies are located in Scandinavia;
however, the companies are international. Applying the same modeling process
to different companies with different APIs may produce differing observations.
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However, we mitigate this possibility by involving a number of people from four
different companies. Furthermore, all companies are in an embedded system
domain, involving hardware in their products. We believe our results would be
transferable to pure software companies. Our companies are also large; API
modeling may be less beneficial for smaller companies. It is also likely that our
results would not hold if different modeling notations were used.

Finally, considering Reliability, our study had the participation of a goal
model expert, a co-author of [11]. However, most models in the studies were
created by the student modelers.

6 Conclusions

We have used existing established modeling techniques in a novel way, demon-
strating novel types of API analysis from a strategic business perspective. We
have found several benefits of this application, including API-specific benefits,
often related to the combination of structured modeling with our API layered
architecture introduced in previous work. Drawbacks are common to most mod-
eling efforts, including model complexity and expressive limitations.

Our findings are being incorporated into our framework for strategic API
analysis. We are currently working with our industry partners to develop mod-
eling methods, API metrics, and guidance in terms of API governance.

Acknowledgments. Thanks to company contacts and the Chalmers Software Center
for support.
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Abstract. Background: Cryptocurrencies are highly valued without under-
standing the health of the underlying ecosystems. Previous work shows factors
which determinate the exchange rate. However, the technological determinants
show decreasing significance. Objective: This paper explores whether the
Open-source Software Ecosystem Health Operationalization (OSEHO) frame-
work can be used to extend the given technology factors. Method: By con-
ducting the OSEHO in a case-study on three distinct cryptocurrency ecosystems,
this paper gives a better insight in the ecosystem’s value, longevity and
propensity for growth and the relation of these factors to the cryptocurrency
value. Results: The ‘healthiest’ cryptocurrency ecosystem also shows the
highest economic health. Two metrics from the OSEHO show strong positive
significant correlation with the exchange rate. Conclusion: Metrics from the
OSEHO show promising indications to be technological determinants for the
exchange rate. This research can be used as a foundation for further econometric
tests or research on other aspects of cryptocurrencies.
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1 Introduction

Cryptocurrencies have attracted significant attention in recent years [1]. These cryp-
tocurrencies are based on blockchain technology, wherein a blockchain is essentially “a
public ledger with potential as a worldwide, decentralized record for the registration,
inventory and transfer of all assets” [2]. The reason these blockchain technologies are
so popular is because its central attributes provide security, anonymity, and data
integrity [3], while building on computer cryptology and a decentralized or peer-to-peer
network. Therefore, no centralized institutes are necessary to ensure trust among the
users. Using blockchain technology for financial transactions, as cryptocurrencies do, is
merely one of the possible applications, as the blockchain technology may be used for
the transfer of all possible assets, as is stated by Swan [2].

There is research on the exchange rate and value of cryptocurrencies, such as the
work of Li and Wang [1], but there is little research on the health of the technology
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behind the cryptocurrencies. Li and Wang propose technical factors that determinate
the exchange rate. However, these factors show decreasing significance as the tech-
nology becomes more mature. This paper proposes the health of the cryptocurrency
ecosystems as a new technological factor for determining the exchange rate.

In order to assess the health of cryptocurrency technologies, this paper approaches
the cryptocurrencies from a software ecosystem point of view, wherein a software
ecosystem is defined by Jansen [4] as “a set of actors functioning as a unit and
interacting with a shared market for software and services, together with the rela-
tionships among them. These relationships are frequently underpinned by a common
technological platform or market and operate through the exchange of information,
resources and artifacts”.

Looking at cryptocurrencies as software ecosystems, it is possible to use a mea-
surement framework to assess the health of cryptocurrency ecosystems. The Open
Source Ecosystem Health Operationalization framework (OSEHO) by Jansen [5] can
be used to establish the health of software ecosystems. This makes it possible to
compare the cryptocurrency ecosystems health, based on a framework, with the cur-
rency exchange rate. There are signs of field maturity identified by the increase in
published journal articles and the number of existing ecosystems studies.

The increase in published journal articles and the number of existing ecosystem
studies are signs of growing field maturity. However, the tools specific for software
ecosystems may still need further research to be generalised, as Manikas identified [6].

Therefore, the contribution of this paper is twofold. Firstly, the application of the
OSEHO on the cryptocurrency software ecosystems helps generalising the framework.
Secondly, this paper explores another use of the OSEHO by examining the metrics in
the framework for possible indicators for extending the model by Li and Wang [1].
This leads to the following research question:

Research question: What are the possibilities of using the health of cryptocurrency
software ecosystems as an influencing factor on the exchange rate of
cryptocurrencies?

This research question will be answered based on a case-study of the three highest-
valued distinct cryptocurrencies, where value is expressed in market capitalisation [7].
These are Bitcoin, Ethereum and Ripple at the time of writing. The basis for this choice
is two-fold: on the one hand, the choice has been made to focus on distinct coins, rather
than hard forks or multiple coins built on the same blockchain, and on the other hand
the choice has been made to focus on coins for which most information is available.

Bitcoin (BTC) is the oldest of the three cryptocurrencies, being launched in 2007,
and in fact the first actual application of blockchain technology as a means of a
decentralised, electronic cash system [2]. Ethereum is the newest of these blockchains,
which launched in 2015. Aside from the currency, the Ether (ETH), this ecosystem
offers a vast range of possibilities in the form of smart contracts and as a decentralised
application platform [8]. The last cryptocurrency considered in this study, Ripple
(XRP), was launched in 2012 by Ripple Labs, a for-profit enterprise and offers a faster
and more robust transaction protocol than other cryptocurrencies [7, 9].
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The work in this paper is continued in the next section with a literature review.
Section 3 describes the research methodology, such as the data collection methods. In
Sects. 4 and 5 the results are presented and analysed. Subsequently, the limitations of
the study are discussed in Sect. 6. Finally, the conclusion on the application of the
ecosystem health of cryptocurrency ecosystems as a technological factor in the
framework by Li and Wang is made in Sect. 7.

2 Related Works

This section describes the context of this research from three perspectives, starting with
an introduction of the blockchain technology, after which the cryptocurrencies, as part
of the blockchain, and software ecosystems are elaborated upon.

2.1 Blockchain

Swan [2] puts the blockchain in the computing paradigm as the fifth disruptive para-
digm since the mainframe in the 1970s. Yli-Huumo [3] states that the blockchain is a
decentralized or peer-to-peer environment for transactions, where all the transactions
are recorded to a public ledger, visible to everyone. The goal of the blockchain is to
provide anonymity, security, privacy, and transparency to all its users.

This is possible because the public ledger cannot be modified or deleted after the
data is approved by all nodes [3]. This strong point, data integrity, is the reason why it
is the fifth disruptive computer paradigm [2]. Next to this strong point, Swan [2] also
defines technical challenges for the adaption of blockchain, these are: (1) Throughput,
(2) Latency, (3) Size and bandwidth, (4) Security, (5) Wasted resources, (6) Usability,
and (7) Versioning, hard forks, and multiple chains.

2.2 Cryptocurrencies

Cryptocurrencies are digital assets, secured on a blockchain by cryptography. Most of
the cryptocurrencies to date are created by private individuals, organisations, or firms
[7]. Bitcoin for example relies on two fundamental technologies from cryptography, as
explained by Böhme et al. [10]. These two are public-private key cryptography to store
and spend money, and cryptography validation of transactions.

Cryptocurrencies are no traditional fiat currencies, whose value is determined by
law, but they operate resembling a free market system [11]. White [7] shows that the
value of cryptocurrencies can be expressed in a market cap (price per unit multiplied by
number of units outstanding). Since the cryptocurrencies are no traditional fiat cur-
rencies, a curiosity derived on which determinants define the value of the cryptocur-
rencies. Related works show determinants for the Bitcoin exchange rates (which is the
price per unit), most of them are summarised in the work by Li and Wang [1] as shown
in Table 1. The economic factors are researched and determined in previous works that
are elaborated by Li and Wang [1]. They also show that these economic factors have a
significant impact in determining the exchange rate.
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The technology factors as determinants are based on the work of Kristoufek
[12, 13], and Garcia et al. [14]. The public recognition is proved to be a significant
factor for determining the exchange rate by Kristoufek [12]. The other technological
factors however show that their impact diminishes over time [1]. This leaves a gap in
the research field on which technological factors influence the exchange rate of
cryptocurrencies and may therefore be used to replace the mining technology and-
difficulty in a more mature ecosystem. Li and Wang also state that there is room for
extension in this model, in terms of other determinants.

2.3 Software Ecosystem Health

Software ecosystems, or at least its concept first appeared in the book by Messerschmitt
and Szyperski [15] in 2003. Since then, and especially since 2007, the area has been
gaining popularity in the research field by rapidly evolving both in volume and
empirical focus [6, 16].

A specific theory on software ecosystems is its health, one of the first definitions of
software ecosystem health is given by Lucassen et al. [17] being: “longevity and a
propensity for growth”. This definition is derived from the work of den Hartigh [18],
covering the health of business ecosystems. In the work of den Hartigh, three deter-
minants of ecosystem health from Iansiti and Levien [19] are defined as:

– Robustness, the capability of an ecosystem to face and survive disruptions.
– Productivity, the efficiency with which an ecosystem converts inputs into outputs.
– Niche creation, the capacity to create meaningful diversity and thereby novel

capabilities.

The OSEHO by Jansen [5] operationalises the three determinants for software
ecosystems. Apart from the three pillars being the determinants Jansen added two
layers in the OSEHO, the network level and project level. The network level opera-
tionalises the determinants for the ecosystem domain whereas the project level covers
the analysis of projects within the software ecosystem. When using the OSEHO, it is
important to first set goals about what you want to accomplish with the health mea-
surement. After a goal is set, one can start with selecting the scope and metrics. When
these are selected, there follows an assessment on whether there is sufficient data
available. If this is the case, the data collection can start. The last, but certainly not the
least part is analysing the data and satisfy the goals set in the first place [5].

Previous studies on e-commerce ecosystems [20], content management systems
[21] and an open source framework [22] assessed these ecosystems with the OSEHO
framework. More applications of OSEHO are needed to generalise the framework,
which would fill a gap in the field of software ecosystems as identified by Manikas [6].

Table 1. Determinants for the USD Exchange Rate of Bitcoin by Li and Wang [1]

Technology factors Economic factors

Public recognition Economic indicators of the foreign country
Mining difficulty Bitcoin economy
Mining technology Market activity
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3 Research Method

The goal of this research is to find out if the health of a cryptocurrency ecosystem
influences the exchange rate of the cryptocurrency. Therefore, this study hypothesises
that there are metrics in the OSEHO framework that show significant relations with the
exchange rate. To be able to check this hypothesis, two sub questions are drawn up:

RQ1.1: How can the OSEHO framework be used to assess the health of the
cryptocurrency ecosystem?
RQ1.2: Which metrics in the OSEHO framework show signs that they are related
with the exchange rate?

Cryptocurrencies are relatively young and exist since 2007. The research field is
still nascent and therefore the focus of this study is explorative [2]. To accomplish the
research goal, a case study approach has been chosen, where a number of cryptocur-
rencies have been chosen for which data will be collected. The collected data will be
used to fill in the OSEHO framework.

The case study consists of five steps to be able to answer the research questions.
Step one to four are needed to answer sub question one and step five is needed to
answer sub question two.

Step one is to select the scope of the study, in this case three ecosystems in the
shape of cryptocurrencies: Bitcoin, Ethereum, and Ripple. Step two is to select metrics
from the OSEHO framework to measure the health of the cryptocurrency ecosystems.
Step three is the gathering of data where whenever possible the data consists of a
number of data points over time. This is necessary to see if that metric influences the
exchange rate. Step four is filling in the data in the OSEHO framework and analysing
it. The last step, step five, is to see if the metrics over time are influencing the exchange
rate. In this step the metrics over time are set against the exchange rate to see if there is
any relation between them. To test this relation a statistical analysis is performed.

3.1 Ecosystem Health Metrics

The metrics are split in three categories: Productivity, Robustness and Niche creation,
as shown in Table 2. Not all metrics in the OSEHO framework were used for this
study. Instead a selection has been made based on the relevance of the metrics of this
topic the availability of data, and previous research.

The first metric that will be collected is the number of new projects (1) for each
cryptocurrency. This will tell how many related GitHub projects, such as plug-ins or
wallets are released from January 1st, 2017 till December 15th, 2017. This number
contribute to the productivity of the ecosystem. The second metric collected is the
added knowledge (2). When developers can ask questions on knowledge bases (e.g.
Stack Overflow), the ecosystem will benefit from it by the fact that there is a com-
munity within an ecosystem where people help each other with questions regarding the
development [23]. This metric is measured by collecting the number of questions with
the tag of the cryptocurrency attached. Apart from StackOverflow, both Bitcoin and
Ethereum have a distinct stack exchange where questions can be asked. The number of
questions from these exchanges are also measured. Another metric to measure the
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productivity from developers within an ecosystem is the lines of code over time
(3) [17]. The number of lines of code added over time tells something about how
productive the development of an ecosystem is. The spinoffs and forks (4), number of
tickets (5) and number of patents (6) are also measured to compare the productivity of
developers within an ecosystem.

To measure the robustness of an ecosystem other metrics are used. First the
cohesion (7) of the ecosystem is measured by collecting the number of distinct APIs for
the ecosystem [24]. APIs make it possible to connect software within or even outside
an ecosystem, which enables better communication between clients and the ecosystem.
Another metric that can be used to measure the robustness of an ecosystem is the
number of active developers (8). The number of active developers shows how
dependent an ecosystem is on individual developers. A higher number of active
developers shows that the ecosystem is relatively more robust. An active developer is
defined as a developer who has committed one or more lines of code to the respective
cryptocurrency repositories within the last year. The second metric for robustness is the
number of users of an ecosystem (9). This metric shows how many users were actively
trading the cryptocurrencies in the last year. The number of transactions (10) is mea-
sured over time to see if the ecosystem still grows. The last metric for robustness is the
search statistics (11). This metric shows which ecosystem was the most popular search
term on Google and which ecosystem has the most interest over time. Van Lingen et al.
[21] defines the findability on Google an indicator of ecosystem health, but only if the
ecosystems are compared with each other. This data cannot be used to compare with
the exchange rate, because this data is relative, but it can be used to compare the
cryptocurrencies among themselves.

For the niche creation, the variety in the ecosystem is important to capture. This
study uses two metrics which are derived from Lucassen et al. [17]. The first metric is
the variety in development technologies (12), which shows how many different pro-
gramming languages are used to develop the software in the repository. The second
metric is the variety in projects (13). This is measured to compare how many projects
are building upon the technology and thus extending the ecosystems. To measure
variety, wallets are excluded as niche-projects, because wallets are focused on the main
purpose of the ecosystem, which is the cryptocurrency, whereas for example the
blockchain- and smart-contract applications provide a better insight in the niche-
creation within an ecosystem.

3.2 Data Collection

The data was collected through different sources on December 15th, 2017. Data col-
lected from GitHub was retrieved with GHTorrent [25] and gitstats1. The GHTorrent
project is created by a research group of the TU Delft. It provides a MySQL database
which can retrieve information by entering queries using the DBLite web-based client.
For every new project using one of the cryptocurrencies the name and creation date is
retrieved. Because GHTorrent is an archive, not all data is up to date on the repository

1 https://github.com/matthijsberk/gitstats-ng.
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level. Therefore, another tool is used to inspect the repositories itself. Gitstats1 is used
to gather specific information within a repository, for example the number of con-
tributors and lines of codes added over time. This application is written in Python and
produces a JSON file. For Bitcoin and Ripple the core application was used. For
Ethereum there are five different implementations of the blockchain, out of which Go-
Ethereum was the most-popular and only actively-supported repository at the time of
writing. Therefore, the information about Ethereum is collected solely from this
repository, to prevent duplicity in the data set.

The data from the website Stack Overflow was gathered by using the data dump
which is released every month. This dataset can be searched using SQL queries.

The number of patents is retrieved for each cryptocurrency from the Google patent
database. For the data directly related to the cryptocurrency itself (e.g. value, number of
transactions) a dataset from Kaggle is used which retrieved the data from several
sources, for example different coin exchanges. Kaggle is a website where datasets are
published. The last method used for retrieving data is collecting search statistics. To
measure this, a Google trend analysis is executed to retrieve the number of times there
has been searched for a certain cryptocurrency. This data is relative instead of absolute
and therefore no hard conclusions can be drawn from this metric. A summary of the
metrics per category and the corresponding sources can be found in Table 2.

4 Results

The results from the data collection are presented in this chapter. Each subsection
elaborates on the different parts of the OSEHO framework being productivity,
robustness and niche creation.

Table 2. Overview of the selected SECO health metrics

Metric Source

Productivity Number of new projects* (1) GitHub
Added knowledge (2) StackOverflow
Lines of code added over time* (3) GitHub
Spin offs and forks (4) GitHub
Number of tickets (5) GitHub
Number of patents (6) Google

Robustness Cohesion (number of APIs) (7) ProgrammableWeb
Number of active developers* (8) GitHub
Number of users (9) Kaggle
Number of transactions* (10) Kaggle
Search statistics (11) Google trend analysis

Niche creation Variety in development technologies (12) GitHub
Variety in projects (13) GitHub

*The data from the metrics with an asterisk are available as data over time

Software Ecosystem Health of Cryptocurrencies 33



4.1 Productivity

The first six metrics used from the OSEHO as listed in Table 2 account for the pro-
ductivity. The data about the productivity metrics is presented in Table 3. The first
thing that draws attention are the missing metrics on Ripple. It became clear when
mining the data, that there are numerous other applications with a naming that contains
‘Ripple’, other than the cryptocurrency. The search results for XRP were not complete
and would give distorted results, for the search terms for the other metrics were
complete. Therefore, to prevent incorrect data and/or data pollution, this study does not
include the data for Ripple for these metrics.

Since 01/01/2017, cumulatively 5499 new projects were added on GitHub where
‘Bitcoin’ was mentioned, respectively 345 for Ethereum. The added projects are shown
in Fig. 1, which clearly shows a strong increase in the new projects added for Bitcoin
near the end of 2017.

The added knowledge came from mining Stack Overflow, where there were 1117
questions asked about Bitcoin and 721 for Ethereum on Stack Overflow. Bitcoin and
Ethereum are having an own stack exchange where questions can be asked. On these
exchanges Bitcoin has 17,470 questions and Ethereum has 12,496 questions on their
stack exchange. The lines of code added over time derived from mining the repositories
of the cryptocurrencies in GitHub. The data on the lines of code is available since
GitHub started to document the data about lines of code or since the opening of the
repository in GitHub. For Bitcoin, this was on the 28th of April 2013, Ethereum on the
7th of August 2015 and Ripple on the 5th of August 2013. The number in the table

Table 3. Results of the metrics per cryptocurrency

Metric Bitcoin Ethereum Ripple

Productivity Number of new projects (1) 5499 345 -
Added knowledge (2) 1117

17,470
721
12,496

-

Lines of code added over time (3) 420,121 779,818 1,142,042
Number of forks (4) 12,646 3100 518
Number of tickets (5) 3535 2771 299
Number of patents (6) 569 741 -

Robustness Cohesion, number of APIs (7) 353 7 3
Number of active developers (8) 147 133 20
Number of users (9) 714,349

(unique)
10,557,839
(total)

-

Number of transactions (10) 269,460,981 78,973,725 -
Search statistics (11) 100 9 6

Niche
creation

Variety in development
technologies (12)

58 52 98

Variety in projects (13) 466 1170 2
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represents the total lines of code on the date of data collection, where Ripple has the
highest number of 1,142,042 lines, followed by Ethereum with 779,818 lines and
finally Bitcoin with 420,121 lines. From the same repositories, the number of forks and
tickets were collected. With the number of forks being 12,646 for Bitcoin, 3100 for
Ethereum, and 518 for Ripple. Bitcoin also shows the highest number of tickets with
3535, followed by Ethereum with 2771, and Ripple with 299. The patents that were
published on Google for the cryptocurrencies were collected, where Ethereum has more
published patents than Bitcoin, having 741 against 569 patents.

4.2 Robustness

The level of robustness on the cryptocurrencies are measured with the five metrics as
described in Sect. 3. The results of the data collection for these metrics are presented in
Table 3. This time, the lack of data for Ripple was caused by data scarcity. Where
Kaggle had data sets on Bitcoin and Ethereum, there were no data sets available with
information on these metrics for Ripple. ProgrammableWeb provided the data for the
cohesion metric, where the number of APIs defined the cohesion. Bitcoin had 353
APIs, where Ethereum had 7 and Ripple 3.

Active developers were collected from GitHub repositories, where anyone who
contributed in the year 2017 was considered an active developer. Again, Bitcoin takes
the lead with 147 active developers, Ethereum follows with 133, and finally Ripple has
20 active developers. The active developers over time provides a slightly different
view, as Fig. 4 shows that the number of active developers per month for Bitcoin is
significantly higher, although Ethereum does show an upward trend in 2017.

Because of data scarcity, it was not possible to collect either the unique daily or the
number of total unique users for the three cryptocurrencies. For Ethereum the total
number of unique users came down to 10,557,839 where Bitcoin showed 714,349
unique daily users. Thus, the number of new unique users may be derived from the
Ethereum data, but this does not compare to the daily unique users of Bitcoin. For
Ripple, this information was not readily available.

Fig. 1. Number of new projects
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The number of transactions is the total number of transactions on the blockchain at
the time of data collection, being 269,460,981 for Bitcoin and 78,973,725 for
Ethereum.

Bitcoin was searched the most, followed by Ethereum and Ripple. These relative
statistics can be quantified as shown in the works of Kristoufek [12]. Although pos-
sible, this is not necessary for the comparative nature of this study and therefore left out
of scope.

4.3 Niche Creation

This subsection elaborates on the results from the data collection on the niche creation
of the cryptocurrencies, the last two metrics, variety in development technologies and
projects are presented in Table 3. For niche creation, both metrics were available for
Ripple as well. The development technologies were defined as the different program-
ming languages in the GitHub repositories. Ripple shows the highest number with 98
languages, where Bitcoin is second with 58, and Ethereum last with 52.

The variety in projects derived from search results in GitHub. When searching for
the wallets of the cryptocurrencies, Bitcoin showed the highest number of results,
however, this is not the point of interest for niche creation. Therefore, this metric shows
the sum of search results containing either ‘blockchain’ or ‘smart contract’ and
excluding the term ‘wallet’. Ethereum came up on top with 1170 results, out of which a
big part, 518 projects, mentioned smart contracts. Bitcoin came second, with 466
results, out of which 12 contained a smart contract tag, and Ripple came last, with
2 blockchain projects.

5 Analysis

In this chapter, the results from the data collection are analysed. This is divided in two
subsections; the first subsection is dedicated to analysing the metrics from the OSEHO
framework. From this analysis, a comparison between the cryptocurrencies and their
ecosystem health is made. The second subsection explores the metrics with values over
time and the correlation of these with the USD exchange rate in order to see if these
may be used as an extension on the model of Li and Wang [1].

5.1 Health Comparison

Looking at valuation of the cryptocurrencies at December 14th, 2017 as shown in
Table 4, one would say that Bitcoin, next to being the oldest ecosystem, is financially
the most successful cryptocurrency at that time. This is in line with the OSEHO
framework, where Bitcoin appears to be the healthiest ecosystem, as it shows the best
results for 8 out of the 13 metrics. When looking at this in the 3 different levels of the
OSEHO framework, Bitcoin has the highest productivity and robustness, but not the
highest niche creation. Therefore, this subsection elaborates on the metrics where
Bitcoin does not show the highest value and on the metrics with noteworthy findings
which arose during the data collection.
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The metrics where Bitcoin did not show the highest value are: (1) Lines of code
added over time, (2) Number of patents, (3) Variety in development technologies, and
(4) Variety in projects.

Ripple had the most lines of code over time. An explanation for this can be that
Ripple is a protocol, which is slightly different from blockchains such as Bitcoin and
Ethereum. Ethereum has more lines of code than Bitcoin, probably since the block-
chain of Ethereum is more comprehensive: Ethereum example allows the use of smart
contracts whereas Bitcoin does not. For both Ripple and Bitcoin, the lines of code
increase gradually over time, whereas Ethereum sees a major drop in the lines of code
of over 2.5 million lines of code, caused by a major clean-up on July 12th, 2017.

The highest number of patents is claimed by Ethereum with 741 patents, Bitcoin
shows 569 patents. This indicates that the technology of the Ethereum blockchain
shows more promising applications than that of the Bitcoin. On this point, the Ether-
eum software ecosystem scores better than the Bitcoin software ecosystem, in terms of
new technologies and blockchain applications.

For the variety in development technologies, Ripple shows the highest number of
development languages. However, the data collection for Ethereum only took place on
Go-Ethereum, where other repositories for Ethereum are written in other languages.
Therefore, it is hard to conclude that Ripple supports the most languages, as Ethereum
might exceed them. One thing is clear though, which is that Bitcoin is built upon the
least variety in development technologies. This shows that the interest in the Bitcoin
core from the developers’ perspective is narrow compared to the other ecosystems.

For the variety in projects, Ethereum has the most variety in projects (1170)
followed by Bitcoin (466). When looking at the number of new projects Bitcoin has the
most, 5499, followed by Ethereum with 345. This can be explained by the fact that
Bitcoin is popular and a lot of people copy the repository of Bitcoin to their own
repository. However, to develop applications Ethereum is the most popular blockchain
technology, showing a higher variety in the projects produced. This is in line with the
number of patents, both show that Ethereum is a promising software ecosystem.

Another noteworthy metric is the added knowledge. Bitcoin and Ethereum both
have their own Stack exchange for sharing knowledge, for which the results are given
in the table as well. Here should be mentioned that this does not mean that the
Stackexchange only contains questions regarding the respective cryptocurrency. In
fact, both contain questions regarding the ‘other’ cryptocurrency and in the case of
Bitcoin an even higher number of other cryptocurrencies, and on StackOverflow
numerous questions also contain both tags.

Table 4. Valuation of cryptocurrencies on 14 December 2017 (Retrieved from https://
coinmarketcap.com [accessed December 15, 2017])

Bitcoin Ethereum Ripple

USD EXCHANGE rate $16,564.00 $695.82 $0.86
Market cap $274,269M $67,483M $18,233M
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5.2 Exploring Indicators

The ecosystem health metrics which were captured over time are the number of new
projects (1), the lines of code added over time (3), the number of active developers
(8) and the number of transactions (10). The number of active users has been found, but
given the different numbers obtained for this metric, the metric has been left out of the
research.

To find correlations between the metrics available over time and the exchange rate,
a Pearson’s product-moment correlation test was conducted. The results from the
correlation tests is shown in Table 5.

The correlation tests show interesting results. The only metric that shows no sig-
nificant correlation with the exchange rate is the number of active developers on
Bitcoin. The number of transactions is also a determinant from the model by Li and
Wang [1], the strong, positive, and significant correlations shown in Table 5 confirm
their findings.

The lines of code also show significant correlations with the exchange rate on all
cryptocurrencies. Unfortunately, Ethereum shows a negative correlation, this can be
explained by the enormous drop in the lines of code due to a major clean-up on July
12th, 2017. Possibly the difference in lines of code, rather than the actual lines of code,
is correlated to the exchange rate. A metric that is significantly positive for Bitcoin as
well as for Ethereum is the number of new projects, showing potential as an indicator
for the exchange rate. The number of active developers however shows mixed results
for the different cryptocurrencies, possibly because the number of active developers
does not show a lot of variation over time.

Table 5. Pearson’s product-moment correlation tests

Cryptocurrency Metric t-value df Pearson
coefficient

p-value

Bitcoin Number of new projects 31.529 348 0.86 <2.2e−16*
Bitcoin Lines of code 24.321 1692 0.51 <2.2e−16*
Bitcoin Number of active

developers
−0.722 54 −0.10 0.4732

Bitcoin Number of transactions 44.235 1652 0.74 <2.2e−16*
Ethereum Number of new projects 7.581 347 0.38 3.162e−13
Ethereum Lines of code −29.133 861 −0.70 <2.2e−16*
Ethereum Number of active

developers
5.839 26 0.75 3.737e−6*

Ethereum Number of transactions 82.404 803 0.95 <2.2e−16*
Ripple Lines of code 10.533 1065 0.31 <2.2e−16*
Ripple Number of active

developers
−5.090 51 −0.58 5.22e−6*

*. Correlation is significant at the 0.01 level (2-tailed)
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Figure 2 visualises the possible future determinants for the exchange rate of
cryptocurrencies. Mining difficulty is becoming less significant and is therefore left out
as determining factor. There was no positive correlation found in the metric active
developers, therefore that one is also left out as a determinant.

6 Discussion

Every research has limitations, this one is not an exception. The first limitation is the
fact that this study only focuses on one Ethereum implementation, and therefore only
mined the data from the most popular and most used repository of Ethereum, while
there are other Ethereum repositories on hand. Bitcoin and Ripple only have one
implementation, and therefore do not have this problem. When comparing Ripple with
the other two cryptocurrencies it stands out that it is different. Ripple is more of a
platform with value instead of a cryptocurrency. The ecosystems are not around that
long, especially Ethereum, and not only are the software ecosystems not yet mature, the
markets of the corresponding cryptocurrencies are also highly volatile.

This research shows some interesting results. However, to draw conclusions on
whether the metrics from the OSEHO can actually extend the model by Li and Wang
[1], more econometrical tests are needed. The statistical tests used in Subsect. 5.2
showed significance but are not strong enough to conclude that the changes in the price
are caused by the metric, for example since it doesn’t keep time series in mind. This
leaves possibilities in future research, where this research can be used as a foundation
so that future research doesn’t have to start from scratch.

This is the first suggestion for future research, which would be using our data set
and the results from this study and perform a more fitting statistical analysis to draw
conclusion on extending the model by Li and Wang [1]. The second suggestion is to
extend the research on the health of the cryptocurrency ecosystems. This extension

Fig. 2. Venn diagram determinants
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could be twofold, one where more sorts of cryptocurrencies are considered, and one
where more metrics of the OSEHO are mined over time. For example, the patents and
the variety in projects are interesting metrics but currently not mined over time, and
these might prove to be interesting technical determinants as well. The extension of the
research on the health of the cryptocurrency ecosystems could result in a cryptocur-
rency ecosystem health operationalization. Which could consist of metrics from both
the OSEHO and cryptocurrency literature. To make sure future research does not have
to start from scratch. The dataset used for this research is made public2.

7 Conclusion

This exploratory research provides an application of the OSEHO framework on the
software ecosystems of three cryptocurrencies, answering the following research
question: What are the possibilities of using the health of cryptocurrency software
ecosystems as an influencing factor on the exchange rate of cryptocurrencies?

Three case studies, where data was mined from different sources showed that
Bitcoin has the healthiest software ecosystem at the time of data collection. Some other
interesting findings were that Ethereum shows a potential for growth in its productivity
and niche creation, even outweighing Bitcoin on some metrics in the OSEHO
framework.

With the metrics from the OSEHO correlation tests were performed to see if there
are signs that these metrics have significant relations with the exchange rate of the
cryptocurrencies. This would indicate that they are possible extensions on the model by
Li and Wang [1]. The results show at least two potential metrics, being number of new
projects and lines of code. However, stronger econometric statistical tests are needed to
confirm this and to be able to predict exchange rates. Nevertheless, this research
extended the model by Li and Wang with two possible determinants and verified parts
of the model on other cryptocurrencies. The OSEHO framework showed to be a useful
tool to not only measure the health of software ecosystems, but also to provide a
foundation of quantitative data for statistical tests.

This research contributes to science by further adopting the OSEHO framework, by
not only using it for health measurement, but also for further investigation on char-
acteristics of software ecosystems. The second contribution is a verification and
extension on the model by Li and Wang [1]. Indication show that metrics from the
OSEHO framework can be used to extend the model. The third contribution is filling a
gap in a nascent field of cryptocurrencies, by performing case studies on the three
cryptocurrencies. The findings in this research can be used as a foundation for further
scientific research on cryptocurrencies as a whole or by diving deeper in the deter-
minants for the exchange rate of cryptocurrencies.

2 https://www.github.com/matthijsberk/crypto_oseho.
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Abstract. Mobile app providers have access to, and gather, large
amounts of personal data. The exact data varies by app provider and is
described in lengthy privacy policies with varying levels of transparency.
Privacy policies with a low level of transparency hamper users from mak-
ing educated decisions about the data that they want to share with third
parties. In this paper, the Privacy Policy Benchmark Model is presented
based on existing literature and applied to a selection of 20 mobile appli-
cations and their privacy policies. The Privacy Policy Benchmark Model
is used for evaluating the transparency and quantity of data that is col-
lected. The model consists of two aspects: the amount of data mobile
app provides collect and the transparency of those privacy policies. The
examined providers are transparent about what they collected and how
they use it. They are less transparent about other topics such as the
location of the stored information and how information is processed after
removal, making privacy and usage considerations more difficult for users
on those specific matters.

Keywords: Transparency · Personal data · Mobile app store
Privacy policies

1 Introduction

Consumers have an intimate connection with their mobile devices and these
devices contain sensitive information about the user. The sensitive informa-
tion is used for personalizing advertisements. Personal advertisements make the
advertisement space more valuable to the advertisers, and therefore it allows
the mobile application (from now on: “app”) providers to sell the advertisement
space for a higher price [8]. App providers can also use gathered personal data
in other ways, for instance to improve their application and provide services or
identifying new potential users of the app and services.

The data collection and business models of the providers lead to a conflict of
interest between the users and the developers of an app [1]. On the one hand,
it makes sense for a user to protect his or her privacy. On the other hand,
c© Springer Nature Switzerland AG 2018
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personal information is used to improve customer satisfaction and to generate
revenue for the application provider. The conflict of interest is validated by prior
research which showed concerns of app users [17,18]. Another research showed
that 57% of the worries of application users reached the height in which they
either deleted applications or refused to install them in the first place [4]. The
application providers use privacy policies to communicate about what personal
data they gather and how this data is used. Unfortunately, the privacy policies
typically do not address the concerns of end-users [12] and those policies are too
much of a burden to be practical and effective [11]. The privacy concerns and
the criticism on polices led to the following research question:

– How can the transparency of privacy polices be measured in a
standardized way?

In this study, a benchmark is done on the privacy policies of the leading app
providers. The benchmark helps shed light onto the data that is collected by the
app providers, and how transparent they are with regards to this collection of
personal data. There has been no previous research in this domain, resulting in
a severe lack of knowledge with regards to the contents and transparency of the
privacy policies of the leading app providers. Generating more knowledge about
these privacy policies is of value, because it helps consumers to make educated
decisions about which apps they could use without sharing more personal infor-
mation then they would like. Using this information, consumers can determine
whether the privacy cost of using apps is worth it to them. In order to give
users a quick overview of the collected data and privacy policy the Privacy Pol-
icy Benchmark Model was created, which can be used to decrease the effort for
users to reason about applications and personal information.

The next section of the paper contains a literature study that provides the
context in which this research is framed. Section 3 explains the research methods
used when executing this study. In Sect. 4, the gathered data is analysed, and
the results, which give a benchmark of the examined companies, are displayed.
The paper ends with a discussion about the results in Sect. 5.

2 Literature Study

In order to create a deeper understanding of the context of this study, a few
related topics from prior research that explore privacy in mobile ecosystems are
discussed. These cover mobile applications (Sect. 2.1); privacy sensitivity of those
mobile applications (Sect. 2.2) and privacy policies (Sect. 2.3).

2.1 Mobile Applications

The growth of the use of smartphones over the last few decades is remark-
able. The main drivers for this growth are the computation, communication
and sensing capabilities they provide [2]. These capabilities are used by (third
party) developers in order to create a large variety of applications. Google Play,
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the Android app store, provides Android users with over 3.300.000 applications
(September 2017), and is still growing [3]. The user habits concerning mobile
apps shift from a consuming role to a more participative role, which usually
involves user-generated content like photos (e.g. Instagram, Snapchat), texts
(e.g. Whatsapp, Messenger) and personal experiences (e.g. Facebook, LinkedIn)
[9]. Due to the decreasing costs of data storage there is no to little necessity
to delete this data [15]. These trends, in combination with the growing number
of app providers, nourish privacy concerns amongst users. It raises questions
about what personal data is stored and how personal data is handled within
such ecosystems.

2.2 Privacy Concerns and Regulations

A survey held in 2012 amongst 2.254 US adults, showed that 57% of the people
have either uninstalled an application or declined to install it because of concerns
about sharing personal information [4]. Privacy of user data is a much discussed
topic [4–6], and many related works show the concerns of users [17–19].

In order to facilitate a secure IT environment the EU Parliament approved of
new regulations concerning data protection (April 14th 2016). This law, starting
at the 25th of 2018, is called the General Data Protection Regulation (GDPR)
and replaces the Data Protection Directive 95/46/EC from 1995. It’s main goal
is to protect and empower all EU citizens data privacy. Two changes have huge
impact related to this research. (A) the new law increased the territorial scope,
which means that all companies processing the personal data of data subjects
residing in the Union, need to comply; and (B) the conditions for consent have
been strengthened and companies are obligated to give the request for consent
in an intelligible and easy accessible form [7].

To be clear about what is being collected and how this information is used,
companies create privacy policies. These policies state terms, which, in most
cases must be accepted before (all functions of) applications can be used. These
terms are, for example, about what type of information they collect or with what
third parties they share this information.

2.3 Privacy Policies

Prior research on privacy policies criticizes about the way they are set up. The
research of Jensen and Potts [11] focused on privacy policies of websites and
determined that significant changes needed to be made to the practices in order
to meet regulatory and usability requirements. In this research the privacy poli-
cies were measured with policy accessibility (are the privacy policies easy to
find) readability (is the privacy policy easy to understand) and content (what
does the privacy policy show). The primary finding was stated as: “Too much
of a burden is put on the end-user by failing to provide adequate notification of
changes, or presenting privacy policies in language the user can understand.”
[11]. Another research in this area, analyzing fifty privacy policies, resulted in
two general improvements. First, privacy policies must focus more on the privacy
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concerns of the public instead of only covering their own practices; and second,
they have to avoid vague language and present the content in a more suitable
and readable format [12].

Applications differ in the data they collect of users. The NSTIC (a US gov-
ernmental cybersecurity department) distinguished ten types of personal data:
identity, relationships, communication, context, content, governmental records,
financial, health, activity and ePortfolio [13].

Although much research has focused on privacy policies there is a lack in
literature available about how to benchmark privacy policies. This research tries
to fill this gap by creating a model which can be used in order to analyse two
variables: the data collection and the transparency of privacy policies. The model
is tested on the privacy policies of the app-provider of the top 20 apps from the
iTunes store in 2017.

3 Research Methods

In this paper, a benchmark model for analyzing the transparency of privacy
policies in the mobile app ecosystem is proposed. The benchmark was created
using Jetmarová’s benchmarking cycle [14]. According to her research, a bench-
mark consists of four distinct phases: a planning phase, where internal data is
analysed in order to determine what should be benchmarked; a data collection
phase, where data from external sources is collected; a data analysis phase, in
which the results are analysed; and an adaptation phase, in which the results
from the benchmark are applied in context.

3.1 Planning

The purpose of the planning phase of the benchmarking cycle is to determine
what should be benchmarked. While the domain of the study has already been
established (the transparency of privacy policies in the mobile ecosystem), the
exact focus of the research had to be clarified in more detail.

The goal of the proposed benchmark is to analyse the privacy policies of apps,
and classify them into different categories. These categories had to be based
on the transparency about, and the quantity of personal information gathered
by mobile app providers. Summarized, the benchmark needed to answer two
questions about the analysed companies:

– How much personal information are mobile app-providers gathering?
– How transparent are mobile app-providers about the types of personal infor-
mation they are collecting, how this information is processed, and how it is
used throughout the mobile ecosystem?

Based on these questions, it was observed that the benchmark needs to have two
main variables: a score for the transparency of an app provider’s privacy policy,
and a score for the quantity of data that is collected by an app provider.
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Assigning a Score to the Transparency Variable. The transparency score
of the privacy policies focused on grading the completeness of a privacy policy.
The privacy policies of the 20 most popular apps in 2017 on the iOS ecosystem
[16] were analysed to create objective grading criteria for said completeness.
Based on this analysis, we identified different subjects that app providers could
provide information about in their privacy policies. These subjects that app
providers can discuss in their privacy policies are referred to as “transparency
categories” in the rest of this paper.

Each previously transparency category has different topics that need to be
described. A transparency point is added to the transparency score for each cat-
egory topic that is discussed in the privacy policy. All topics in the transparency
category are weighed the same. By measuring the sum of the points awarded
to each transparency category, it is possible to compare privacy policies to each
other.

The categories are briefly described below:

How the Data is Used. The goal of this transparency category is to determine
if app-providers tell users what their personal information is used for. App-
providers can score transparency points by describing that the data is used for
personalized advertisements, identifying users, matching users, or for improving
the application.

With Whom the Data is Shared. Thanks to this category, a part of the trans-
parency score stems from how transparent app-providers are about who they
share users’ personal information with. App providers can score points for
describing that the data is shared with nobody, shared with third parties, by
listing a partial list of parties, or by listing all parties that the data is shared with.

How the Data is Stored. App-providers can also earn transparency points by
describing how their data is stored. Do they tell users in which geographic region
the data is stored? Does the privacy policy describe whether the data is stored
on an organizations’ own infrastructure or the infrastructure of third parties?

How the Data is Secured. Personal information should be secured well because
leakage of personal information could have far-reaching consequences. For this
reason, app-providers can earn transparency points for describing how their data
is protected, and stating why it is stored securely.

Account Removal. Often, deleting an account does not delete the associated
information from an organizations servers. App-providers can earn points by
describing whether accounts from their services can be deleted, and whether
this account deletion will also fully delete the related information from their
servers.
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Readability. Legal documents like privacy policies can sometimes be hard to read.
If consumers cannot understand the privacy policy, this makes it worthless to
them. For this reason, a readability score is also assigned to the privacy policies.
Readable.io has created an algorithm, that scores the readability of text based on
a variety of criteria. Their grade considers factors like how many difficult words
a text contains (tested with the New Dale-Chall Score), and how complex the
sentences are (using tests like Flesch Reading Ease). Readable.io assigns texts
a grade from A to E. In the Privacy Policy Benchmarking Model, an A earns 5
points, a B results in 4 points, a C earns 3 points, a D results in 2 points, and
an E gets rewarded with 1 point.

It is important that the score from this category variable only relates to
whether an app-provider is transparent about their data collection, not about
the quantity of data that is actually collected. Even if the privacy policy does say,
for example, that personal information will or will not be used for personalized
advertisements they will in both scenarios retrieve a score in our Benchmark
Model, because they are transparent about that specific topic.

Assigning a Score to the Amount of Data Gathered Variable. There are
many different types of personal information that an organization can gather,
and different apps gather different data. As an example, a shopping app might
collect credit card information, while a navigation app might primarily store
location data.

An existing study by Davis et al. [10], identified the different personal infor-
mation artefacts that organizations can gather. He classified these artefacts into
groups. In our Privacy Policy Benchmarking Model, a score is assigned to the
amount of gathered data by searching for the collection of each personal infor-
mation artefact identified by Davis. The amount of collected artefacts in each
personal information type group identified by Davis, provides information about
the types of data that is collected by the app providers.

The Privacy Policy Benchmark Model. In order to make the framework
easily replicable for other researchers, the grading systems for the two variables
were incorporated into an Excel sheet. Using this sheet, researchers can turf
which personal information artefacts are collected according to the privacy poli-
cies and what topics are discussed in the privacy policy. After making these
turfs, scores for the transparency and amount of data collected are automat-
ically generated. The sheet also shows the exact formula and definitions that
are used.

3.2 Data Collection

In the second phase of the benchmark cycle, the benchmark is used for ana-
lyzing external data sources. In this study, the Benchmarking Model that was
described in the previous section is used for analyzing the privacy policies of a
small selection of leading mobile apps.
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We wanted to do the first data collection process by hand. Manually doing
the data collection, and manually applying the benchmark provided more oppor-
tunities for evaluation of the model itself. Any errors would be more visible when
manually reading privacy policies and calculating scores, then when this would
be done in an automated fashion. Because of the considerable time it takes to
analyse a privacy policy, and the limited amount of manpower that was avail-
able, the number of apps that could be included in the data collection phase
of the benchmarking cycle was limited. Therefore only a small sample of apps
could be included in the study. Apple recently published a list of most 20 popular
apps on the iOS mobile ecosystem in 2017 [16]. All these apps were also released
and successful on Android, making this study applicable to mobile ecosystems
in general, not just for Apple’s iOS.

These 20 most popular apps, were published by 15 app providers. In the
data collection stage of the study, the privacy policies of these app providers
were saved as PDF documents. All mentions of one of the personal information
artefacts or transparency topics were highlighted in these PDF documents. Based
on these mentions, the benchmarking framework was filled in.

Whilst and after filling in the Benchmarking Model for the 15 privacy policies,
no errors were observed in the benchmark. This means that the data collection
can be automated in future research.

4 Data Analysis

During the data analysis process, step three of the benchmark cycle, the pre-
viously described benchmarking model was completely filled in. The collected
privacy policies have been structurally reviewed, and rated in the Privacy Policy
Benchmark Model. The derived Privacy Policy Benchmark Model with example
app provider privacy policy data is shown in Fig. 1.

Each privacy policy was saved at the time of reviewing and the topics we
relied on are marked through these privacy policies. Due to space constraints,
the raw data of the model is not included in this paper. The raw collected and
reviewed data1 is public available. Visualizations of the gathered data in the
form of graphs, provide a better overview of the data.

4.1 Categorizing App-Providers

The first artifact that was generated based on the gathered data, is a scatter
chart that places the analysed companies in three quadrants. This plot is shown
in Fig. 2.

Using this scatter plot, organizations can be placed into different categories
depending on the quadrant of the graph that they fall into. The first quadrant,
“communicative disposers”, refers to organizations that store relatively little
user data and communicate about this openly. The second quadrant, “blunt

1 bit.do/PrivacyPoliciesData.
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Fig. 1. Privacy Policy Benchmark Model with example company data

hoarders”, contains companies that are collecting a large amount of user data,
according to the measured topics elaborated in Sect. 3, but are transparent about
this. Finally, organizations in the third quadrant, “silent disposers”, do not store
a large amount of personal data but have opaque privacy policies.

Organizations in the bottom right quadrant are, from a theoretical point of
view, rare, and none are found in this research. The value for the amount of data
that is collected, is based on what data is stored by the organization according to
their privacy policy. If a company is so nontransparent that they secretly collect
a large amount of personal information without describing this in their privacy
policy, it is likely that they also score low on the transparency score.

These categories provide a valuable addition to the scientific community.
They can be used for classifying organizations in further research. Furthermore,
these app-provider categories could also be useful for consumers, providing them
with a brief overview of how installing a mobile app would impact their privacy.

4.2 Types of Collected Data

The gathered data also shows what types of data organizations tend to collect.
Based on the data from the model, a crosstab was generated that show how
much data was collected in each of the previously identified personal information
categories. This crosstab is shown in Fig. 3.
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Fig. 2. The transparency and quantity of data collection of popular app providers

The cumulative data that app-providers gather, provide more insights into
the types of personal information that are flowing around in mobile app ecosys-
tems. The results clearly show that app-providers gather a large amount of data
on how users can be identified, which devices they are using the apps from, what
real-life relationships users have, and what their interests are. By contrast, little
data is collected about the health of users, their governmental records, or their
professional history.

This information might tell users more about what aspects of their lives they
are sharing when using their favorite apps. As an example, the authors of this
paper do not expect users to know that they have shared their phone contacts
with numerous app-providers.

The results of the analysis showed that most app-providers use the data
that they are gathering in a similar manner. Almost all app-providers use the
gathered data for personalized advertisements, identifying users, and improving
the application. Furthermore, a large proportion of the app-providers also used
the data for matching users.
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Fig. 3. Crosstab collected personal information per category

5 Discussion

Based on the results of the study that is described above, multiple observations
were made. These observations are discussed in this section of the paper.

The first observation is that few app providers are transparent in their privacy
policies about where personal information is stored. Only Instagram, Facebook,
Pandora Music and Twitter mentioned anything about the geographical location
where data is stored. Scores for the other variables that determine data storage
transparency are also low across all analysed app providers. No app provider
earned a high score for information storage transparency.

The majority of app providers also had a low result on the user’s rights
transparency score, which is measured by how accounts and data can be removed.
Few app provides made it easy for users to look into the data that was stored
about them. Furthermore, the majority of app providers did not guarantee that
a user could fully delete personal information after it was collected.

Luckily, the app providers were more transparent about the data that they
are gathering in the other personal information categories.

Another observation that can be made based on the results of the study, is
that the usage of personal information is similar for each app provider. Almost
all app providers use the personal data that they have gathered for personalized
advertisements, identification, and application and service improvements.

Finally it was possible to observe that the personal relations of users are one
of the most common types of personal information that are gathered by app
providers. App providers are even more likely to collect this information then
the interests of their users. The authors of this paper are curious to learn more
about why this information is so valuable to app providers.
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5.1 Limitations

The first point of discussion is the method used for the research. The method is,
due to limited timespan, purely focused on privacy policies. No arguments can
be made on what app providers actually collect. This research does not audit
the examined app providers.

Another limitation that arose from the use of the privacy policies, was that
the interval of data retrieval was not considered in the benchmark model. The
privacy policies only describe that certain data is collected, not how often this
happens. However, collecting a certain information artifact every hour can have
a larger privacy impact then collecting it once.

A final point of discussion is the generalizability of the model outside of the
mobile app landscape. During this research the model is only used to go through
the privacy policies in this one branch. Beside these limitations it is also worth
mentioning that this model is only tested on 20 app privacy policies and not
validated outside this scope.

5.2 Future Research

A future research topic, would be finding out whether any companies secretly
belong to the “undercover hoarders” fourth quadrant. This can be researched
by requesting the personal data that companies have gathered, and determining
whether all this data collection is also stated in their privacy policies. Due to the
limited time this was not an option for this research, but requesting this, and
comparing this data to the privacy policy, would give insights in the honesty of
the policies and the companies.

It would also be valuable to see more research on why app providers gather
the data that they are gathering. This study has shed light on what information
the organizations are gathering, however it would be valuable to learn more
about the reasoning behind these decisions. This would provide users with the
knowledge that is required to make educated decisions about the data that they
want to share. If users do not know why their personal information is used, this
makes it more difficult to choose whether to share this personal information
or not.

Based on the research results we would like to do some suggestions to improve
the way privacy policies are presented. The content of the policies is clear, but
hard to read. We suggest a score, derived from the number of personal data, that
will give a better and faster insight for end users to review if they accept how
much personal information will be stored and processed when using that partic-
ular application. Beside this number we would also like to suggest an additional
score, which could be presented as a color, for the transparency based on our
Benchmark Model. Such a score could be added in app stores to provide a quick
review of the privacy scheme of the provider.
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6 Conclusion

The goal of this research was to create a benchmark model to analyse privacy
policies in the context of the mobile app ecosystem. This goal was realized by
developing a Privacy Policy Benchmark Model based on current literature and
the reviewed top 20 applications privacy policies (provided by 15 app providers).
The model consists of two main aspects: (a) the amount of data the app provides
state to collect; and (b) the transparency of those policies.

YeWe succeeded in reaching this goal, with the creation of the Privacy Pol-
icy Benchmark Model. Using this benchmark model, the amount of data that
app-providers gather, and their transparency about this data collection can be
analysed. It also categorizes app-providers in three groups: communicative dis-
posers, which store relatively little user data and communicate about openly;
blunt hoarder, collecting a large amount of user data and are transparent; and
silent disposers, who do not store a large amount of personal data and have
opaque privacy policies.

The Privacy Policy Benchmark Model gave a few insights on the examined
applications providers. Most of the application providers were not transparent
about where they store data, how personal information can be removed and
what happens with personal data after asking for account removal. On the other
hand are the companies transparent about what information they store and
how they use it. Almost all application use data for personal advertisements,
identification and application improvements. The most gathered data is about
personal relationships with other users.
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Abstract. Different types of software components and data have to be com-
bined to solve an artificial intelligence challenge. An emerging marketplace for
these components will allow for their exchange and distribution. To facilitate
and boost the collaboration on the marketplace a solution for finding compatible
artifacts is needed. We propose a concept to define compatibility on such a
marketplace and suggest appropriate scenarios on how users can interact with it
to support the different types of required compatibility. We also propose an
initial architecture that derives from and implements the compatibility principles
and makes the scenarios feasible. We matured our concept in focus group
workshops and interviews with potential marketplace users from industry and
academia. The results demonstrate the applicability of the concept in a real-
world scenario.
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1 Introduction

Despite the amount of available and rapidly increasing tools to manage data and cloud
infrastructure offerings which can be used for collaboration purposes, Artificial Intel-
ligence (AI) systems are still developed as “monolithic systems,” where a single
company owns the entire development chain [1]. This end-to-end control implies an
unnecessarily large cost of ownership and a long time to market creating an investment
obstacle which might result in unexploited innovation potential and competitive
advantage, particularly for SMEs. There are different reasons for the lack of collabo-
ration between organizations like missing a trustful way to access and share data [1],
and technical issues of having incompatible data formats [2].
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The Bonseyes AI marketplace is an emerging concept that addresses the challenge
of cross-organizational collaboration in the field of AI [1]. One of its main purposes is
to facilitate and foster the exchange of AI artifacts like data and AI models being used
in the process of AI system development. Bonseyes facilitates the exchange through a
digital marketplace. It is a place where companies or organizations that need specific AI
solutions, state needs in the form of AI challenges, and where others solve or col-
laboratively solve challenges by developing and trading or exchanging artifacts. The
marketplace allows for specialization in the process of implementing AI solutions.
Companies can specialize in solving a particular type of challenges, e.g., object
detection or face recognition or they can specialize on offering a particular type of
artifacts, e.g., data in the form of images of objects or faces, needed to solve the
challenges.

Critical for the marketplace to become established is to facilitate efficient access
and exchange of artifacts, ensuring their compatibility, and at the same time to offer a
reliable system that protects the rights of the artifact vendors. Companies and orga-
nizations not having access to the vast amount of resources and expertise required to
collect and process data would profit from the marketplace in that they would be able to
more efficiently find partners who are willing to work on their challenges. Others
specialized in delivering particular services in the process of AI systems development
will be able to target customers and develop solutions more efficiently. A typical case
of collaboration and a business case is a company that possesses data and requests
expertise from data scientists to build AI models and algorithms that utilize the models.

In this article, we address the topic of compatibility of artifacts offered in the
marketplace. In the next Sect. 2, we provide some background on the topic and define
terms that we further use. In Sect. 3 we state our method and validation procedure. In
Sect. 4 we present our compatibility concept. In Sect. 5 we discuss our contribution by
connecting the concept to related work. Section 6 concludes.

2 Background

The AI marketplace is a meeting place for the AI community. There, organizations or
individuals can exchange and trade artifacts like data and models that are used in the
process of AI system development. Data, for example, can be numbers, text, images or
sound. Video data is a sequence of images or frames.

Data can be static or dynamic. Depending on the context, e.g., in the case of a
video, the dynamic data can also be called live or stream data. There are also other
classifications of data types possible to differentiate continuous, discrete, binary, and
categorical data. Static data is offered as datasets or archives. For example, images may
be offered as a set of JPEG or PNG files. When a data set is too large to be handled with
standard software, e.g., statistical tools like SPSS, the data is termed as big data [3].

Models are machine learning (ML) algorithms designed to work and learn from the
data, and in supervised machine learning from the knowledge associated with the data
for example in the form of labels. The labels are sometimes also called annotations.
Humans can classify data, and the class associated with the data will be its annotation.
The so enriched data can be as well an artifact and be registered in the marketplace. The
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procedure of learning is being called training, and the trained model is used to make
predictions for the labels of yet for the model unseen data records. The procedure of
predicting the annotations is being called inference.

Some examples of other AI products that can be offered in the marketplace are the
tools that create and process the artifacts. For example, software solutions that convert
one data type into another or one model type into another. Also, software that cleans
the data by automatically dealing with missing values, or tools that benchmark the
models also classify as AI products that can be offered on the marketplace, since they
increase the efficiency of the AI systems development process.

The artifacts and the tools can be combined and become parts of a so-called AI
pipeline. A pipeline is used to solve a given challenge from the marketplace, e.g., find
all the faces in an image and draw a bounding box around them.

We refer to organizations or individuals providing the challenges as challenge
providers, and those who provide data as data providers. Humans who are working
with the artifacts we refer to as data scientists. The same organization or individual can
have different roles. Thus, the marketplace is a meeting place for these different roles,
which offers them a platform to work collaboratively on a specific AI challenge.

3 Methodology

In our work, we follow the technology transfer model of Gorschek et al. [4]. The model
suggests to (1) identify the problem or issue, (2) study state of the art, (3) to create a
candidate solution, (4) validate the solution in academia, (5) validate the solution
statically for example through interviews, (6) validate the solution dynamically for
instance through pilot projects, and (7) release the solution. They stress that the model
can and should be adapted according to the industry needs.

Aims. The work at hand describes the outcome of the first two steps in the model
namely identifying the issue, studying state of the art, and the beginning of the third
step which is formulating a candidate solution. It aims to report our findings and to
outline the candidate solution. Section 4.1 presents the compatibility model. The
scenarios for the usage of the marketplace and the enabling system architecture we
describe in Sects. 4.2 and 4.3 respectively.

Method. We identified the challenge for compatibility in a pipeline in the course of the
Bonseyes Project while conducting interviews and workshops with members of the AI
community in industry and academia who participate in the project and are part of the
Bonseyes consortium. We used these meetings to elicit the requirements for the mar-
ketplace. We also studied the literature on collaboration and licensing that can be
relevant for a pipeline where distinct organizations are creating artifacts. Our initial
thoughts resulted in a flow of actions and a system architecture similar to the ones
presented in Figs. 2 and 3 but focused on licensing.

To obtain feedback on our ideas, we decided for a focus group workshop which is a
suitable method to fulfill the aim [5, pp. 9–13]. We used the work of Kontio et al. [6]
for further guidance on preparing and conducting the workshop. We held an online
workshop with seven practitioners and researchers from industry and academia in
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March 2018 where one of them was the first author of this paper who moderated the
session, and another one was the third author who is responsible for the system
architecture of the marketplace. A researcher working on privacy and security concepts
for the marketplace was also present. The industry was represented by a senior
developer working on AI pipelines, a research manager, and a developer both working
on the concepts concerning the front-end of the marketplace, and the last participant
was a senior project manager on the consortium level. All industry participants were
working in SMEs.

After the feedback, we matured the concepts in interviews. However, we saw the
need for a second focus group workshop to validate the changes. It took place one week
after the first workshop and had the same setup as the first one except that two of the
participants changed. Instead of the third author and the senior project manager, we had
two researchers from different universities working on AI pipelines.

To validate and mature the new concepts the first author also conducted five semi-
structured one on one interviews, three interviews between the focus group workshops
and two interviews shortly after these workshops. He was guided by the recommen-
dations of Hove and Anda in [7]. The first and fourth interviews were conducted in
person while the rest were online. The first author discussed the new concept by
presenting it and having similar questions like the ones stated below (see Data Col-
lection), but now they were adapted towards the more general topic of artifact com-
patibility. The interviews, except the fourth one where exact definitions of terms were
discussed, were not recorded. Instead, notes of the obtained feedback and hints for
improvement were taken.

The first of the interviews was with a researcher outside of the Bonseyes consor-
tium, who later become part of it. He was working in the field of tool support for
sharing AI artifacts. The rest of the improvement and validation activities, like the
focus group meetings, the following written correspondence, and four of the inter-
views, were within the Bonseyes consortium.

Data Collection. In the first workshop, we presented our ideas in the form of the
diagrams shown in Figs. 2 and 3 and discussed the following questions: 1. Have you
experienced licensing compatibility problems in your AI projects? 2. Which artifacts
cause them? 3. How did you solve them? 4. Does the suggested concept for checking
license incompatibility support you in the process of managing license compatibility?
5. What would you change in this concept?

The session lasted one hour and was recorded. The discussion was continued after
the session in an e-mail thread for open questions. As suggested by [5, pp. 13–15], we
used the focus group to elicit inputs on how to mature our concept. We took notes
during the session and listened to the recording afterward extracting additional feed-
back that was not noted in the first place. The notes were shared with the participants to
ensure correctness. We did not receive any objections.

We used the feedback from the focus group to create the concept of compatibility
(see Sect. 4.1). In the first interviews following the focus group, the first author dis-
cussed the new concept by presenting it with questions like the ones stated above but
adapted towards the topic of artifact compatibility. The session lasted one hour.
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The second interview was between the first and the third author who was also part
of the first focus group. It lasted 1.5 h. During the interviewee, the marketplace system
architecture (see Sect. 4.3) was discussed intensively. The discussion also continued in
an e-mail thread after the interview.

The third interview was with a researcher who works in the field of applied AI in a
medical research institute and uses the deep learning technology to create applications
for a hospital attached to his institute. The interview lasted an hour discussing questions
like the ones above. He was part of the second focus group.

The feedback from the interviews was considered, and changes to the concepts
were applied. In the second focus group workshop, the updated concepts were pre-
sented and validation questions were stated. The session lasted one hour. We took notes
and recorded the session. The notes were again shared without receiving objections.
However, we received additional feedback on the compatibility concept from the
researcher manager in the SME responsible for the front-end of the marketplace.

In addition, two more interviews were conducted. The first with the CEO of an
SME, who is at the same time a project manager of the consortium, and the second one
with a senior developer in the same SME, who was part of both workshops. These
additional interviews focused on the overall AI pipeline concept and the definition of
terms used in it. The first interview lasted one hour and the second 1.5 h. These
discussions continued in e-mail and messaging threads.

The participants in the focus groups and the interview partners were selected so that
they represent the developers of the marketplace as well as its future users. All of them
were familiar with the context since all were or now are part of the consortium.

Analyses and Results. We aimed at maturing the concepts to the extent they could be
implemented in the marketplace and validated empirically. In the first focus group
workshop, we discussed usage scenarios and architecture of the marketplace. In the
second, we discussed the updated version of marketplace and the compatibility model
(see Sect. 4.1). We analyzed the results of the workshops and the interviews by going
through our notes and the recordings and updated the concepts iteratively.

Overall in the first workshop, we got positive feedback on our concept. For
example, the senior developer of the feedback-providing SME stated: “Overall I think
the architecture you presented is going match well our intended usages.” During the
workshop, he also noticed that licensing is an issue, and one license of an artifact can
influence how another artifact is used, e.g., models trained with a specific dataset are
not allowed to be used with another dataset.

While discussing the last two questions meant to gather feedback on the concept,
which was at that time centered on licensing, we noticed that it was not addressing the
full needs of the practitioners present at the workshop. For example, not only the
dependency between licenses where discussed, but also how these dependencies relate
to different types of artifacts and also dependencies between an AI challenge and
artifacts were mentioned. In retrospection, we realized that we need to zoom out and
look at the whole range of dependencies to have compatible artifacts in a pipeline to
solve a challenge, and the licensing was a part of the bigger picture of compatibility.
These thoughts resulted in the compatibility concept described in Sect. 4.
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In the first ensuing interview, the compatibility model was presented (see
Sect. 4.1). The interviewed researcher gave positive feedback and stressed the need for
artifact interoperability and the issues connected to it. The result from the second
interview is captured in Sect. 4.3. The third interview confirmed the compatibility
concept and offered input on the variety of AI challenges. In the second workshop, the
participants confirmed the improvements and suggested additional improvement pos-
sibilities. In the following two interviews, the pipeline, tools, and artifacts needed to
solve the AI challenge were discussed and terms were defined. Here are some of these
definitions, for the terms used in the next section:

• AI Challenge: “A challenge specifies the requirements for a detection, location,
classification, or regression capability offered by a target platform.”

• AI Tool: “A software component that creates or processes an artifact.”
• AI Artifact: “The product of the execution of a tool. It can be an output of the

pipeline or an intermediate result that is processed by other tools.”

Threats to Validity. We realize that we discussed the concept with a small group of
people and will need to involve larger groups in the discussion in the feature to account
for conclusion validity. Nevertheless, the participants in the focus groups and the
interviews were chosen because of their expertise in the corresponding parts of the
concept. We as well tried to account for external validity through involving different
groups of data scientists in our research, people from industry and academia. We also
interviewed a representative of the community at the time outside the consortium.

4 Compatibility Concept

We first present our compatibility model that is a general conceptual model of what
kinds of compatibility are required for distinct organizations to collaboratively create a
pipeline of AI artifacts. We then present a scenario for the usage of the AI marketplace
that will be implemented. For that, we derive on the principles of the introduced model.
The principles in that sense are the different compatibility types. Afterword we present
the system architecture of the marketplace that allows for such scenarios.

4.1 AI Artifact Compatibility Model

We take a closer look at three key elements that from a data scientist’s perspective have
to be compatible so that a pipeline of artifacts is formed (Fig. 1): challenges, artifacts,
and licenses. There is twofold compatibility between these elements: vertical and
horizontal. Vertical compatibility addresses compatibility between a task and artifacts,
and between artifacts and licenses. Horizontal compatibility ensures the compatibility
between artifacts, and between licenses.

Challenge Category-Artifact Compatibility. A pipeline aims to solve a specific AI
Challenge. That means that artifacts are combined and modified to match the specific
challenge. The artifacts can be easily discovered, if they belong to the same category of
challenges. Just like for data there are different possibilities to categorize AI challenges:
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depending on, if the data is labeled or not, the challenges can relate to supervised and
unsupervised ML problems respectively, or if the output of the prediction should be
classes or a real number the problems are classification and regression problems
respectively [8, pp. 14–18]. Or one can go further and differentiate between different
types of classification depending on the data, e.g., image and text classification; or be
even more specific by dividing the image classification into object or scene detection
problems. The workshop participants preferred the latest categorization type. From the
data scientist’s perspective, it makes sense to have this type of compatibility since this
would be one of the ways to search and filter the artifacts on the marketplace.

Artifact-License Compatibility. We adapt Ferrante’s definition of software licensing
[9] to artifact licensing and define it as any procedure that lets an enterprise or user
acquire and use the artifact on a machine or network according to the artifact owners
licensing agreement. Not any license is compatible with any artifact. Models for
example, if they are intended for the public, can be licensed under one of the GNU
licenses. And data, if it is available as open data, can be licensed with one of the
Creative Commons (CC) licenses. However, Creative Commons does not recommend
the use of CC licenses for software since they miss specific terms for the distribution of
source code [10]. This would mean that models especially the ones with open source
code should not be licensed under a CC license. The licensing of an artifact depends on
what exactly it consists of. If for example a dataset consists of a mix of scientist’s
proprietary data and open data under the CC BY-SA 4.0 license and the data scientist
would like to use his license to distribute it, this would not be possible. The ShareAlike
term of the license obligates him to use the same license for the entire data set. He will
either need to use the CC license or remove the part of the data licensed under that
particular CC license to be able to utilize his own license for his proprietary data.

License Compatibility. The difficulties bound to the compatibility between licenses in
one artifact has already being mentioned. There is also plenty of literature concerned
with the compatibility of free and open source licenses [11–13]. It gets even more
challenging when the artifacts are connected in a cross-organizational pipeline.

Fig. 1. AI artifact compatibility model
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A typical example of how proprietary licenses affect the distribution of the pipeline
results are models that are trained on a proprietary set of data. In that case, the data
would be the one artifact provided by one company, and it will be connected to another
artifact a model from another company. Depending on the terms specified in the
proprietary license of the data the compiled versions of the model might not be eligible
for inference on other data sets. The marketplace would need to detect such incom-
patibilities between artifacts and give notice to the data scientist that they are about to
connect artifacts under incompatible licensing. In certain cases, it would even need to
enforce restrictions defined by the licenses, e.g., when having a license bound to time
limitations for the usage of an artifact.

Artifact Compatibility. Here we refer to the more technical compatibility between
artifacts, e.g., can a certain model work with a particular dataset. Thus, if artifacts are
compatible also depends on the tools that create and process them. Tools have to
actively collaborate with one another, which is why in terms of the tools we speak of
interoperability instead of compatibility. In that sense, we adapt Wiliden and Kaplan’s
definition of Software interoperability [14] and define tool interoperability as the ability
for multiple tools to communicate and interact with one another exchanging compatible
artifacts. The aim here is to synchronize the inputs and the outputs of the tools.
Interfaces need to be defined, for example by utilizing the REST or SOAP standards.
And because the ML community is spread between many different domains of research
especially when it comes to applied ML, it will be essential to have not only syntactic
but also semantic interoperability between the tools. For that purpose, an ontology
would need to emerge. Ontologies allow for encoding of knowledge in a computer-
processable way and thus making it transferable within and across domains [15]. With
our work, we aim to contribute to this goal.

In our research, we thematize the licensing of artifacts. We define tools as software
components, and their licensing would be in accordance with the licensing of software.
Being a part of an AI pipeline poses some specific requirements on the licensing of
tools, this is further discussed in Sect. 5.1 Related Work.

4.2 AI Marketplace Scenarios

There are many different utilization scenarios possible for the AI Marketplace. The
scenarios are a sequence of combinations of atomic use cases offered or rather
implemented by the system. Such atomic use cases are for example: register an artifact,
access an artifact, search for an artifact, register a custom license, etc. The scenarios
depend on the intention of the marketplace users, which most likely will be data
scientists, and the possibilities or use cases that the marketplace system implements.

Figure 2 displays a flowchart diagram for the registration of an artifact on the
marketplace. Following the steps on the diagram, we demonstrate the realization of the
scenario where a data scientist registers an artifact under its own license.

In the illustrated procedure, a data scientist decides to register an artifact on the
marketplace. He selects the appropriate “Register Artifact” function depending on the
type of artifact he wants to register, e.g., data or model at the UI of the marketplace and
so initiates the process illustrated in Fig. 2. Then he needs to enter the description of
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the artifact which will usually include what the artifact is about and how to use it.
Afterward, he needs to select an appropriate license for the artifact to account for
Artifact-License compatibility. If he decides for a standard license like any CC license
for data or one of the GNU licenses for a model, he can get support from the mar-
ketplace for the decision which license might be appropriate for his artifact. Based on
the example of how CC licenses are selected on the page of Creative Commons:
creativecommons.org the marketplace will offer support by asking questions like what
features of the license are important for the data scientist. If he, however, decides to use
his own license like the scenario in Fig. 2 supposes, he can upload it and will then need
to select licenses that are compatible with his own license. This step is intended to
support the license compatibility discussed in the previous chapter. He will explicitly
need to enter into this step, and this is why we did not model it like a decision point, he
can, of course, skip it by selecting an appropriate “skip” option.

The license selection procedure can be iterated through several times if the data
scientist would like to license the artifact at the same time under different licenses so
that better artifact compatibility for the ones who will later be working with the artifact
is achieved. After all information about the artifact is entered, the user can finish the
process by for example hitting an appropriate “Register artifact” button at the UI.

4.3 AI Marketplace System Architecture

Figure 3 illustrates the system architecture that will assure the different types of
compatibility described in Sect. 4.1 and will allow for scenarios like the one discussed
in Sect. 4.2. To understand the need for the different systems and components and their
interoperability in the System Architecture of the marketplace we first look at the
context of a pipeline in Table 1. A pipeline of tools and artifacts is meant to fulfill an

Fig. 2. Flowchart diagram for the registration of an artifact on the AI marketplace
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AI challenge and will have a predefined and editable set of users, licenses, artifacts,
tools, and resources.

These different context elements need to be managed. This is done through the
Challenge-, User Account-, License-, Artifact-, Tools- and Resource Management
Systems. They will be interconnected by the illustrated schema (see Fig. 3) and will
have the possibility to pull and push information from and to the associated systems.
They can also be seen as services that exchange information whenever needed to
realize use cases and ensure the compatibility and interoperability between the different
artifacts and tools of a pipeline.

Fig. 3. System architecture for the elements needed to realize the compatibility concept between
the AI marketplace and a single pipeline of tools and artifacts

Table 1. Single pipeline context

Context element Description

The AI challenge The AI challenge that the pipeline is meant for
Set of users The users accounted to access the pipeline
Set of licenses The licenses for the artifacts and tools
Set of artifacts The artifacts in the pipeline
Set of tools The tools in the pipeline
Set of resources The physical resources allocated to the pipeline
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The Pipeline itself is meant to run on an external system. The system will be
installed either locally for example on the hardware provided by a data scientist or in a
cloud environment that will allow for an inter-organizational collaboration in the
development of a pipeline.

The AI Pipeline System will manage different pipelines through the Pipeline
Management and Orchestration Component. This component has its counterpart at the
AI Marketplace that is the Pipeline Management System. Through the interplay
between these components, different scenarios are possible, e.g., defining a pipeline
already in the marketplace and so ensuring tool interoperability between the tools even
before downloading or accessing them. Another scenario could be the enforcement of
licenses. The Pipeline Management and Orchestration Component will in regular
intervals connect to the Pipeline Management System and check for license compati-
bility. If a license is expired, that tool would not be started, and the user will get an
appropriate notification to renew the license.

The data scientist will also be able to allocate system resources for the pipeline
through the Pipeline Resource Management Component or the Resource Management
System. We intend to offer possibilities for the data scientists to allocate cloud
infrastructure resources attached to the Marketplace directly in it for example through a
specially designed UI component that will connect to the Resource Management
System, which will, in turn, be connected to a third-party infrastructure provider. In
such scenario data scientists do not need to organize cloud infrastructure services by
themselves.

The interactions between the AI Pipeline System and the AI Marketplace are
possible and secured through the interplay between the Authentication System and the
Authentication Component on the AI Marketplace and the AI Pipeline System
respectively. This is a small part of the security concept for the marketplace, which is
being currently discussed and developed.

While the Pipeline Management and Orchestration- and the Pipeline Resource
Management Components manage entire pipelines and their resources, their counter-
parts at the single pipeline level the Tool and Artifact Management and Orchestration-
and the Tool Resource Components manage tools and artifacts and their resource
allocations. The Tool and Artifact Resource Management Component can thereby only
allocate resources to the tools that were allocated to the pipeline.

The tools contain software components, which depending on the artifact type that
they create and process, can differ significantly. These can be systems to access big
data, can be systems to compile models or any other software tools that can be useful in
an AI pipeline. The Connection Components are part of the tool interoperability and the
artifact compatibility concept.

5 Discussion

The overall aim is to develop a marketplace system that will enhance the collaboration
between different organizations regarding efficiency of pipeline development that
addresses a specific AI Challenge. These organizations and the data scientists, in
particular, should be facilitated to start sharing their achievements in a proprietary or
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non-proprietary way. The sharing and acquiring of tools and artifacts should be enabled
in an easy to use and understandable way, however not compromising on security and
copyright limitations. Having such a largely heterogeneous field of technologies like
the ones in the ML domain and at the same time, the variety of privacy and security
requirements bound to the AI artifacts makes the task extremely challenging.

In countless projects meetings within the Bonseyes consortium in smaller and
bigger circles as well through our findings in the literature [16, 17] we figured out that
there are two major challenges that we need to address if we strive to develop a system
that is perceived as useful. On the one hand, tools and artifacts need to be technically
compatible and on the other trust between the collaborators has to be established.
Licensing contracts are meant to protect intellectual property rights and deal with issues
arising in conflict situations [18, pp. 101–112]. Therefore we started by focusing on
licensing issues. In the first focus group workshop, we realized that we have to broaden
our view and address more of the needs of industry. We, however, found ourselves in
the difficult situation of being confronted with many interrelated compatibility issues.
We developed the AI artifact compatibility model to distinguish between different
problem areas that we are going to encounter in the process of the AI marketplace
development.

Having the model allowed us to much easier develop usage scenarios for the
marketplace that address and offer solutions to the encountered compatibility problems.
An example there is the scenario of a data scientist selecting licenses compatible to his
proprietary model and so supporting the license compatibility of artifacts in a pipeline.

Having the model and the scenarios made it then again easier to develop a system
architecture that supports the development of a marketplace which aims to ease the
burdens of data scientists who collaboratively develop artifacts in a pipeline.

With our concept of the marketplace and the exchange of artifacts and tools, we aim
to enable a cross-domain collaboration. E.g., a specific tool for annotation from one
domain can be used in another one, or a particular dataset can be utilized in two
different ways. Data scientists and data science applications, in general, can thus profit
from the AI Marketplace.

However, we also realize that there are potential limitations of the concept. For
example, there is certain expertise needed to work with specific artifacts and tools. Or
there is a need to install a particular environment be able to automatically interact with
the marketplace, e.g., the Docker Engine to be able to pull and push dockerized tools.
Other than mentioning that an environment needs to be installed there was no dis-
cussion on the limitation in the workshops or the interviews. However, it will be
important to elaborate and validate these concerns in the future.

5.1 Related Work

Software ecosystems are composed of different software components that can be
supplied by different software vendors and have different licenses [19]. Scacchi and
Alspaugh [19] work on how software niches, which they define as networks of soft-
ware producers, integrators, and consumers of specific components, are better defined
by software component licenses and the architectural composition of the system. They
state that if licenses change customers might decide to change to a more desirable
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product in the ecosystem. Our concept of the marketplace can also be seen as a
software ecosystem where data scientists are enabled to pick the best tool or artifact that
they need for their pipelines. An earlier version of Scacchi and Alspaugh’s work can be
found in [20].

Van Angeren et al. [21] published results about the strategies that software vendors
use to select suppliers in software ecosystems and the factors influencing the decisions.
The research shows that many software vendors would appreciate minimal dependence.
This is also something from which the AI community might benefit utilizing the AI
marketplace.

Research that combines the topics of AI, eco-systems, and IP is scarce, and we only
came across the work of Keisner et al. [22]. They focus on robotics ecosystems and the
IP bound to these. It is not a technical paper proposing a new eco-system. They
analyze, among other robotics and IP bound topics, what the role of patents for IP in
robotics is, mention some open source eco-system platforms, and raise the question to
whom belongs the IP that robots create. These topics will also be important for the AI
marketplace in the near future and will need further investigation. We can also analyze
the existing platforms in the field of robotics.

Despite the scarcity of combined research, there is specialized literature for par-
ticular compatibility issues identified by the AI Artifact compatibility model. Thereof
we can derive ideas on how to solve specific compatibility issues related to compati-
bility of artifacts.

How vital licensing is and what kind of primary licensing models exist can be
found in [9]. These issues arise as application developers often try to find suitable
algorithms for a task on the Internet, and there are no indicators as to why AI devel-
opers would behave differently. AI developers combine different services and software
packages. The combination of these elements can increase the risk of license incom-
patibility [11] already at this experimental phase. If these algorithms reach production
stages in the project, this might cause license incompatibilities with the intended license
for the final solution.

Even if developers are careful, licenses can change over time and cause incom-
patibility issues. Di Penta et al. [12] collect five different famous cases in the field of
free and open source software (FOSS) related to license incompatibility issues after
license evolution. They also analyze some widely-spread FOSS systems and find out
that a large proportion of the source code file changes is due to changes in the licensing
statements and develop a method to track the evolution of licenses in files.

By the time of writing, we count 83 approved licenses only by the Open Source
Initiative: https://opensource.org/. The plethora of legal issues related to contrasting
licenses in open source and free software is discussed for example by Nimmer in [13].

Thompson and Jena in [23] provide an overview of different digital services needed
for an electronic license. In [24] Raekow et al. provide a license management archi-
tecture for distributed environments. Cacciari look et al. provide in [25] SLA based
licensing services for the cloud. A formal way of expressing formal licensing clauses is
mentioned by Gangadharan and D’Andrea in [26].
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We also looked at literature that concerns software interoperability where we could
derive ideas for how AI tools interoperability and artifact compatibility should work.
Componend based software development is discussed for example by Medvidovic et al.
in [27]. Chapman et al. provide a service management framework for on-demand cloud
provisioning [28].

6 Summary and Conclusions

We developed and described an AI compatibility concept consisting of three parts:
An AI artifact compatibility model, scenarios for the usage of the AI marketplace that
comply with and implement the principles of the model, and a system architecture that
is aligned and derives its structure from the compatibility model and enables the
scenarios. We matured the concept through focus group workshops and interviews. The
overall feedback on the concept was positive, and we were encouraged to continue our
research. Some of the discussions especially the interviews went deep into the concepts
and many questions for further investigation were raised. For example, concerning the
license compatibility, and because there is a large variety of different artifacts which
standard licenses are suitable for which artifacts? Which rights of the license owner
should be enforced in what way? Or concerning tools interoperability, how exactly
should the interfaces between the tools supporting the exchange of artifacts or how
should the components of the pipeline environment in the AI Pipeline System be
specified so that they can exchange data in a standard manner? What will be the
limitations of these approaches?

Establishing trust in the marketplace by addressing privacy and security concerns
and raising the attention of the machine learning community as well as getting the
attention of SMEs by offering attractive business models are additional fields where
further research is required.
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Abstract. Product portfolio decision making is the process of coming
to decisions regarding resource division along multiple software products.
This process is part of portfolio management, and is an essential task in
managing a software company. However, product portfolio decision mak-
ing is an implicit process, and product managers are too occupied with
tactical and operational decision making to execute strategic decisions
regarding portfolio management. Academic research has not yet provided
a model to adapt intuitive and opportunistic portfolio decision making
to an explicit and data-driven cycle. The goal of this research is to make
portfolio decision making explicit by modeling this process in the Dutch
software industry. Case studies at 6 small to medium-size software com-
panies in the Netherlands evaluate the initial Software Portfolio Decision
Making (SPDM) model. We present the SPDM model after adaptation
to the findings in the case studies. Using this model enables software
companies to move from an intuitive decision making process towards
data-driven explicit decision making.

Keywords: Software product management
Portfolio management · Strategic decision making

1 Introduction

Software product management is the discipline and role that governs a product
from its inception to market/customer delivery to generate biggest possible value
to the business, stated by Ebert [1]. The product manager operates at varying
levels, ranging from the smallest abstraction level, requirements management, to
the largest abstraction level, portfolio management [2]. Software portfolio man-
agement, the perspective of dividing resources among several software products,
is vital to business operations. Academia has already investigated management
of a single product, such as Lehtola [3], Weiss [4] and Bosch [5]. However, need
arises for theory about portfolio decision making across software products.

Portfolio management is part of strategic decision making and is beyond the
day-to-day business operations. Jansen et al. recognize that companies lack abil-
ities in portfolio decision making, regarding sunsetting software products [6].
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We find that in practice, portfolio management is overlooked by product man-
agers as they are occupied with operational and tactical decision making. The
act of focusing on operational and tactical decisions without clearly defining
strategic goals can lead to missed opportunities, and the downfall of a software
firm. This emphasizes the business need of portfolio management and explicit
portfolio decision making.

Portfolio management is one of the business functions of the SPM compe-
tence model created by Bekkers et al. [7]. For the business function of portfolio
management, this paper investigates decision making. Decision making is defined
for this research as “the entire cycle of findings inputs for decision making, mak-
ing the decision and executing the outputs of this decision.” Software portfolio
decision making in the context of this paper does not focus on what the optimal
software portfolio is, as this question is too large to answer. Instead, we focus on
making optimal portfolio management decisions, given the circumstances of the
firm. The business need and absence of academic guidance in portfolio decision
making lead to the following research question:

How can decision making regarding the software portfolio be conducted?

Answering this question provides initial steps in the guidance of software
firms in selecting software products and maintaining a competitive software prod-
uct portfolio. Employing a cyclic process for software product portfolio decision
making creates the opportunity to make data-driven decisions. Olsson [8] finds
that data-driven decisions that use post-deployment data as input lead to more
effective product development. Incorporating the use of data from products in
the field is a practice that companies need to be establish as central to their
work, stated by Bosch [9].

This paper starts with the current research on portfolio management in
Sect. 2. Section 3 describes the research method of theoretical model creation and
case study evaluation. By applying the process model of benefits management
described by Ward [16] to software product management, this research creates
a cyclic model of portfolio decision making in Sect. 4. The Software Portfolio
Decision Making (SPDM) model is then tested and evaluated by case studies
in the Dutch software industry. The case studies are conducted to investigate
the used software portfolio decision making method, the formalization of the
process, and the models used. Sections 5 and 6 reveal the case study results and
lessons learned. In the discussion, we present the SPDM model and we end with
the conclusion about the SPDM model and software portfolio management in
practice.

2 Portfolio Management in Theory

Software portfolio management is an under-investigated topic when compared
to product portfolio management in general. This section discusses portfolio
management for non-software products and the applicability of this theory to
the software industry. McNally [10] has investigated decision making in product
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portfolio management. His research finds that balancing new radical products
and proven concepts is crucial in successful firm performance. Furthermore, firms
hinder innovation when they solely focus on aligning products with their strategic
plan. Lastly, McNalley concludes that personality traits of managers are relevant
in managing the product portfolio.

Cooper [11] analyzes 200 firms to discover how production firms manage
their portfolio. Firms are clustered into four groups according to management’s
view of portfolio management. Benchmark businesses, firms that employ a for-
mal, explicit method for managing their portfolio are most effective at portfolio
management. These businesses rely on clear, well-defined portfolio procedures,
consistently apply their portfolio method to every project, and management is
involved in the approach.

Both McNally [10] and Cooper [11] reveal how firms use portfolio manage-
ment to meet their business goals. However, both articles discuss portfolio man-
agement in production firms, and software production is different than producing
non-software products. As Cusumano [12], states, producing software is different
than other products. Software products have high development costs, but the
cost of manufacturing and distributing extra copies is low. Furthermore, van
de Weerd [2] explains that software products change or update easily by using
patches or release updates. Therefore, the existing theories of portfolio man-
agement are not applicable to software portfolios, and software firms may take
different approach than non-software firms.

3 Research Method

The first step in investigating software product portfolio management is the
creation of an initial framework by applying the Process Model of Benefits Man-
agement described by Ward [16] to portfolio decision making. This research
evaluates the software portfolio decision making (SPDM) model by using a case
study theory testing approach. The case study contribution is two-fold. The
case studies allow this research to investigate software portfolio management
in practice. Afterwards, we adapt the SPDM model to the case study findings
and present the final model. This leads to a theory based and empirically tested
model of software portfolio decision making.

This paper takes a case study approach to investigate portfolio decision mak-
ing. This approach provides in-depth explanations, as stated by Yin [13]. The
case studies consist of an initial interview that investigates software portfolio
management. The interview approach is semi-structured, to allow for follow-
up questions. We abstained from a grounded theory approach because software
portfolio management is implicitly embedded in the company’s processes. Soft-
ware portfolio decision making is not formalized or written down in protocols.
Instead, managers make portfolio decisions according to their insights. Conduct-
ing case studies without a previously defined model may miss essential aspects
of portfolio decision making because of a lacking interview structure. After the
initial interview, we invited the interviewees for a follow-up meeting. The goal of
the follow-up meeting was to present the initial results and cross-validate these
findings.
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As this research has an exploratory aim, the case studies are not used to fully
understand portfolio decision making of a certain group of companies. Instead,
we focus on globally understanding portfolio decision making throughout the
software industry at every level of maturity and size. Therefore, the case stud-
ies focus on six Dutch software companies of varying size and expertise. For
exploring software portfolio management, six case studies is deemed sufficient.

Out of the 250 firms that are closely related to the department, we have
selected ten medium-sized product software firms with multiple products with
an email request. Out of these ten, six agreed to participate in this research.
One of the case studies subjects is a venture capitalist specialized in investing
in software companies. The interviewees are involved in decision making for
the software portfolio, to ensure the relevance of the results. Table 1 shows the
overview of the interviewees and interviewed companies. The interviewees are
coded with an interview number.

To structure the interviews, an interview protocol is created based on the
activities that are described in the initial model1. Every process is broken down
into multiple questions. In this way, the interview protocol covers every process
of the SPDM model. The interviews are conducted by two interviewers similar
to Bechhofer [14]. Having two researchers conducting the interview enhances the
validity of the results [14]. Furthermore, the researchers have a varying back-
ground. The follow-up questions were asked from multiple backgrounds, which
provides more information.

The transcribed interviews are taken together per question in result tables,
which is based on the EA technique tables of van Steenbergen [15]. The result
tables are structured per question, and in the columns, the interviewees’ answers
are given2. Additional results which are not captured in the questions and the
result table are noted elsewhere and are discussed in the lessons learned section,
or provided as a quote at a relevant question or process in the results.

4 Initial Model Creation

Ward [16] defines Benefits Management as the identification, definition, planning,
tracking and realization of business benefits. A benefit is “an advantage on behalf
of an individual or group of individuals” [17]. The Process Model of Benefits
Management assists in organizing and managing potential benefits arising from
the use of IT [16]. Using this model creates a rationale for strategic applications,
by clarifying the trade-off between benefits [17].

We propose the initial Software Portfolio Decision Making (SPDM) model by
applying the Process Model of Benefits Management to software product port-
folio decision making. The application of the Process Model of Benefits Manage-
ment to create strategic decisions based on the trade-off between benefits make
this model relevant to portfolio decision making. Portfolio decision making also

1 The interview protocol is available at: http://bit.ly/2FTBSd5.
2 The transcriptions and result tables are available upon request.

http://bit.ly/2FTBSd5
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Table 1. Case studies’ context

Company

nickname,

Interviewee

number

AgriComp, i1 VentComp, i2 ERPComp, i3 CEComp, i4 RetailComp, i5 DataComp, i6

Market of

operation

Agricultural

software

B2B Software

focused

venture

capitalist

ERP software Customer

experience

Several different

markets

Data

analytics

Gross yearly

revenue

(Million Euros)

2 0 122 9 460 5

Position of

interviewee

Commercial

director

Partner CTO CMO Strategic product

manager

Business

manager

Time in IT

sector (Years)

33 7 19 22 11 5

Time at current

profession

(Years)

18 1 6.5 1 3 5

concerns strategic decision making where multiple stakeholders and products are
considered.

The SPDM model describes decision making practices for the portfolio of an
organization. This model focuses on using product data for supported decision
making. We assume that the quality of portfolio decision making increases by
data-driven decisions. This is based on the hypothesis that rational, data-driven
decisions, where the product manager excogitates the effects, lead to better out-
comes than intuitive decision making.

We describe the phases of the SPDM model below. The model has changed
context from benefits management to portfolio decision making, which requires
adaptation of several phases. The phases of the SPDM model are:

– In aiding and supporting a company’s next decision, the product manager
should access the historical performance of products and decisions, similar to
the Review and Evaluate Results Stage of the Process Model of Benefits Man-
agement. In the Data Gathering process, the product manager retrieves
information about the products from the data sources. The product manager
brings the information together to create an overview of the products.

– The Data Reduction process is the act of reviewing what is important for
the next cycle of portfolio management. This is based on the Potential for
further Benefits Stage of the Process Model of Benefits Management. The
product manager selects key indicators based on the strategy and vision,
to guide the portfolio to the company’s long-term goals. Key indicators are
product properties, used to based the next decision upon, such as forecasted
revenue or market opportunities. The strategy and vision of the company are
used as it is the path that the company presumes to be most successful.

– Modelling is the process where models are created from key indicators. Mod-
els can be any visualization that attempts to clarify the comparison between
products, such as graphs, presentations, SWOT’s or matrices. To compare
products or features, The firm should use a model that compares on multiple
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key indicators. Modelling can be performed with or without tool support,
and with varying tools such as an excel data comparison, or more extensive
models such as the BCG Matrix [18], Gartner’s Wave [19] or Porter’s five
forces model [20].

– In the Pattern Recognition process the product manager interprets the
models, and compares the product’s characteristics. He focuses on recognizing
a pattern in the models. A pattern is a phenomenon that affects business
results. Examples of patterns are: this product’s sales are lower than expected
this month, or the recurring revenue stream is rising.

– In the Insight, the product manager finds the cause for the recognized pat-
tern. The Insights process generates concrete advice for decision making. In
this way, finding the cause of a certain pattern allows a firm to steer away or
towards this pattern with decisions. For example, when a product manager
recognizes a decline in sales of a product caused by a cut in marketing budget,
the root of the revenue loss is found and he can take steps to increase the
revenue.

– The most important phase in the SPDM model is the Decision Making.
In the decision making process, the company decides which investments in
the portfolio are made in the next period. This is in the form of a long-
term roadmap, or short-term accepted projects. Decision making is a process
done by the management board to steer the portfolio in the next period. The
product manager has already decided the direction in the Insights process.

– The final process in the SPDM model is the execution. The management
applies the decisions to the operations of the company. For example, the firm
carries out additional investments in a development team or the merge of two
software products. This process provides new data for the Data Gathering
phase, allowing for a new decision making cycle. The execution is an extensive
step which requires a vastly different approach, depending on the decision
made. Therefore, this step is out of scope for this research.

The SPDM model structures the activities performed by forms to make portfolio
management decisions. The next section describes how the phases of the SPDM
model are carried out in practice. We adapt and evaluate the SPDM model in
the discussion section, based on the case study findings.

5 Results

In this section, we link the results of the case studies to the goal of this research.
The interviews have taken place in October-December, 2017 and each interview
lasted approximately 90 min. The “reunion” meeting took place in January 2018.

Decision Making - In the decision making process, decisions reshape and focus
the product portfolio. One of the leading questions in this process is what an
optimal portfolio looks like. The interviewees reveal three visions:

– The ad hoc view, in which every product is adapted to its own market.
Focusing the entire product portfolio is impossible as “you should focus every
product in its own way”, stated by i1 and i6.
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– The complementary view, where the optimal portfolio consists of com-
plementary products. Customers should understand the distinction between
products. When products do not overlap, there is no redundant development
and no competition between products. Every product has its own salescy-
cle and marketing team. i2 and i4: “customer understanding of your product
portfolio is a bellwether of the optimization of your product portfolio.”

– The product line view, where the complete portfolio is considered as one
product consisting of components that are independently managed. This
product line is adaptable to varying markets. In this way, development will
never have to do develop an overlapping feature twice. i3 and i5 have this
vision. ERPComp uses their optimal product portfolio vision in their own
product, as ERPComp has a single product line used in every market where
the company participates.

The yearly planning cycle is a part of the decision making process. In the yearly
planning cycle, the company determines the choices and opportunities across
its products. This is done product portfolio-wide, and not per product. The
planning meeting frequency differs in the case studies, and is performed yearly,
half-yearly, or whenever a major decision has to be made. For the interviewed
companies, several stakeholders have a voice in the decision making process. In
every case study, the CEO and CTO play an important role in decision making.
The companies that have the function of the product manager and product owner
also involve these actors in decision making. The role of sales and marketing was
unclear in decision making. Some companies involve representatives of sales and
marketing in the yearly planning cycle and some companies don’t. i3 explicitly
states: “Sales must not be involved in the planning, as the company can not be
sales oriented.”

The management boards make decisions in multiple ways. In the case
studies, two different strategies have been found. Data-driven decision mak-
ing goes through the steps of gathering data about the products, formalizing
models about the products’ performance, interpreting the models and creat-
ing a strategy based on these models. The other strategy is entrepreneurial
intuition-driven decision making, where the management makes decisions based
on entrepreneurial intuition, gut feeling or instinctive feeling. The interviewed
companies employ both strategies simultaneously.

Data Gathering - In the Data Gathering process, the product manager gath-
ers product information for measuring performance. Companies measure perfor-
mance of products differently. i1: “We measure product performance by revenue,
recurring revenue and percentage recurring revenue of total revenue.” ERPComp
also focuses on customer usage of the products. RetailComp measures the strate-
gic relevancy of products to both the company and the clients.

Companies use varying sources to retrieve data from. Table 2 lists data
sources used for retrieving product data. Internal data sources are within the
sphere of influence of the company. There are three kinds of internal data sources.
First, operational sources are sources that are company wide and required to keep
the firm operational, such as the accounting system. A firm has project sources
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that are created for a specific product or project, such as the Business case or the
market analysis. Finally, the human internal data source is the input of employ-
ees of the firm. The external data sources column consists of data sources that
are out sphere of influence of the company.

Table 2. Data gathering sources

Internal data sources External data sources

Operational sources ERP-system Competitors

Accounting system Customers

Budget External market research

Project sources Project management system Research from financial institutions

Market analysis Market standards

Product database

Business case

Human sources Entrepreneurial intuition

Employee’s opinion

Data Reduction - The product manager defines concrete properties and indi-
cators before he decides what is most important for the next update. Product
performance should be in line with the company’s strategy and vision. There-
fore, the product manager uses the strategy and vision as a primary source of
guidance for products. In practice, decisions are rarely fully aligned with the
strategy and vision of the company. Therefore, the data reduction is not based
solely on the strategy and vision.

Key indicators are product properties, used to base the next decision upon.
The product manager collects these indicators from the data sources. Every com-
pany uses different indicators. Table 3 lists the key indicators found in the case
studies. The indicators are split in internal and external indicators. The inter-
nal indicator list consists of economic, technical, human and market indicators,
depending on the nature of the indicator. Economic indicators are related to the
cash flows of the product. Technical indicators are related to the development
of the product. Human indicators are indicators that have the employees as a
source. Market indicators reflect on the own share of the market.

Companies base a distribution key on entrepreneurial intuition and past per-
formance. Firms measure customer satisfaction in multiple ways, depending on
the branch, company size, budget and time constraints. Customer satisfaction is
measured by questionnaires, workshops with key customers and other feedback
methods.

In selecting key indicators for data reduction, the relevance of the company’s
strategy and vision is questioned. i4:“the key indicators are only aligned with
the CEO’s vision and strategy, as the CEO is the final authority in the decision
making process.” The vision of i5 is that product portfolio management starts
with formulating a strategy and vision. “Alignment with the firm’s strategy and
vision is then essential in managing your product portfolio”.
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Companies perform the data reduction in two ways. Managers that apply
data-driven decision making select key indicators to make decisions. Data reduc-
tion for entrepreneurial intuition-driven decision making does not formally select
key indicators to reduce the data.

Table 3. Key indicators found in case studies

Internal indicators External indicators

Economic indicators Profit Market size

Profit forecast Market growth

Revenue Number of competitors

Forecasted revenue Products specifications when

compared to competing products

Budgeted revenue Market saturation

Revenue growth Customer satisfaction

Revenue split

Costs

Technical indicators Number of issue tickets

Response time on tickets

Number of lines of code

Number of developed scrum features

Human indicators Number of FTE’s

Number of absence days through

illness

CEO’s affection for certain product

lines

Market indicators Market opportunities

Number of features used per branch

Number of customers

Number of end users

Position of the customer

Profit for the customer

Modelling - Companies employ several different modelling techniques. Both
industry-wide and in-house developed models find their application in under-
standing product performance. Often, firms use multiple models. AgriComp,
VentComp and CEComp apply an in-house created model. The advantages of
in-house models are that it is adapted to the situation at the company, and that
the interviewee is more familiar with the model than an industry-wide model.
The industry-wide models are divided into two categories. The first category is
structured models, where the product manager creates a comparison between
products with a limited number of key indicators. Examples of structured mod-
els are the BCG Matrix or a SWOT analysis. Unstructured models have limit-
less input of key indicators, but require more input from the product manager.
Examples of these models are the Five Forces Model or the Gartner Wave and
Hypecycle.

Pattern Recognition and Insights - After creating models of the products’
performance, the manager finds the pattern and insight in this model. i1 uses
entrepreneurial intuition in the Pattern Recognition and Insights processes. This
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CFO interprets the in-house created model, to recognize patterns of interest. He
compares this to his own experiences to create insight to share to the rest of the
board. For example, from previous experience, the CFO knows that the revenue
per co-worker should be between 100.000 and 120.000, and the declarability of
consultants should be 70−75%. Deviation from these numbers is a cause for
making decisions to change business performance. ERPComp applies Pattern
Recognition and Insights by using a tool that reviews product portfolio perfor-
mance. The tool compares the products’ performance against business as usual
or a predefined forecast and brings focus on key indicators that are not per-
forming as expected. Other firms apply the Pattern Recognition and Insights
processes in an intuitive and more implicit practice.

6 Lessons Learned

In this section, we compare the results to previous knowledge to reflect on the
impact of the findings. Several findings were unexpected, or contradictory find-
ings that require further attention. These findings influence the decisions that a
software company makes about their portfolio, and are not directly related to a
process of the SPDM model.

A Mixture of Data-Driven and Entrepreneurial Intuition - The compa-
nies in the case studies employ data-driven mixed with entrepreneurial intuition.
Data-driven decision making creates data-supported decisions based on product
performance. This approach leads to clear rational decisions. However, modeling
imperfections result in suboptimal decisions. Furthermore, models have a limited
number of inputs.

La Pira [21] defines entrepreneurial intuition as creating opportunities and
exploiting these opportunities without regard to resources currently controlled.
an entrepreneurial intuition-driven decision making strategy leaves room for out-
of-the-box opportunities that are not found in models, and this strategy improves
decision making speed. However, a product manager that does not use model
support can misestimate product performance. Furthermore, a biased opinion
or a specific product affection leads to suboptimal results. For example, when
the founder and CEO makes portfolio decisions, the results tend to align with
the products that he founded the company with. The CEO gives other products
with potential a lower priority, as he has a bias towards his own products and
favors them over other products.

Furthermore, i4: “You use models in an attempt to convince the CEO that
his founded products do not fit the market anymore. The CEO loves his products
so much, that he will only use the pattern when it aligns with his own vision”,
which indicates the bias of stakeholders in the decision making process. Even
when models are used, their effectiveness is not without question.

Tools support Parts of Portfolio Decision Making - AgriComp and ERP-
Comp are applying integrated tools in product portfolio management. These
tools assist in or automate parts of the Data Gathering, Data Reduction, Mod-
elling, Pattern Recognition and Insights. For example, ERPComp utilizes a tool
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that retrieves data from the data sources. After entering the key indicators, the
tool visualizes the data in models and assists in the Pattern Recognition and
Insights.

Opportunism in Smaller Software Companies - Smaller software compa-
nies may take an opportunistic approach, as their existing customer base pro-
vides insufficient funds for a steady income stream. The company falls back on
an opportunistic approach, where the manager accepts projects for their short-
term profitability over the contribution to long-term goals. i6: “We do realize that
aligning your development to your roadmap is better for long-term performance,
but we also have to keep the lights on.” Focusing on customer-driven products
or features over aligning the products with the company’s strategy and vision
leads to a smaller focus on the strategy and vision. However, this may be crucial
for the firm’s short-term survival. Choosing for alignment of the portfolio with
the company’s strategy and vision, may result in a lower short-term revenue,
because the firm develops projects without a paying customer. Still, focusing on
aligning the portfolio with the company goals is vital to a firms long-term sur-
vival, to avoid a fragmented and opportunistic product portfolio. This indicates
that organization maturity is a major determinant for portfolio decision making.

Partnering with Launching customers for Major Products Enhance-
ments - One way of overcoming the difficulty of having to choose between
customer-driven requirements and strategy and vision-driven requirements is by
using launching customers. In the interviews, the concept of a customer helping
in creating an entrance in a new market became clear. A launching customer
is an agreement between the company in focus and one of their customers.
The customer has a specific wish which is also on the roadmap for the com-
pany. The presence of the wish of the customer enables possibilities and market
entrances that were not present without this collaboration. This is in a market
or niche where the developing company is not yet familiar in, and gives a new
direction to the product portfolio. The trust of the other company allows the
developing company to use opportunities that were not possible without the col-
laboration. This collaboration is beneficial for the developing company. On one
side, the company is implementing a feature for a customer and is being paid
for this customer-specific request. On the other side, the implementation of the
request also satisfies the other customers, or opens up a new market. This sat-
isfies other (potential) customers. In this way, three stakeholders, the company,
the launching customer, and other customers are benefiters. Therefore, projects
initiated by a launching customer increase both the alignment with customer-
specific requests, and market wide requests. Figure 1 shows how partnering with
launching customers leads to an increased alignment with both customer specific
requests and market wide requests. At ERPComp, managers give Projects with
a launching customer priority over other projects. i5: “projects with a feature
that is currently not on the planning are added when a customer is willing to
invest to create this opportunity.”
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Fig. 1. Collaboration with a launching customer improves both alignment with
customer-specific requests and alignment with market wide requests

7 Discussion

This section reflects on the results and lessons learned. We start this discussion
with the adaptation of the SPDM model to the case study findings. Afterwards,
the impact of the research method is discussed.

SPDM Model Adaptation - The case studies provide a partial confirmation
of the SPDM model. Figure 2 shows the final SPDM model. Companies apply
the Decision making, Execution, Data Gathering and Data Reduction similar
to the expectations based on theory. However, the processes are simpler and
less distinct. Furthermore, the product portfolio decision making process is a
bi-cyclic process. The case studies show a yearly cycle for long-term planning
and companies simultaneously make decisions for short-term adaptations.

Recognizing a pattern and finding a cause for this pattern are intertwined
processes in the case studies. None of the interviewees made a difference between
the processes. For example, realizing that revenue is declining due to a reduction
in one-off sales may start with the recognized pattern that revenue is declining,
or with the insight that the one-off sale reduction causes a revenue decrease. The
Insight and Pattern processes are intertwined and unsequenced. Therefore, we
combine these steps in a process called Interpretation. In the Interpretation, the
product manager interprets models to form advice for decision making.

Every firm balances between data-driven decision making and entrepreneurial
intuition-driven decision making. In data-driven decision making, the manager
performs the Modelling and Interpretation to create and interpret the data mod-
els. In entrepreneurial intuition-driven decision making, the Modelling and Inter-
pretation are not performed, and the Data Reduction is a more informal pro-
cess. We visualized this in the SPDM model by drawing an arrow from Data
Reduction to Decision making, indicating that product portfolio management is
possible without Modelling and Interpretation.

The SPDM model assumes a structured cyclic process, which may not be the
case in practice. When making product portfolio decisions, a company may loop
between SPDM processes. For instance, a manager that is selecting key indicators
decides that he needs another data source. This suggests a loop between Data
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Fig. 2. The software portfolio decision making (SPDM) model

Gathering and Data Reduction. However, this was not confirmed in the case
studies and requires further confirmation.

Applicability of the SPDM Model - This research proposes the SPDM
model, usable by software firms to formalize their portfolio management. The
SPDM model is worked out to a greater or lesser extent. Data Gathering, Data
Reduction, Modelling en Decision Making are processes that are covered in the
case studies. On the other hand, the Interpretation has remained implicit in
the case studies. The Execution stands beyond the scope of this research but is
described in literature already.

Reliability and Validity Considerations - The method of applying a prede-
fined model based on researchers’ previous portfolio decision making experience
has both advantages and drawbacks. This enables investigation in an implicit
and vague process. The downside of using this method is the subjective nature
of using a predefined method. Conducting interviews related to a predefined
method may lead to confirmation of the method, regardless of the validity of
the method. The internal validity is preserved by critically reviewing the SPDM
model and reviewing model relevancy for the case studies.

The case studies provide a similar execution of portfolio management. Every
case study subject has a limited degree of formality in portfolio decision making.
This leads to the hypothesis that the entire Dutch software industry executes
portfolio decision making in an implicit manner. If this is true, then the entire
Dutch software industry may benefit in using the SPDM model to make portfolio
decision making more explicit.

The reliability of the data collection method is guaranteed by limiting the
variation in interviews. For every interview, the same interview protocol is used.
Furthermore, every interviewee is a key actor in portfolio decision making.

Effectiveness of Data-Driven Decision Making - In this paper, one of the
research goals was to investigate the degree of formalization of product portfolio
management. Formalization is supporting decisions with data and models about
the products. A hypothesis that flows from this research goal is that firms that
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collect and model data, make better decisions. However, testing this assumption
is beyond the scope, because this research does not focus on portfolio manage-
ment effectiveness.

i5 was not interested in formalizing decision making. Data focuses on short-
term profit. i5: “product management should focus on aligning the product port-
folio with the vision and strategy, to ensure long-term performance”.

8 Conclusion

By utilizing a case study approach, this research investigated product portfolio
decision making in the Dutch software industry. This research makes this process
explicit by answering the research question: How can decision making regarding
the software portfolio be conducted?

The SPDM model created in this paper describes the continuous decision
making cycle that enables software companies to make portfolio management
decisions explicit. With the application of the process model of benefits man-
agement to SPM, this paper hopes to change portfolio decision making from an
implicit and intuition-driven process towards an iterative and data-driven cycle.
Implementing the SPDM model in the company’s operations enables the prod-
uct manager to escape the operational decision making and focus on strategic
decision making for the product portfolio.

The SPDM model reveals the mixture of data-driven and entrepreneurial
intuition decision making. When using the SPDM model for portfolio decision
making, the role of the manager as a visionary is supplemented with models,
leading to better supported decisions. Furthermore, this research hopes to stim-
ulate software portfolio management as a research topic. Aspects of software
portfolio management need further investigation and we state some below.

The scope of this research was too large to sufficiently cover the process of
entrepreneurial intuition. Using managers’ experience to influence future deci-
sions is essential in decision making. The exact role of entrepreneurial intuition
remains unclear. Further research could cover how entrepreneurial intuition can
improve decision making.

Every company combines entrepreneurial intuition-driven decision making
and data-driven decision making in portfolio management. Combining the deci-
sion making methods leads to optimal business results. Academic research can
focus on finding the balance between these methods, or creating a model to
combine these approaches. This will extend the SPDM model and aid software
companies in portfolio management.
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Abstract. Interorganizational coopetition describes a phenomenon in which
businesses cooperate and compete simultaneously. Such behavior is common-
place among software firms wherein vendors concomitantly deal with each other
both as partners and as rivals. Sustainable coopetitive relationships are predi-
cated on the logic of win-win strategies. Conversely, win-lose or lose-lose
strategies do not lead to durable coopetitive relationships. This aspect of
coopetition requires decision-makers in coopeting software businesses to gen-
erate and analyze win-win strategies. This paper proposes a strategic modeling
approach to systematically search for alternatives and generate win-win strate-
gies. This approach synergistically combines i* goal-modeling to analyze the
distributed intentional structures of actors and Game Tree decision-modeling to
reason about the moves and countermoves of actors. An illustrative example of a
published case study is presented to demonstrate the strengths and weaknesses
of this methodology.

Keywords: Strategic modeling � Coopetition � Win-win � Positive-sum

1 Introduction

Many software businesses join ecosystems (SECOs) to benefit from open innovation
[1] as well as to access: shared market, common technological platform, and oppor-
tunities for information/resource/artifact exchange [2]. Each SECO comprises an
intricate network of multifaceted relationships among software vendors. Coopetition,
which refers to simultaneous cooperation and competition among two or more actors
[3], is commonplace within SECOs [4].

The need for analyzing strategic relationships in and among SECOs has been by
emphasized by several researchers [2, 5, 6]. Many researchers have proposed SECO
modeling techniques to explain structures and processes of SECOs [7–11]. However, none
of these SECO modeling techniques focus directly on coopetition in and among SECOs.

Decision-makers require insight into the intentions of coopeting actors to discern
the motives behind their actions and responses. They also require foresight to predict
the moves and countermoves of actors under coopetition. Game Trees (i.e., multi-actor
Decision Trees) are commonly used to analyze multi-actor decisioning scenarios.
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However, Pant and Yu note, “Game trees elide the intentional structure of the
players” [12]. This is because while Game Trees encode the motivations of actors into
payoffs implicitly they do not express those motivations explicitly. Therefore, Game
Trees do not provide a systematic method for exploring the space of potential strategic
alternatives to generate new win-win strategies.

i* Strategic Rationale (SR) models can be used to show the internal intentional
structures of actors overtly and can be used to complement Game Trees. A novel
methodology for the synergistic use of actor goal modeling (with i*) and decision
modeling (with Game Trees) was introduced by Pant and Yu [12]. The present paper
extends that work by proposing a systematic method for generating win-win strategies.

The remainder of this paper is organized as follows. In the next section we discuss
strategic outcomes in coopetitive relationships including the notions of win-win, win-
lose, and lose-lose strategies. The third section presents a modeling-based methodology
for generating and evaluating win-win strategies among actors by building upon a
novel approach introduced in [12]. In the fourth section we instantiate this method-
ology by applying it to a published case study about SECOs under coopetition. In the
fifth section we review related work while in the sixth section we discuss our con-
clusions and future work.

2 Strategic Outcomes in Coopetitive Relationships

Simultaneous cooperation and competition is characterized by the partially congruent
interest structures of coopeting actors [13]. Actors in such relationships “cooperate to
grow the pie and compete to split it up” [14]. According to Game Theory (e.g., [3]), a
multi-actor relationship can be classified as: positive-sum, zero-sum, or negative-sum.

In positive-sum scenarios, each actor gains by participating in the relationship; in
zero-sum scenarios, some actors are better off while some actors are worse off by
participating in the relationship; and in negative-sum scenarios all actors are harmed by
participating in the relationship. In zero-sum scenarios, the magnitude of gain for some
of the actors equals the degree of pain for the other actors in that relationship.

It is definitional and logical that rational and self-interested actors are likely to
voluntarily take part only in those relationships that are beneficial for themselves (i.e.,
zero-sum but only where they are advantaged, or positive-sum) [15].

Coopetitive relationship are regarded as strategic because the actions of any actor
can impact the actions of any other actor(s) and, similarly, the decisions of any actor
can inhibit or impel the decisions of any other actor(s). Therefore, actors in such
relationships are codependent on each other for the achievement of their common goals
as well as individual objectives.

A win-win strategy is the sole practical choice for an actor under coopetition because
only it is likely to yield an equilibrium condition underwhich all actors arewilling to remain
in that relationship voluntarily [3]. Therefore, decision-makers in coopetitive organizations
must search forwin-win strategies by: (1) analyzing existingalternatives, and (2) generating
new alternatives. This can be done by using i* to search for new alternatives and Game
Trees to evaluate those alternatives. Complementary usage of i* and Game Trees is
demonstrated in Sects. 3 and 4 where these techniques are used to search for new alter-
natives. The process for modeling, evaluating, and exploring the space of alternatives is
depicted in Fig. 1.
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3 Methodology for Generating Win-Win Strategies
with i* and Game Trees

We explain a methodology for generating win-win Strategies with i* and Game Trees
by using a simple example from Game Theory. Let us assume that two siblings, namely
Cake Cutter (CC) and Slice Selector (SS), wish to divide a cake among themselves.
The only rule that governs their sharing of a cake is that one sibling cuts the cake
(CC) into two slices and the other sibling distributes each of those slices (SS).
Researchers from myriad disciplines have contemplated concepts such as fairness and
reciprocity using variations of this basic scenario [16–20].

Suppose that both CC and SS wish to obtain the larger share of cake for themselves
and that CC has only one alternative available to it which is of cutting the cake into two
unequal slices. Consequently, SS has two alternatives available to it which are that it
can either take the larger slice or the smaller slice for itself and give the remaining slice
to CC.

If SS takes the larger slice then its goal is satisfied but the goal of CC is denied.
Alternatively, if SS takes the smaller slice then its goal is denied but the goal of CC is
satisfied. Therefore, cutting the cake into unequal slices by CC does not lead to a
positive-sum outcome. Moreover, if a decision by CC to cut the cake into unequal
slices can lead to SS winning and CC losing then these alternatives represent a win-lose
strategy.

CC must generate one or more new alternatives for achieving its goal since the
existing alternative does not represent a win-win strategy. CC can generate a win-win
strategy by analyzing its own alternatives and goals as well as those of SS. A new
alternative that CC can generate is to cut the cake into equal slices. This new alternative
for CC necessitates SS to generate a new alternative as well. This is because there is no
such thing as a larger or a smaller slice when the cake is cut into equal slices. Therefore,
the new alternative for SS is to take either of the equal slices. This allows both CC and
SS to obtain equal slices. Considering the rules of their arrangement this allows both to
satisfy their goals.

Formal solutions to such fair-division problems (e.g., “I cut, you choose”) have
been proven via minimax and maximin theorems [21]. Game Trees are commonly used
to analyze such scenarios because they support the notion of payoffs. However, Game
Trees do not allow a systematic search for new alternatives—which is a necessary step
for generating win-win strategies.

Figure 1 presents a structured and systematic methodology for generating win-win
strategies among actors. This proposal complements the Game Tree method with a
strategic goal-modeling approach. It is explained in this section with reference to this
example of cake sharing. Figure 2a is an i* Strategic Rationale (SR) diagram that
depicts the application of the Modeling and Evaluation phases of Fig. 1. i* (denoting
“distributed intentionality”) is a goal- and actor-modeling language that supports
strategic reasoning [22].

In the Modeling phase, Fig. 2a portrays the relationship between two actors—CC
and SS. Figure 2a shows that the primary objective of the two parties is to get the larger
share of the cake for itself. Each actor uses this as a quality criterion to evaluate and
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compare alternatives. They assess each option by estimating the impact of an option on
their obtaining the larger share of the cake. This quality criterion is depicted as a
softgoal. The relative importance of each softgoal is depicted with one or more
exclamation mark(s) to indicate lower (!) and higher (!!) priorities.

A task is an activity that can be used to achieve a goal. In the As-Is scenario, CC
has one way of achieving the goal “Cake be cut”, by cutting into unequal slices. We
extend the i* notation slightly to depict multiple options as well as moves and coun-
termoves in the same i* model. Each option is designated a number which is enclosed
within angle brackets. For example, “Cut unequal slices” is identified as <1>. Coun-
termoves corresponding to this option are denoted as <1.x> where x denotes a possible
response to “Cut unequal slices”. Therefore, “Take larger slice” is denoted as <1.1>
and “Take smaller slice” is denoted as <1.2>. Countermoves in response to <1.1> and
<1.2> can be depicted as <1.1.x> or <1.2.x> (not shown). This allows a sequence of
moves and countermoves of any length to be represented in the i* model.
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Fig. 2. (a) i* SR model depicting As-Is relationship among CC and SS. (b) Game Tree depicting
As-Is decision alternatives with resulting payoffs
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Tasks can be refined into lower-level goals, tasks, softgoals, and resources. These
subsidiary goals, tasks, softgoals, and resources are related to a higher-level task using
a task decomposition link such that each of the lower level elements must be satisfied in
order for their associated higher-level task to be fulfilled. A resource (e.g., knife, plate)
is a physical or informational entity required to perform a task.

A task is related to a goal using a means-ends link (with solid arrowhead) such that
the completion of any task leads to the fulfilment of its associated goal. A goal rep-
resents a state of affairs that an actor wishes to achieve in the world.

Contribution links (e.g., help, hurt, unknown) (curved arrows with open arrow-
heads) are used to show the impact of tasks and softgoals on one or more softgoals.
Labels (such as satisfied, denied) are propagated along contribution links to derive the
impact of model elements on other elements. In this example, it is unknown whether
cutting the cake into unequal slices will help or hurt CC’s softgoal of obtaining the
larger share of the cake. This is because, per the rules of their arrangement, it is SS that
decides the distribution of cake slices. Therefore, if SS keeps the larger piece for itself
(e.g., exhibiting opportunism) then CC’s softgoal will not be satisfied but if SS keeps
the smaller piece for itself (e.g., demonstrating altruism) then CC’s softgoal will be
satisfied.

Figure 2a shows that SS can choose either the larger or the smaller slice for itself
and give the other slice to CC. This choice is shown as two alternative tasks leading
towards the same goal via means-ends links. SS compares unequally sized slices to
decide whether to keep or give the larger or smaller sized slice. This is shown as a sub-
goal. SS judges an alternative by reckoning its ability to help SS obtain the larger share
of cake for itself. This is depicted as a softgoal.

CC and SS are inter-reliant on each other for the sharing of cake to take place
among themselves. In the As-Is scenario, SS needs CC to cut the cake and CC needs SS
to obtain a slice of the cake. This inter-dependency among CC and SS is shown via
dependency links. A depender is an actor that depends on a dependee (i.e., another
actor) for a dependum (i.e., something such as a task to be completed, a goal to be
satisfied, a resource to be provided, or a softgoal to be fulfilled). The curved side on the
D in the dependency link faces the dependee while the flat side faces the depender.

We complement i* means-ends modeling with Game Tree modeling to show the
gain or loss associated with various strategies for each actor/player. Figure 2b depicts a
Game Tree representing sequential actions/decisions by CC and SS as well as the
payoffs associated with each action/decision path. Dixit and Nalebuff present an
overview of Game Trees in [15].

In the Modeling phase, Fig. 2b shows the sequence of actions/decisions by the
actors. In the Evaluation phase, the payoffs for each configuration of move and
countermove for every actor are calculated by assessing softgoal satisfaction/denial in
Fig. 2a. Figure 2b shows that CC moves first since it is necessary for it to cut the cake
before SS can distribute the cake slices. CC has only one strategy available to it in the
As-Is configuration. Therefore, CC decides to adopt the strategy of cutting the cake into
unequal slices. SS makes the next move by deciding whether to give the larger or
smaller of the cake slices to CC. SS can act opportunistically (larger slice for SS) or
altruistically (larger slice for CC).
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Let us suppose that if SS decides to keep the larger slice of cake for itself then it
earns a payoff of +1 while CC earns a payoff of −1. This is because, in this situation,
SS is able to satisfy its softgoal while CC is unable to fulfil its softgoal. Conversely,
If SS decides to keep the smaller slice of cake for itself then it earns a payoff of −1
while CC earns a payoff of +1. This is because, in this situation, SS is unable to satisfy
its softgoal while CC is able to fulfil its softgoal.

This integrated analysis, of the i* SR model and Game Tree, indicates that the As-Is
relationship between CC and SS only comprises win-lose strategies and not any win-
win strategies. This is because in one outcome CC (“+1”) is advantaged but SS (“−1”)
is disadvantaged while in the other outcome SS (“+1”) is advantaged but CC (“−1”) is
disadvantaged. This aspect of the As-Is relationship between CC and SS motivates the
need for generating win-win strategies by applying the steps recommended in the
Exploration phase.

In the Exploration phase, one or more subject matter experts (SME) or domain
specialists contemplate ideas for generating win-win strategies. They follow an iterative
and incremental process for enlarging and pruning the i* models and their associated
Game Trees.

The Exploration phase consists of five steps that are arranged in a non-deterministic
manner. SMEs can choose to start with any of the steps in the Exploration phase. Each
step in the Exploration phase loops back to a corresponding step in the Modeling phase.
This allows SMEs to make one change at a time to the intentional (i*) model and assess
its impact on the decision-support (Game Tree) model in an incremental fashion. SMEs
iterate through the Exploration, Modeling, and Evaluation phases until they success-
fully generate one or more win-win strategies.

In the Exploration phase, SMEs apply their knowledge of the motivations of the
actors as well as of their shared context to select any of the steps in that phase. They
can change the relationship among two actors by changing the object of their depen-
dency on each other (i.e., dependum). Alternatively, they can change a quality criterion
(i.e., softgoal) by which some actor compares alternate means for achieving their
desired ends. Else, they can develop a new alternative (i.e., task) for achieving the
objectives (i.e., goal) of some actor. Or, they can change an actor’s objective (i.e.,
goal). Otherwise, they can Add/Remove an actor from the relationship. After making
one change at a time the SMEs can repeat the process (Modeling and Evaluation
phases) to check whether any win-win strategy is generated from that change.

In our example, we suppose that CC (i.e., a SME of cake sharing) performs the
steps in the Evaluation phase to extend and refine Fig. 2a and b. CC does this because
the As-Is scenario does not consist of any win-win strategies. To generate a new win-
win strategy (i.e., To-Be scenario), CC can begin by selecting any of the steps in the
Exploration phase.

Figure 3a (To-Be) is an i* Strategic Rationale (SR) diagram that extends Fig. 2a
(As-Is) by applying steps from the Exploration phase. Figure 3b depicts a Game Tree
that extends Fig. 2b to show new payoffs associated with an additional strategy that is
depicted in Fig. 3a. Model elements with black color represent existing model elements
from Fig. 2a and b while model elements with blue color represent new model ele-
ments in Fig. 3a and b.
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CC evaluates Fig. 2a and b to understand the reasons for the absence of any win-
win strategy in the As-Is scenario. CC recognizes that its As-Is strategy of cutting the
cake into unequal slices can be disadvantageous for itself. This is because SS has a
softgoal of maximizing its (SS’s) own share of the cake which can only be satisfied if
SS selects the larger slice for itself and gives the smaller slice to CC. CC realizes that it
is improbable for SS to act altruistically by selecting the smaller slice for itself and
giving the larger slice to CC since the i* model does not contain any softgoal to justify
such behavior from SS.

CC starts the Exploration phase by contemplating a new alternative that can help it
to achieve its sole softgoal. However, this alternative must also help SS to satisfy its
only softgoal. This new strategy (To-Be) can only exist if CC cuts the cake into equal
slices. This new alternative for CC will also change the space of alternatives available
to SS. This is because by cutting the cake into equal slices CC will require SS to
generate a new alternative of taking either slice. This new strategy (To-Be) will bring
the interest structures of CC and SS into congruence because it will allow both of them
to satisfy their respective softgoals.
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Fig. 3. (a) i* SR model depicting To-Be relationship among CC and SS. (b) i* Game Tree
depicting To-Be decision alternatives with resulting payoffs
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Figure 3b represents the updated payoffs for CC and SS considering this new
strategy (To-Be). If CC cuts the cake into equal slices then both CC and SS earn a
payoff of +1. This is because the To-Be strategy allows SS to maximize its own share
of the cake while also permitting CC to obtain the largest possible share of the cake
considering the terms of their arrangement. By generating this new strategy, CC
eliminates the possibility for SS to act either opportunistically or altruistically. This
new alternative represents a win-win strategy for both CC and SS.

The next section demonstrates the application of this methodology to a real-life
historic case. It clarifies the systematic structure of the reasoning steps via instantiations
of goal-models (i* SR diagrams) and complementary decision-models (Game Trees).
The following example draws upon multiple published sources [see 23–27]. It is
presented as an interpretive reconstruction that interleaves ground truth (i.e., historical
fact) and creative conjecture (e.g., new alternatives). It is presented in this way to
accommodate and reflect factual and counterfactual aspects of this case.

4 A Case Example of Coopetition: Apple and Adobe SECOs

A widely studied case of industrial coopetition among SECOs pertains to the rela-
tionship between Apple and Adobe [see 23–27]. Apple and Adobe operated as partners
because Adobe’s Flash-based web-applications added value to Apple’s web browser
(Safari) on its desktop operating system (macOS). Similarly, Adobe generated accep-
tance and adoption of its Flash technology from Apple’s customer base that accessed
Flash-based web-applications on their Apple computers. However, Apple and Adobe
also behaved as rivals since they operated competing SECOs for mobile apps (i.e.,
Apple iOS app store and Adobe Flash Gallery).

Figure 4a depicts an i* SR model of Apple’s “walled garden” strategy and Adobe
participation. In the Modeling phase, we use i* to show the internal intentional
structures of Adobe and Apple. This model is based on details from [23–27] and is
adapted from [12]. The left side of Fig. 4a shows a condensed model of Apple’s
strategy. Apple’s objective was to drive the adoption of its proprietary OS (i.e., iOS) in
the mobile device market (“iOS be adopted in smart mobile device market”). The
success of iOS was tied to higher sales of iPhone, iPod, and iPad devices because
Apple’s iOS and its mobile devices were only compatible with each other (not shown).

We extend the notation of i* slightly to depict the impact of multiple options on
softgoals in the same i* model. A softgoal satisfaction/denial label is preceded by a
number which represents the option that leads to the satisfaction/denial of that softgoal.
For example, “Reference Objective-C API” is shown as option <2>, which satisfies the
softgoal titled “Apps be optimized for iOS”.

Apple’s SECO was a core component of its iOS proliferation strategy. A mobile OS
requires a complementary catalog of third-party apps to boost its acceptance and
adoption by users (“External innovation be encouraged”). Third-party apps bring new
capabilities to a mobile OS and make that mobile OS more useful for its users. Hence, a
relatively large catalog of apps ostensibly affords greater choice to the users of a SECO
compared to a relatively small catalog.
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Moreover, positive cross-side network effects synergistically correlate the user base
and developer community on a SECO [34] such that growth in the numbers of apps
(and their developers) on a SECO attracts more users to that SECO while growth in the
number of users on a SECO incents more developers to develop apps for that SECO
(“App developers be attracted”).

Apple coupled its mobile hardware and software tightly so that it could exert
maximal control on the security of apps that were used on iPhone, iPod, and iPad
devices (“Security of apps be controlled”). App developers could generate revenues by
charging users for downloading their apps in addition to building in-app purchases and
value-added offers into their mobile apps (not shown). Apple protected its commissions
from these income streams by forcing users to purchase apps from its iOS app store
(i.e., prevent revenue flight) as well as requiring developers to use its IDE and pro-
gramming language (i.e., prevent revenue obfuscation). This “walled garden” strategy
helped Apple to safeguard its commissions (“Revenue from apps be centralized”).

Apple had two strategic options (“Allow Objective-C code only” and “Allow
comingled Objective-C and other code”). Objective-C is Apple’s proprietary pro-
gramming language that is supported by iOS. Each of these options impacted Apple’s
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softgoals differently. The option to “Allow comingled Objective-C and other code”
(e.g., Adobe Flash code) afforded app developers the opportunity to hide forbidden or
malicious functionality outside the purview of Apple security reviews (Hurts softgoal
“Security of apps be controlled”).

The option to “Allow Objective-C code only” had two sub-options. Objective-C
code could be developed using Apple XCode (“Mandate XCode only”) or generated
using a third-party IDE (“Support Third-party IDEs”). XCode is Apple’s native inte-
grated development environment (IDE) for iOS. Third-party IDEs afforded app
developers the opportunity to bypass security policies implemented by Apple in its
XCode IDE (Hurts softgoal “security of apps be controlled”).

The “Mandate XCode only” option could have positive or negative impact
(“Unknown”) on the softgoal “External innovation be encouraged”. The outcome of
this option depended upon the perceived difficulty of using Apple’s XCode IDE by an
app developer that was unfamiliar with Objective-C. If usage of XCode was perceived
as being simple then it would Help that softgoal but if it was perceived as being
complex then it would Hurt that softgoal (not shown).

Now consider Adobe’s strategic options. Adobe intended for its Flash technology
to be supported on Apple iOS devices (“Flash be compatible with iOS devices”).
A plethora of Flash-based web-apps could be accessed on the Internet and Adobe’s
goal was to make these apps available on popular mobile devices such as iPhones,
iPods, and iPads. To achieve this objective Adobe had two alternatives which were:
“Reference Objective-C API” and “Translate Flash code to Objective-C code on own
IDE”. Each of these strategies had different pros and cons for Adobe.

The first alternative involved translating Flash code into Objective-C code directly
within Adobe’s IDE for developing Flash applications (Adobe Flash Builder). Under
this option, developers of Adobe Flash apps did not need to use any Apple tools or
technologies. This translation option is depicted as scenario <1> in Fig. 4a. This option
allowed reuse of Flash code (Helps softgoal “Existing Flash apps be supported”). It
also allowed cohesion to be maintained in the Flash developer community (Helps
softgoal “Flash developer community be united”).

The second alternative involved referencing Objective-C API from Flash code
directly within Adobe’s IDE for developing Flash applications (Adobe Flash Builder).
This commingling option is depicted as scenario <2> in Fig. 4a. This option allowed
developers to optimize apps for iOS (Helps softgoal “Apps be optimized for iOS”) and
for those apps to be publishable on Apple iOS app store (Helps softgoal “Apps be
published on Apple app store”).

Adobe depended on Apple for the operationalization of both options under its
consideration (i.e., “Translate Flash code to Objective-C code on own IDE” and
“Reference Objective-C API”). This reliance is shown via outbound dependency links
from Adobe to Apple (“Translation be permitted” and “API be accessible” respectively
for the two options).

Figure 4b depicts the payoffs for Adobe and Apple for each of these scenarios. In
the Evaluation phase, we use a Game Tree to compare various alternatives. Adobe was
the first-mover since it had the choice of selecting either the translation (<1>) or the
commingling (<2>) option. Apple was the second mover since it controlled the iOS
platform and could permit or prohibit actions by third-parties that depended on it for
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some decision or action. Therefore, Apple could respond to Adobe either by supporting
its first-move or blocking it.

If Adobe selected the translation option (<1>) and Apple supported it then Adobe
obtained a payoff of +2 while Apple obtained a payoff of −2. This is because the high
priority softgoals of Adobe were achieved but the high priority softgoals of Apple were
denied (comparing softgoals priorities and achievements associated with <1> in
Fig. 4a). However, if Adobe selected the translation option (<1>) and Apple blocked it
then Adobe obtained a payoff of −2 while Apple obtained a payoff of +1. This is
because Apple was able to avoid the countermanding of its high priority softgoals but
the high priority softgoals of Adobe were not fulfilled (<1> in Fig. 4a). For the purpose
of illustration, we use simple representative values for the payoffs.

Alternatively, if Adobe selected the commingling option (<2>) and Apple sup-
ported it then Adobe obtained a payoff of +1 while Apple obtained a payoff of −2. This
is because some softgoals of Adobe, albeit of lower priority, were satisfied but the high
priority softgoals of Apple were denied (<2> in Fig. 4a). However, if Adobe selected
the commingling option (<2>) and Apple blocked it then Adobe obtained a payoff of
−1 while Apple obtained a payoff of +2. This is because high priority softgoals of
Adobe were unfulfilled but Apple was able to avoid the denial of its high priority
softgoals (<2> in Fig. 4a).

This analysis of Fig. 4b, following the Evaluation phase of Fig. 1, shows that the
relationship between Adobe and Apple did not comprise of any win-win strategies.
Rather their relationship characterized only win-lose strategies wherein if one party
wins then the other party loses. We now illustrate the methodology depicted in Fig. 1
by applying the Exploration phase to generate a win-win strategy for Adobe and Apple.
In the Evaluation phase, we use i* to contemplate and create new strategic options.

Figure 5a presents an extended actor model showing the goals of Adobe and
Apple. Existing model elements are denoted by black color while new model elements
are denoted by blue color. It is possible that SMEs at Adobe predicted that Apple was
unlikely to greenlight either of Adobe’s As-Is strategies (of translation or commingling)
because each of these strategies would result in the denial of Apple’s softgoals.
Moreover, Adobe SME’s probably recognized the asymmetry in the bargaining power
between Apple and Adobe because Apple governed and controlled the iOS platform at
its own sole discretion. Therefore, Adobe needed to generate new strategies that could
help it to satisfy its own goals while enabling Apple to meet its objectives as well.

The Exploration phase offers five possible activities for generating new win-win
strategies. These pertain to adding, removing, or changing goals, dependencies, soft-
goals, actors, and tasks. In terms of goals, Adobe wanted to bring support for Flash to
popular mobile devices. It could have changed its goal to making Flash apps com-
patible with Android devices (not shown). With respect to dependencies, Adobe could
have tried to change its relationship with Apple purely at the interface level. It could
have paid fees to Apple to induce Apple to support its chosen option (not shown). In
terms of softgoals, Adobe could influence Apple to modify its softgoals. Adobe could
mount a public relations campaign to encourage Apple to support Flash (not shown).
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With respect to actors, Apple or Adobe were in a dyadic relationship. Adobe could
have incented Apple to add support for Flash into iOS by bringing a new actor (e.g., its
community of Flash app developers) into this relationship. Access to a large developer
community that was willing to embrace iOS app development could be persuasive and
compelling for Apple (not shown).

In terms of tasks, Adobe SMEs might have reasoned that Adobe needed to generate
new alternatives in its search for a win-win strategy. Adobe SMEs likely recognized
that Flash support on iOS could help Apple to satisfy its softgoals of “encouraging
external innovation” and “attracting App developers”. However, Adobe might also
have understood that Apple would not support Flash on iOS if it meant that its more
important softgoals (i.e., “Security of apps be controlled” and “Revenue from apps be
centralized”) were denied. Therefore, Adobe would have needed to create a new
alternative that would be helpful for Apple to achieve its higher priority softgoals.
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Starting with existing options to create new options is useful because the impact of
existing options on extant intentional elements of actors is likely to be well understood
in the Evaluation phase. As shown in Fig. 4a, translation option (<1>) was preferable
to Adobe over commingling option (<2>) since the former satisfied its higher priority
softgoals while the latter satisfied its lower priority softgoals (comparing <1> and <2>
in Fig. 4a). However, Adobe’s operationalization of the translation option (<1>) via its
own IDE (Adobe Flash Builder) made it unacceptable for Apple. This is because it
countermanded Apple’s higher priority softgoal of “security of apps be controlled” and
its related higher priority softgoal of “Revenue from apps be centralized”.

However, a different implementation of the translation option might have helped
Adobe and Apple to achieve their higher priority softgoals. For example, Adobe could
have developed “Adobe Flash translator plugin for Apple XCode”. Such a plugin could
be embedded within XCode and could automatically inherit and apply the security
policies implemented by Apple in its IDE. In such an implementation, app developers
would have been able to convert Flash code into Objective-C code using XCode rather
than Flash Builder. Developers of Flash apps would have had a minimal learning curve
(“Learning curve of plugin be flat”) which would have been limited to learning the
usage of the Adobe supplied translator plugin inside XCode (“Generation of iOS apps
be simple”). Apple would have been satisfied knowing that the output of this translator
plugin would be Objective-C code generated inside XCode. Likewise, Adobe would
have been contented knowing that its Flash apps would be supported on Apple iOS
devices. Eaton et al. [25] have noted that various blogs and online news articles about
Apple’s service system discussed an Adobe Flash Plug-in option that was not realized.
The systematic method proposed in this paper can be used to generate such a novel
solution. However, it cannot replace creative thinking and deep domain knowledge but
rather support and supplement it.

Figure 5b presents an extended game tree showing the payoffs for Adobe and
Apple. Two decision paths at the top of this game tree are the same as those in Fig. 4b.
The decision path on the bottom of this game tree reflects the new alternative that is
present in Fig. 5a. This decision path is shown in blue color to differentiate it from the
others. If Adobe were to select the plugin option and Apple supported it then both
Adobe and Apple would have obtained payoffs of +3 each. This is because both actors
could have satisfied each of their softgoals. Additionally, this new task would have
unlocked additional softgoals for Adobe. However, if Adobe were to select the plugin
option and Apple blocked it then both Adobe and Apple would have obtained payoffs
of −2. This is because neither of the actors would have been able to fulfil any of their
softgoals and would have missed out on a promising business opportunity. Therefore,
this plugin option represents a win-win strategy for Adobe and Apple wherein both
actors would be better off if they operationalize it as partners.

In this example, a win-win strategy was arrived at in one iteration. In the general
case, one may need to go through various paths in the exploratory phase multiple times
to arrive at a win-win strategy. For instance, in this example, Adobe was able to
generate a new alternative (“Develop Adobe Flash translator plugin for Apple XCode”)
that was compatible with an element of Apple’s internal intentional structure (“Man-
date XCode only”). However, generation of win-win strategies in other cases may
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require changes to be made to the internal intentional structures of multiple actors. Such
cases will necessitate multiple iterations over different paths of this process.

Similarly, additional iterations of this process would yield other win-win strategies.
For instance, in this example, Adobe could have performed additional exploration to
generate other alternatives that resulted in win-win. It could have developed a translator
that converted Flash code to HTML5 code since iOS supported HTML5 (not shown).
Alternatively, it could have developed a translator that converted Flash code to Java-
Script since iOS supported JavaScript (not shown). It is conceivable that each of these
options might have led to better payoffs for Adobe and Apple.

5 Related Work

A number of researchers have contributed to research in these areas: (1) game-theoretic
analysis of coopetition, and (2) model-based analysis of SECOs. Brandenburger and
Nalebuff [3] introduced the idea of coopetition based on game theory. They also
explicated facets of coopetition such as players, added value, roles, tactics, and scope
[14]. Nalebuff and Brandenburger [28] defined the roles of complementors and sub-
stitutors in coopetition. Brandenburger and Stuart [29] applied cooperative game theory
for strategy development. They also introduced a model of biform games to explain
noncooperative-cooperative games [30]. These works do not provide a systematic
method for exploring the space of strategic moves to generate new win-win strategies.

Fricker [31] developed a framework for analyzing SECO requirements using ideas
from negotiation and network theories. Handoyo et al. [8] developed value chains to
identify key actors and roles in SECOs. Jansen et al. [32] proposed a set of universal
requirements and understandings about SECO modeling. Santos [33] developed Power
Models for assessing power in SECOs.

Yu and Deng [11] were the first to use i* strategic modeling to analyze SECOs.
Pant and Yu [12] introduced a methodology for modeling strategic moves and
reciprocity among actors. This methodology introduced synergistic links between
Game Trees and i* models. It was accompanied with a set of guidelines for, “instan-
tiating an i* SR model and its complementary game tree in a consistent manner” [12].
Key assumptions of this methodology included: (i) focal-actor orientation; (ii) distinc-
tive preference profiles and idiosyncratic interest structures of actors; and (iii) infor-
mation imperfection, incompleteness, and asymmetry [12]. The present paper extends
that work by offering a systematic method for generating win-win strategies.

6 Conclusions and Future Work

This paper contributed to a line of research that links strategic modeling (i*) with
decision analysis (Game Tree). The primary contribution in this paper was in the
Exploration phase of this methodology. This phase is crucial for incremental and
iterative generation of win-win strategies. This phase of the methodology was expli-
cated using a simple example predicated on minimax and maximin theorems from
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Game Theory. This paper illustrated this methodology by applying it to instantiate
models of SECOs under coopetition based on a published case study.

The next step in this research area is to accommodate additional facets of com-
plexity in two-person zero-sum games within Game Trees [35]. A following step to this
concerns empirical validation of this methodology in a real-life case study. Progression
from validation using a published case study to validation using an empirical case study
will surface the strengths and weaknesses of applying this methodology in the field.
Another advancement in this research area will come from further elaboration and
explication of the Exploration phase. More structured and systematic guidelines for
selecting among the five steps in that phase will support practitioner efforts to use this
methodology in industrial settings.

Additional areas for exploration include adding support in i* for: (i) temporal
reasoning, (ii) expressing negative dependencies, and (iii) conditional logic. The
notions of time and sequence are relevant for analyzing coopetition since path
dependent phenomena such as reciprocity and trust impact the moves and counter-
moves of actors. The depiction of negative dependencies is necessary for analyzing
coopetition because the coincidental absence of dependencies and the intentional
independence between actors can impel or impede coopetitive strategies. Support for
conditional logic is relevant for representing cause and effect relationships such as
those between the actions and responses of coopeting actors. These additions to the
expressiveness of i* can support a practitioner to more fully portray and understand the
motivations behind the decisions and actions of actors in coopetitive relationships.
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Abstract. This paper reports the findings from research on the changes in the
business models of Software-as-a-Service (SaaS) firms. The extant literature
defines these firms through the use of cloud computing technologies as part of
their products and service. However, current literature is missing consideration
of the effects of adopting these technologies on the elements of business model,
including value proposition, activities, structure and revenue logic. This paper
presents findings from 324 responses to a questionnaire survey on how these
business model elements of software firms have changed as a result of adopting
cloud computing technologies and competitive pressures, and identifies the
differences in changes between the SaaS firms originating from software product
and software services business. The findings suggest that the SaaS firms are
generally unifying their core product offering and pricing across customers and
increasing their sales efforts. Besides, the two types of SaaS firms are different in
terms of their software-related activities. The present study therefore provides
insights into development of the software market, where SaaS firms are claimed
to challenge the proprietary software vendors. The findings also imply that the
conceptualization of SaaS in IS adoption and IT outsourcing studies can be
improved.

Keywords: Software-as-a-Service � SaaS � Cloud computing
Business models � Changes � Software firms

1 Introduction

This paper contributes to the growing body of literature on Software-as-a-Service
(SaaS). SaaS is one of the layers of cloud computing services [3, 28] and the term is
used to designate standard applications delivered over the Internet [20, 37]. Choudary
[10] submits that the SaaS model is associated with subscription-based revenue logic
and, on that account, SaaS would entail different means of software licensing and way
of charging customers compared to the traditional software business models.

The Software-as-a-Service (SaaS) firms are claimed to radically change the soft-
ware business setting, by breaking down the positions of big proprietary software
vendors [2]. It is therefore surprising that the consideration of SaaS firms business
model in the extant literature is mostly limited to their core product offering and their
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revenue logic. Beyond this point, the contemporary literature does not provide much
more empirical evidence about how the software firms have organized their business
model to develop and deliver the SaaS offerings. Specifically, the absence of empirical
research on SaaS firms’ business models suggests a gap in understanding the changes
in software firms’ business model to encompass the possibilities of cloud computing
technologies and perils of the competitive environment.

In this research, the authors investigated the changes in software firms’ business
models and a set of possible explanations for the changes. A business model is
understood as a coherent configuration of the four key elements [1, 16, 19, 31, 42]:
value proposition, activities, structure and revenue logic. The authors considered
(1) what are the changes in software firms’ business model induced by cloud com-
puting technologies, (2) have the changes occurred because of availability of new
technology or because of competitive pressures and (3) whether there are differences in
changes caused by adoption of cloud computing technologies between software pro-
duct firms and software services firms. These research questions were addressed by
analyzing responses to a survey questionnaire from 324 Finnish software firms.

2 Theoretical Background: Business Models

Basically, a business model is a description or an interpretation of how a company
organizes itself, operates and makes money [5, 25, 31]. Being a description, the
business model acts as a conceptual tool, which narrates either the state of current
business or planned future business [1, 16]. Business model is also a concept used to
describe the key elements of a focal firm’s business [18] and implies that the elements
are interrelated. Individual decisions of business model design affect several aspects of
the firm [16, 40]. The discussion on the key elements of a business model seems to be
converging and researchers are then able to elaborate the details of individual elements
(called parameters). The common elements include value proposition incorporating
both the customer segment and product/service portfolio, activities performed by the
focal firm to create and appropriate value, internal structure and position in the value
network, and revenue logic referring to the structure of income.

Studies of business models of software firms often classify firms into representative
groups to allow for statistical inferences. For instance, Rajala et al. [33] identify dif-
ferent characteristics of software firms according to their product strategy, revenue
logic, cost structure/pricing strategy and distribution model. The German software
industry survey uses a highly detailed classification scheme with five first-order con-
structs and 25 second-order constructs as parameters [36]. Cusumano [12, 13] alter-
natively uses two broad categories based on firms’ value proposition and source of
revenue, namely software product firms and software services firms. He observes the
lifecycle dynamics, i.e. a gradual shift in software firms’ business models towards
increasing service offering and revenues, which is attributable to competitive pressures,
but also individual firm’s age and lagging sales [12, 13].

Also Teece [40] argues that business models are provisional and likely to be
changed. The changes may appear as companies create new business models (in case of
start-ups), extend their business model by adding activities, value propositions or
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partners, revise their business model by modifying or replacing these elements, or
terminate an existing business model [21]. An observable sign of business model
change is a substantial change in the structure of revenue sources [16], which reflects
overall changes in both the value proposition and the revenue logic.

The extant literature suggests that business models may change in response to both
external and internal influences. Considering the external factor first, authors widely
demonstrate and agree on two external factors for business model changes: Advances
in contemporary technology [8, 9, 35, 42] and competitive forces [8, 13, 16, 35]. These
external forces have the power to change the value of the firm’s product/service
portfolio, structure of the value network, and the costs of performing activities and
acquiring resources [16], as well as reshape customer demand. In relation to the out-
comes, Chesbrough and Rosenbloom [9] contend that the financial performance of a
given firm is associated with developments in firm’s environment, but only through
changes in the firm’s business model. Similarly, adoption of cloud computing tech-
nology does not directly improve or worsen financial performance of a software firm,
but the business model extensions and revisions are mechanism to achieve such gains.
However, adoption of the new technology may be a prerequisite to overcome the
limitations of existing business model and adoption of new technologies may results in
business model changes of different magnitude [9].

The business model changes also originate from within the company. A business
model design, the practical means to create and appropriate value, is a choice of the
company’s managers and employees, who interpret the changes in the environment and
accordingly make decisions about and implement the changes in the business model
[4, 9, 16]. As underscored above, elements of the business model are interrelated.
Consequently, the extensions and revisions to one element is likely to cause successive
determined and emergent changes [16].

3 Prior Research on SaaS

The importance of business aspects of cloud computing has already been recognized
and considered in information technology research [26]. To understand the role of
cloud computing technologies to software firms’ business, we explored the prior
research on business aspects of the Software-as-a-Service (SaaS) firms. Our search on
the relevant literature revealed that recent empirical studies have examined both
demand and supply sides of this SaaS phenomenon. Most common topics looking at
the client side include consideration of the opportunities and risks of SaaS adoption
[7, 20], studies on service quality and related expectations by SaaS customers [7, 10]
and explaining the reasons to outsource in SaaS mode [6, 39]. Software vendors’ side
has been investigated in studies seeking to find archetypal SaaS business models [38] in
comparing SaaS to other business models [14, 37] and in papers examining distinct
aspects of SaaS business [23, 41].

Our search of the extant literature reveals that, overall, holistic business models of
SaaS firms have received relatively modest attention from researchers, beyond inves-
tigating isolated elements of the business model. We find this somewhat surprising,
since business models convey several important aspects affecting adoption of software
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applications, information technology outsourcing and software business. We also found
that, to date, empirical examinations of the changes in the SaaS firm’s business model
at large is missing altogether. An article by Stuckenberg et al. [38] addresses this gap
through a small set of interviews, but the focus of their article is rather able to identify
the current parameters of SaaS firms business model than examining the changes
thereof. Moreover, lack of empirical studies of business model changes signifies that
we are unsure which changes in business model parameters are attributable to cloud
computing technologies and which are related to the present competitive pressures. In
the current study we therefore focused on empirically examining how adoption of
cloud computing technology affects the business models of software firms.

4 Hypothesis Development

Some researchers see the value proposition of Software-as-a-Service firms as very
similar to the traditional model for selling software products, where only a single set of
functionalities is provided to all customers with limited possibilities for customer-
specific alterations [7]. However, the business model of Software-as-a-Service firms is
here argued to be different from preceding software business models, since the delivery
of software capabilities using cloud computing technologies changes the business
model configuration. Observed differences to software product business model include
more direct customer relationship, subscription based pricing logic, and combining
both software development and hosting as key activities [24, 38]. SaaS vendors may
often provide their prices on their websites [23], indicating more transparent and
unified pricing across customers. Consider Dropbox as a contemporary example of a
firm with such SaaS business model. SaaS has also been compared to business of
supplying customer-specific applications. SaaS firms would target smaller firms with
one-to-many model for non-critical applications, as opposed to targeting large firms
with customer-specific offering for critical applications [34, 36]. Based on the claimed
characteristics of SaaS firms, we hypothesize that the cloud computing technologies has
an effect on the business models parameters of software firms:

H1. Adoption of cloud computing technologies by software firms is associated with
change toward (a) targeting the segment of smaller customers, (b) offering more
standardized product, (c) decreasing customer-specific software development and
production activities, (d) increasing the sales activities, (e) decreasing the allocation of
employees into customer-specific activities, (e) increasing the allocation of employees
into sales activities, (f) committing to shorter subscription periods and (g) unifying the
pricing across different customers.

Whereas most authors perceive and conceptualize SaaS offering as described
above, few articles [11, 24] introduce possible variations of the assumed pure-play
SaaS. An enterprise SaaS business model is suggested, which is a configuration with
more complex or bundled application aimed at larger customer firms and requiring
support services, a combination of subscription fee and time and materials fee, more
high-touch customer relationships and varying marginal costs. The latter business
model configuration seems to inherit characteristics of software services firms. It fol-
lows that cloud computing may be employed differently by software firms and, thus,
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adoption of cloud computing technology by a software firm may have varying effect on
business model. Some firms use cloud computing to change their value proposition,
whereas some deploy cloud computing for internal efficiency [26]. We find it likely that
a software product firm revises its business model into being a SaaS firm with highly
standardized software and minimal adjacent services. By contrast, software services
firms would rather adjust their business model to enjoy the benefit of improved effi-
ciency. Accordingly, we hypothesize that:

H2. Software product firms adopting cloud computing technologies are more likely
to change their business model toward (a) targeting the segment of smaller customers,
(b) offering more standardized product, (c) decreasing customer-specific software
development and production activities, (d) increasing the sales activities, (e) decreas-
ing the allocation of employees into customer-specific activities, (e) increasing the
allocation of employees into sales activities, (f) committing to shorter subscription
periods and (g) unifying the pricing across different customers, than software service
firms adopting cloud computing technologies.

5 Research Method

5.1 Data Collection

Our empirical study is aimed at capturing changes in software firms’ business models
related to cloud adoption. This study uses data collected as part of the annual Finnish
software industry survey, which target most of the software companies in Finland. The
survey focuses on firms whose main activities are providing software as either products
or services to their customers and follows a modified version of the tailored survey
design [18], using postal mail and web-based form with email invitations to collect the
data. The survey was developed in Finnish and delivered to respondents either in
Finnish, Swedish or English. The mailing list of the survey contained key informants of
4878 software companies. Software firms are identified using their NACE industry
classification code (division 62 in rev.2.), and contact persons for each software firm
are identified from the Orbis database. After contacting the firms in the sample five
times the data collection resulted in 379 complete and 121 partial responses.

For this paper, a subset of the data was used. As our focus is on firms providing
Software-as-a- Service, we excluded producers of embedded software and software
resellers from the analysis. Further, since the objective of this study is to examine the
factors causing changes in the firms’ business models that we deem are unclear in case
of a start-up software firm, also the software firms younger than two years were
excluded from the analysis. In total, 324 software companies matched our inclusion
criteria and their complete answers were used for the analysis.

5.2 Concepts and Their Operationalization

The multifaceted business model construct was conceptualized through its constituent
elements: value proposition, activities, structure and revenue logic of the firm. Value
proposition combined the firm’s choices of a customer segment and of a
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product/service offering as parameters [9]. Structure was conceptualized as allocation
of firm’s employees into customer-facing unit performing customer-specific work, or
the back-end unit producing products and services [14]. Activities performed by the
software firm are then divided into software-related activities, including development,
deployment and maintenance, and those associated with creating and maintaining the
customer relationship [34]. Revenue logic incorporated the temporal rights (e.g. per-
petual license or subscription) and price discrimination [22, 23].

Ascribed to the nature of the survey, the authors were faced with the choice of
examining specific changes in the business models with single-item measures or
examining one of the business model elements in detail. While the configuration
approach [29] would advocate measuring one aspect and inferring changes to the whole
business model, the configurations of SaaS firms business model evidentially vary
irrespective of the assumption of cloud technology adoption. The authors therefore
preferred the research design to measure and interpret various business model changes
with single-item measurements.

Accordingly, the dependent variables of this study measure the changes of software
firm’s business model – value proposition, activities, revenue logic and structure –

during the last three years. They are based on the characteristics of assumed business
model of a SaaS firm capturing directly the change of parameters toward targeting firms
marketing efforts smaller customers than before (labelled ValuePropSeg), toward
offering more standardized product or service than before (ValuePropProd), toward
decreasing the amount of customer-specific software development or service produc-
tion activities (ActivitiesSW), toward increasing in the amount of personal sales
activities (ActivitiesSales), toward committing to shorter contracts than before (Rev-
enueSubs), and the change toward more unified pricing across the customers (Rev-
enuePric). With these six dependent variables, the informant was asked “How well
these statements describe the change of your company’s business model during the last
three years?” and response options were anchored ranging from “1 = strongly dis-
agree” to “5 = strongly agree”.

Further, the dependent variables reflecting the change in the internal structure
directly measure the increase in the number of employees in customer-specific work as
compared to the total (StructureCust) and the increase in the number of employees in
sales as compared to the total (StructureSales). With these variables, the informant was
asked “How has the structure of your company changed during the past three years?”
and an ordinal measure was used ranging from “1 = decreased significantly” to
“5 = increased significantly”.

Cloud platform adoption is the independent variable (labelled isCloudAdopter),
which was measured by the question “Which third party software platforms has your
firm to a significant degree developed software?”, and had four options; “Public cloud,
rented computing capacity, e.g. Amazon EC2, Rackspace, Azure”, “Public cloud,
application platform, e.g. Heroku, App Engine, Azure”, “Open-source, e.g. Hadoop,
Cloud Foundry” and “Private Cloud”. The cloud adoption was reduced to a dummy
(binary) variable that describes whether or not firms develop software for private or
public cloud platform. For classifying the software firms, the authors use an inde-
pendent variable obtained from the question where the respondent is asked to describe
their business being either a product firm, service firm or not a software firm. For

Exploring Business Model Changes in Software-as-a-Service Firms 113



clarity, the authors created a dummy variable that describes whether or not the firm is a
software product firm (labelled isProductFirm).

The authors controlled for the competitive forces, company age and company size.
The competitive forces factor was operationalized by applying a set of five questions
describing the environmental dynamism by Miller and Friesen [30]. The questions
capture the competitor, technological and customer components of external forces.
Compared to Miller and Friesen’s scale, the survey instrument in this study used
reverse coded measures (i.e. higher values of EnvDyn indicate less dynamism, hence
less pressure from external forces). Using company age as control variable is justified,
since the more mature companies are likely to suffer from inertial forces within the
organization that obstructs changes. By contrast, a larger company may have better
resources to initiate and execute changes compared to smaller firms with limited
resources. The following analysis uses a ln(Age) and ln(Size). For the company size
variable, the revenue of the firm was used as a proxy.

5.3 Data Analysis

The hypotheses in this study were investigated through the Mann-Whitney U test and
multivariate ordinal regression analyses. In particular, the former is used to compare the
business model changes of software firms; between adopters of cloud platforms and
non-adopters, and between software product firms and software services firms that have
adopted cloud platforms. The ordinal regression analyses were employed to assess
whether the business model changes are attributable to adoption of cloud platforms or
competitive forces in the software firms’ environment. Ordinal regressions treat each
ordinal value as an independent variable. It is therefore possible to examine parameter
estimates for a certain range of values within an independent variable [27].

The checks prior to the data analysis affected the informed choice among different
possible statistics. Specifically, the authors noticed that the dependent variables were
negatively skewed and applied the Shapiro-Wilk’s test of normality. The test was
significant meaning that the sample did not come from normally distributed population.
This advised use of non-parametric statistics. The other concerns were related to the
potential presence of outliers, common method variance as a typical problem with the
survey research [32], multicollinearity of the independent variables and the propor-
tional odds assumption of the ordinal regression To avoid these concerns the authors
first explored the data and detected four influential responses visually using box plots
and removed them from the analysis. Next, the authors applied Harman’s single-factor
test to assess common method variance. The unrotated factor solution did not reveal a
single factor, which would account for the majority of the variance in the model,
suggesting that the method variance would not be a problem in the data. From the
correlation statistics presented in the Table 1, the authors did not detect high correla-
tions between the two independent variables. This suggested that multicollinearity
would not impede the results, permitting the use of regression analysis. Finally, to test
the proportional odds assumption the authors ran tests of parallel lines in SPSS. Within
all the models, the Chi-Square statistics were insignificant, indicating that the
assumption was not violated.
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6 Results

Table 1 shows the variables together with their non-parametric correlations. The results
show that some variables capturing the changes in software firms’ business models are
positively (ValuePropProd, ActiviesSales, RevenuePric) correlated with the adoption
of cloud platforms. Also, the results demonstrate positive correlations (ValuePropProd,
RevenuePric) and negative correlations (ActivitiesSW, ActivitiesSales, StructureCust)
between changes in business models and the type of software firm (isProductFirm).
Further, the results show negative correlations between environmental dynamism and
ActivitiesSales, RevenueSubs and StructureSales variables (note the reverse coded
EnvDyn variable). Table 1 also shows correlations between dependent variables. The
authors mark the association between unifying the offering and the pricing, and
between sales efforts and unifying both offering and pricing.

Table 2 is used to compare the means of variables capturing the business model
parameters’ change between adopters of cloud platforms and non-adopters and between
software product firms and software services firms who have adopted cloud platforms.
As can be seen in Table 2, the Mann- Whitney U tests indicate significant (p < 0.05)
differences between adopters and non-adopters in terms of changes toward offering
more standardized product or service, toward increasing in the amount of personal sales
activities and toward more unified pricing across the customers, but not in terms of
other hypothesized changes in business model parameters. Table 2 also shows sig-
nificant differences between software product firms and software services firm in
changes regarding the product/service offering, the software-related activities and the
length of contract with customers. However, the Mann- Whitney U tests show that in
relation to the rest of the changes in business model parameters product and services
firms are not significantly different.

Results from the ordinal regressions of the eight models are shown in Table 3,
which reports the regression parameter estimates for the levels of dependent variables
(“threshold”), for the independent variables and controls. The table also reports two
pseudo r-squares of Nagelkerke – for the full model and for controls only – which
assess the overall goodness of fit of the ordinal regression models. While the values
give some indication of the strength of the associations between the dependent and the
predictor variables, the authors note that these r-squares should not be interpreted
similarly to the OLS regressions. However, comparing the r-squares between a model
including only controls and the full model, the higher r-square on each full model
indicates better prediction on the outcome. Lastly, the tables include model fitting
information for the final models; −2 log-likelihood, Chi-square and significance. The
values are statistically acceptable for all models, except for the “DV = ValuePropSeg”
model. This means that the rest of the models yield predictions more fitting than the
marginal probabilities for the dependent variable categories.
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Focusing on the ordinal regression parameter estimates for this study, the adoption
of cloud platform is significant in predicting the change in towards more standardized
product or service and more unified pricing (in model “DV = ValuePropProd”,
Est. = .831, Sig. = .001 and in model “DV = RevenueSubs”, Est. = .670, Sig. =
0.11), and to some extent notable in predicting the change towards increasing sales
activities (“DV = ActivitiesSales, Est. = .498, Sig. = .052). In other words, the cloud
platform adopters are more likely to make such changes in their business model
parameters. However, the change toward more standardized product or service is also
predicted by the type of the software firm, that is, software product firms are more
likely to standardize their products and services (“DV = ValuePropProd”, Est. = .731,
Sig. = .005). The type of the software firm is also significant predictor of changes
towards decreasing the amount of customer-specific activities (“ActivitiesSW”,
Est. = 1.793, Sig. = .000), decreasing the sales activities (“ActivitiesSales”, Est. =
−.580, Sig. = .023), committing to longer contracts (“RevenueSubs”, Est. = −.814,
Sig. = .001) and decreasing the number of employees in customer-specific work as
compared to the total (“StructureCust”, Est. = −.539, Sig. = .037).

Interestingly, environmental dynamism is a significant predictor for several of the
business model parameters changes. The greater the environmental dynamism, the
more likely the software firm’s change towards increasing its sales activities (“Activ-
itiesSales”, Est. = −.630, Sig. = .001), towards committing to longer contracts
(“RevenueSubs”, Est. = −.544, Sig. = .002), towards price discrimination (“Rev-
enuePric”, Est. = .396, Sig. = .033) and towards increasing its allocation of employees
to sales activities as compared to the total (“StructureSales”, Est. = −.394, Sig. =
.037). Finally, the company size as measured by its revenues is a significant predictor
for change towards increasing the sales activities (“ActivitiesSales”, Est. = −.143,
Sig. = .004), and in allocation of more employees to both customer-specific and sales
activities as compared to the total (“StructureCust”, Est. = .142, Sig. = .004; “Struc-
tureSales”, Est. = .127, Sig. = .012).

7 Discussion

The current study identifies several interesting results on the effects of adopting cloud
platforms and of environmental dynamism to changes in software firms’ business
model parameters. First, as the prior literature suggests [7, 38], adoption of cloud
computing technology by a software firm is seemingly associated with change towards
unifying both the product/service offering and pricing across different customer. The
cloud adopters also appear to increase the sales effort, which is associated with offering
commodity software, hence with decreasing competitive advantage. These findings
confirm the hypotheses H1b, H1d and H1g, and also implicate connectedness of
business model elements. However, this study could not find support for the rest of the
hypothesized connections between cloud technologies and business model parameters.
We find that: Adoption of cloud computing technologies by software firms is associated
with change toward offering more standardized product, increasing the sales activities
and unifying the pricing across different customers.
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Instead, the software firms’ changes in reducing customer-specific software-related
activities, in preferring longer contracts and in decreasing the employees in customer-
specific activities seem to be attributed to the software firm type rather than to the
adoption of new technology. This can be interpreted through the lifecycle dynamics
[13]: all software product firms are striving for efficiency regardless whether they are
adopting cloud technology. In addition, the changes in increasing sales efforts, adding
more employees to the sales activities and increasing the length of contract period are
also associated with increasing competitive pressures for all software companies. The
software product firms’ aim for longer contracts could be explained by use of perpetual
licenses or the required high initial investment in developing the software product; with
longer customer relationships the firms secure their return of investments under
potentially heavy competition.

By comparing the software product firms and the software services firms adopting
cloud computing technologies, this study finds that the two kinds of firms are signif-
icantly different in terms of changing their business models towards offering more
standardized product or service, towards extending the duration of customer contracts
and towards reducing the customer-specific activities. The results lead to confirming
the hypotheses H2b and H2c, but to rejecting the rest. Specifically, we find that:
Software product firms adopting cloud computing technologies are more likely to
change their business model toward offering more standardized product and
decreasing customer-specific software development and production activities, when
compared to software service firms adopting cloud computing technologies.

The observation regarding customer-specific activities is in line of the features of
the enterprise SaaS firms [11, 24] and of importance considering the conceptualization
of SaaS and SaaS as a form of IT outsourcing. Based on the results, the authors suggest
that software product firms are moving towards SaaS offering with commodity
application without customer- specific work and the software services firms are moving
towards SaaS offering with standardized but more complex applications with required
adjacent services such as tailoring, training and integration; both categories of SaaS
firms configure their business models accordingly.

The values indicating the strength of associations between variables reflect the
complexity of choices related to adjusting a business model. Thus, it possible that the
software firm’s managers’ cognitive processes play an important role in changing the
business model, even greater than the technological opportunities or competitive pres-
sures. The authors also consider a possibility that the software firm had already executed
the changes before, thus, there have not been changes in the last 3-year period.

The common sources of potential fallacies in survey research are related to the errors in
measurements, sampling, coverage, and non-response [18]. To reduce the risk for mea-
surement error we attained guidance on the survey questions from both researchers and
practitioners in the field. One of the concerns with the measurements is the use of single-
item measures, which is argued to insufficiently capture the conceptual domain. However,
this claim has been challenged by DeVellis [17] by arguing that each item of a scale is
precisely as goodmeasure as any other of the scale items and that the items’ relationship and
errors to the variable are presumed identical. Understanding of this perplexity guided the
authors not to make claims about the changes in business model elements (e.g. value
proposition), but rather about the parameters (e.g. product/service portfolio).
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The software industry survey practically covers and contacts all the Finnish soft-
ware companies. The authors therefore consider coverage and sampling errors irrele-
vant. The overall sampling rate for the software industry survey nonetheless is roughly
10%, which suggests a potential risk of non-response bias. However, the effective
sample contained software firms of all types, ages and sizes, and the concern is prin-
cipally if there are theoretically relevant differences respondents and non- respondents.
The authors note that the effective sample contained almost equal rate between adopters
and non-adopters of cloud platforms and sufficient variety in dependent variables to
support the analysis of the hypothesis.

Using Finnish software firms in deriving the empirical results implies a geo-
graphical limitation of the empirical study. The Finnish software firms serve mainly the
local markets, but due to the limited size of the domestic market many software firms
also attempt international operations. Most of software firms serve other businesses and
organizations in the public sector. Overall, the market conditions are deemed equal to
most other European markets in terms of distribution of software firms into large, small
and medium-sized and micro-sized firms, in terms of industry consolidation and the
effects of globalization, IT outsourcing and offshoring.

8 Conclusions

As a result of the exploration of the extant literature, the authors found a lack of studies
focusing on the business models of the Software-as-a-Service firms that would go
beyond investigating isolated aspects of SaaS firms’ business. Business model concept
is principally used to describe a configuration of several elements of business,
emerging as choices as a response to the cognitive interpretation of the opportunities of
new technologies and of the threats of competitive environment. The authors noticed a
convergence of the key elements of a business model in the recent discussion and used
conceptualizations of value proposition, activities, structure and revenue logic to
investigate changes of software firms’ means of conducting business. In particular, the
present study examined the changes in business models induced by adoption of cloud
computing technology and external pressures. Besides, it compared the business model
changes in software product firms and software services firms.

After analyzing an effective sample of 324 software firms, the authors conclude that
the software firms adopting cloud computing technologies have generally increased the
uniformity of the core offering and pricing across customers and increased their sales
activities, in a holistic manner. These findings are in line with the characteristics of
SaaS firms in the contemporary literature. With regards to the second research question,
the authors conclude that the increased sales efforts of software firms and preferring
longer contract are attributed to the increasing environmental dynamism. If present,
these forces affect activities and revenue logic for all software firms. The authors also
conclude that for all software product firms, the lifecycle dynamics lead to decreasing
their customer-specific activities. Finally, the consideration of differences between
software product firms and software services firms reveals that both types of firms are
adopting cloud computing technologies and standardizing their core offering to
transform into SaaS companies. However, these two types of firms are different as to
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the software-related adjacent activities. The authors therefore conclude that the different
customer needs shall be served by two kinds of SaaS firms, those that embrace cost
efficiency approach and those that focus on customer intimacy.

Since this study seems to be among the first to examine the business model changes
of SaaS firms, the authors suggest these findings to serve as a starting point for future
studies. Besides, some of the acclaimed changes related to SaaS firms’ business are yet
unclear and this calls for further investigations. Detection of the difference between the
SaaS firms originating from software product business and the SaaS firms evolving
from software services business clearly has implications for the future studies on SaaS
provisioning and adoption by the end-users. That is, the authors assert that for studying
SaaS adoption or SaaS as a form of IT outsourcing, the conceptualization of SaaS needs
to take into account all the software-related activities by the software firm and offerings
to the end-user. The practical implication of the present study is an increased under-
standing about how the SaaS vendors are changing their business model and conse-
quently how the market of software products and services is evolving. Limiting the
survey to Finland may fall short of providing a representative illustration on SaaS
business model in a global context. The authors therefore welcome insights from
similar studies in other countries.
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Abstract. In recent years, we have seen a growing interest in
technology-based companies and intensive knowledge. Several regional
clusters have appeared supported in dynamic entrepreneurial ecosystems
which, alongside intrinsic aspects of the business, are important determi-
nants of the success of new companies. However, most startups created
in these innovation-oriented spaces do not survive the first years of life,
due to the high competitiveness of the technological market, due to defi-
ciencies in the business model, due to the support conditions provided
by the surrounding ecosystem, and finally due to a weak adjustment
between all these dimensions. Among several models available, the Early-
Life Decision Model (ELDM) presents itself as an interesting framework
for studying the development and success conditions of software compa-
nies. This article discusses the application of the ELDM based on a series
of interviews conducted to 15 Portuguese software startups installed in
a technological cluster located in the northeast of Portugal. Based on
the results obtained, it was appropriate to add a new dimension to the
ELDM model (learning) and complementing it with the perspectives of
the business type and internal versus external determinants.

Keywords: Software development · Startups
Early-Life Decision Model · Business model · Technology clusters

1 Introduction

There have been proliferating ecosystems to support technological-based star-
tups and intensive knowledge. However, due to the high competitiveness of the
technology market and the current global economic crisis, most of these startups
do not survive in their first years of life. Indeed, the failure rate of these compa-
nies in their first years of life is relatively high. Most software startups (between
50% to 80%) fail during the first five years of their existence [1,2].

According to Ries [3], these companies are created to build a new product
or service under conditions of extreme uncertainty and are based on business
models that are in a dynamic development process, being constantly changing
to adjust to the market. This author adds that a startup needs to be in a constant
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learning process that ensures the sustainability of it. This is assured by the build-
measure-learn feedback loop of creating and testing solutions and products, used
to measure and learn from customers reactions in order to improve the product
and achieve a good fit with the market.

The importance of testing and prototyping is also highlighted by Osterwalder
and Pigneur [4], who argue that exploring multiple directions allows to learn
more and discover better value propositions. Furthermore, Ries argues that inno-
vation is at the heart of the success of these companies and that this innovation
can be achieved in a number of ways, notably, reuse of existing technology on
the market, planning a business model that unlocks or creates hidden value and
direct the value proposition to customers not yet served by existing solutions.

It is therefore essential to understand the differences between startups that
fail and those that have success in the market and what are the reasons for
such differences. Sutton indicates that these companies face challenges, such as
the fact that they have little or no operational history, have limitations in the
resources at their disposal, face multiple influences often contradictory, and are
highly affected by the dynamism of technologies and markets [5]. In many cases, a
major reason for the failure of startups is the lack of skills of their entrepreneurs.

Entrepreneurial ecosystems play an important role in this process of lever-
aging technological startups. There is a growing technological, entrepreneurial
and innovation cluster in the Northwest of Portugal, particularly in the axis
Braga-Porto-Aveiro. Given these circumstances, there is an increase demand for
software products and services, which greatly encourages the emergence of new
startups. Therefore, several entrepreneurs have been motivated to open their own
businesses, and increasingly new software startups have been created. Accord-
ing to some studies1, in Portugal, startups represent 6.5% of the companies and
18% of the new jobs. In this context, several business cooperation initiatives have
been launched, with particular importance for the information and communica-
tion technologies sector (ICT). For example, in 2014, the Braga Municipality,
in partnership with the local agency for the investment promotion, established
a strategic plan for the economic development of the Braga cluster, in order
to make it more attractive to investors and entrepreneurs. The Braga cluster
began between the years 2000 and 2003 with the launching of several initiatives
of business cooperation (called “business circles”). Based on the potential of the
region, notably the presence of the University of Minho and the consequent sup-
ply of qualified human resources, the IT sector has naturally gained a particular
importance.

The study reported in this manuscript aims to understand how startups
enter the market and what distinguishes those that survive in the market from
the remaining ones, through the evaluation of internal and external determinants
of success. Thus, this manuscript contributes for understanding the conditions
in which entrepreneurs build their startups, increasing the chances of success in

1 Jornal de Negócios (Portuguese business newspaper), 08.nov.2013. http://
www.jornaldenegocios.pt/empresas/detalhe/startups-representam-65-do-tecido-
empresarial-em-portugal.
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the development of software products and services with market viability. Partic-
ularly, this manuscript explores the Early-life Decision Model (ELDM), a model
composed of several decision types that can be taken by entrepreneurs to ensure
business sustainability.

ELDM is a model for supporting the development of startups [6]. It consists
of four dimensions presented in the form of a four-leaf clover, in which each leave
represents a dimension. These dimensions become crucial for the newly created
companies to sustain themselves in the market and to obtain profits that support
and leverage the business.

The research methodology adopted was the semi-structured interview, since
it presents the most appropriate characteristics for the purpose of this study.
CEOs, CTOs, and founders of startups were interviewed, because they have a
complete and solid knowledge of the history of the company. Accordingly, a series
of interviews in 15 companies were prepared and conducted. The data obtained
with these interviews was complemented with additional general information
related to the companies (e.g., number of employees, year of foundation, sales
volume) providing a rich set of information for analysis.

The organization of this manuscript is the following. Firstly, an introduction
about the ELDM (Sect. 2) is presented. The research approach taken during the
study, which is based on semi-structured interviews, is explained in Sect. 3. In
Sect. 4, the internal and external determinants found throughout this study are
used to analyze the type of decisions made by software startups, particularly,
the determinants related to the “shaping the company” dimension suggested in
the ELDM. This section also presents the results in a four-quadrant matrix that
allows a more complete analysis among different types of companies, internal
determinants vs. external ones, and the respective impact. Section 5 discusses
the main findings of this study, taking into account the four major dimensions
of the ELDM. Finally, Sect. 6 discusses the major conclusions of the manuscript
and points out some possible ideas for future work.

2 Early-Life Decision Model

Startups in general and software startups in particular are pushed to take several
decisions in their early-life. These decisions and related results can be important
determinants for the success of these companies. The different decision types have
been discussed through several models and categorizations namely, the business
model canvas (BMC), proposed in [4], the managerial growth conceptualization
for small software firms by Miettinen et al. [7] or the top five management
priorities in the product-software market identified by Hoch et al. [8].

These models are related to several management focus areas such as market-
ing, partnering, globalization, people management and development. van Cann
et al. [6] share this general approach and their four decision categories presented
in the Early-Life Decision Model (ELDM) correspond to the main focus areas
found by Hoch et al. and also discussed by other authors. Thus, the ELDM can
be a good framework of analysis in this context.
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The Early-Life Decision Model (ELDM) highlights the relevant decisions that
entrepreneurs can address in their startups. These decisions are grouped into four
dimensions: (1) shaping the company, (2) developing the product2, (3) estab-
lishing the market, and (4) going international. The ELDM can be applied by
entrepreneurs who want to achieve success in their startups, and should take into
consideration all types of decision that are distributed by the four dimensions.

To obtain these dimensions, van Cann et al. conducted structured interviews
with the founders of 16 dutch software companies [6]. Through these interviews,
the authors analyzed the various decisions that were made by the founders, with
both positive and negative impact. The dimensions of the ELDM are represented
in the form of a four-leaf clover, because some of the participants in the study
considered that luck was a key factor in the success of their companies. This
four-leaf clover is represented in Fig. 1.

Fig. 1. Early-life Decision Model (ELDM) for software entrepreneurs [6].

In total, the clover covers 17 types of decision indicated by the participants of
the study, where each one belongs to a study dimension. The “shaping the com-
pany” dimension is the most important to be analyzed, because it is considered
as the starting point of startups. The “developing the product” dimension repre-
sents decisions that can be made in the course of both early and later phases of
the startups life cycle, when for example the product is extended or innovation
is tried. The “establishing the market” dimension is also very important for the
business, and finally the “going international” dimension, which does not apply
to many startups, since it requires more employees, resources and experience in

2 The original designation is ‘product development’.
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the market. The impact of decisions related to these dimensions is significant in
the progress of the companies.

Although this manuscript explores the four ELDM dimensions, more atten-
tion is given to the “shaping the company” dimension, since it is the first step of
many startups to achieve success. Additionally, it is the most consistent dimen-
sion in the decisions presented by the participants in [6]. Therefore, in this first
dimension, the decisions concerning the beginning of the life cycle of a start-up
are considered. These decisions include (1) the definition of the business focus,
(2) the establishment of a vision, (3) the design of the company’s growth strat-
egy, (4) the issues related to the management of the company, the people, and
the human capital, (5) the decision about selling products, services, or both, and
(6) opportunities and constraints related to the ecosystem. Additionally, this is
the dimension that contains the largest number of decision types.

It is important to mention here how the principles of the Business Model
Canvas suggested by Osterwalder and Pigneur and the logic of the Lean Startup
approach proposed by Eric Ries can be related to the ELDM.

Osterwalder and Pigneur [4] propose a template for business modeling, com-
posed of nine building blocks: (1) the value proposition, (2) customer relation-
ships, (3) channels, (4) customer segments, (5) key activities, (6) key resources,
(7) key partners, (8) revenue streams, and (9) cost structure.

Furthermore, Eric Ries founded the Lean Startup movement with the aim of
supporting the creation and management of startups, notably in fostering a new
vision on the way in which these companies develop and launch their products
in the market [3]. The Lean Startup approach gives particular attention to the
initial phase of a startup. It is mainly concerned with three aspects: (1) the way
in which a value proposition is built, based on the market fit principle between
the product and the customer/market; (2) the concept of a minimum viable
product (MVP); and (3) the need for a continuous adjustment or pivoting of
the business model. The goal of any startup is to build, in the shortest possible
time, the products and services that customers are willing to pay, suggesting an
iterative and recursive approach based on the cycle “Build-Measure-Learn”.

3 Research Method

In qualitative research, the researcher seeks to understand the whole phe-
nomenon in question and to capture the context of global research. He has few
preconceived ideas and he dedicates a considerable part of the research effort
to interpret the events that occurred [9]. The collection of data is done without
using formal and structured instruments, and the researcher emphasizes sub-
jectivity to understand and interpret the data, analyzing in a systematic and
inductive way the information obtained, which is usually narrated in the first
person through semi-structured interviews. Thus, semi-structured interviewing
was the method selected for the collection of the data in the different companies
involved in this study.
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Planning the Interview. In the process of planning and organizing the inter-
views, the following aspects were taken into consideration:

– definition of the inclusion criteria to select the companies to be involved in
this research study;

– preparation of the documents necessary for conducting the interviews;
– definition of a list of companies that could be included in the study;
– identification of candidate interviewees from the list of companies;
– submission of invitations to participate in the study.

Selecting the Companies. Some of the inclusion criteria previously identified
were defined on the basis of the ones defined in the design of the ELDM [6] and
in the study on innovation and entrepreneurship reported in [10]:

– being a Portuguese company active in the market;
– having headquarters in the region;
– being in the market for about 5 years (i.e., between 3 and 7);
– having at least three employees;
– having obtained profits during its existence;
– being a software company that offer value to customers;
– being interested in participating/collaborating in the study.

Our initial set of companies was comprised of 21 companies, from which 15
were effectively included in the study.

Interview Guide. Subsequently, the documents needed to carry out the inter-
views were elaborated. Two scripts of the interview were created and a confi-
dentiality document was sent to each participant. The script that guided the
interview is composed of the following parts:

1. General information: this part consists of topics needed to generate control
variables, related to information about the respondent and the company;

2. Business design and market entry strategy: it is composed of issues and topics
related to the definition of the market, the market entry strategy, and the
internal and external constraints to the initial strategy;

3. Business growth strategy: concerning key moments in business growth and
development, the evolution of the value proposition and changes in the rela-
tionship with the market and the business model;

4. Economic and financial aspects: it contains issues and topics on the cost
structure and sources of revenues, investment, financing and profitability, and
business management practices;

5. Final aspects: to give to the respondent the opportunity to give his/her opin-
ion or suggestions and to give space for questions that may emerge from the
interview.
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Pilot Interview. A pilot interview was prepared to test the interview guide,
in order to correct and improve some aspects. Other objectives in performing
this interview were (1) to prepare how to conduct the interview, (2) to gain
experience in the collection of data, (3) to realize if the average time previously
established for each part of the interview was correctly estimated, and obviously
(4) to collect the first set of informations.

Interviewees. For each selected company, a co-founder was identified who held
a leadership position in the company, because he/she is usually a person who
knows well the business. In this process, several persons who held positions
of leadership in the selected companies were identified (preferably CEOs and
CTOs), to proceed to invite them to participate in the research study.

Data Analysis. After the interviewing process, the collected data was analyzed
and processed. For data identification and categorization, a software applica-
tion (NVivo) for qualitative data analysis was used. An analysis of the cases
was carried out individually and a cross-examination was also conducted. Addi-
tional information about the companies was collected and an individual follow-up
report was sent to each one for validation purposes.

Companies. The 15 software companies that agreed to cooperate in our study
were categorized in three different groups, based on their value propositions (i.e.,
the type of systems they develop). Software companies develop software systems
which refer to the result of executing a project [11]. In this study, each category
includes five companies classified as:

1. Own projects (OP): development of a portfolio of own projects, i.e., the com-
pany takes the initiative to develop its own software products, web platforms,
and/or mobile applications;

2. Bespoke projects/services (BP): development of applications/systems tailored
to customers;

3. Own projects and Bespoke projects/services (OP&BP): this group includes
companies that simultaneously address the two previous profiles.

The most relevant determinants for each decision type that characterize each
dimension of the ELDM were identified and discussed in the three groups of
companies.

4 Analysis of Findings

The internal and external determinants found throughout this study were taken
into account to analyze the type of decisions made by software startups. These
determinants are focused on the “shaping the company” dimension suggested
in the ELDM. Additionally, we present the results in a four-quadrant matrix
that allows a comparison/analysis among different types of companies, internal
determinants vs. external ones, and the respective impact.
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4.1 Internal and External Determinants

The analysis of the information from the 15 companies allow us to conclude that
the decisions were composed of several fundamental determinants, which can be
divided into two groups: internal determinants and external determinants.

These determinants were identified and analyzed. Here, the ones that char-
acterize the category “shaping the company”, are presented and discussed.
Business Focus: The internal determinants are related to internal decisions
of the company, that is, decisions taken by the co-founders at the beginning of
the business, such as the beginning of the activity and the foundation of the
company, the business models adopted and the chosen value proposition. On the
other hand, external determinants are related to external business factors, such
as the fact that the company was born in an academic context, the business
areas, and the markets explored.
Vision: The internal determinants are based on decisions taken by business
leaders, which directly influenced their internal functioning. The external deter-
minants are related to decisions that influenced the relationship between the
companies and the market approached.
Company Growth: Internal determinants are based on decisions taken by the
business leaders, who have influenced the internal growth of the companies, such
as the robustness of the value proposition, the first acquisitions, and the initial
investment. The external determinants are related to the received (financial)
support, such as obtaining external investment from several entities.
Managing the Company: The internal determinants are related to the
resources of the companies, namely human resources and technological equip-
ment. External determinants are related to the access to supplies, external inputs
and general facilities.
People: The internal determinants are based on decisions taken by business
leaders at the beginning of the activity, such as the number of co-founders, their
expertise, and the first contractors and subcontracts. The external determinants
are related to factors prior to the beginning of the business activity and there-
fore not controllable by the co-founders. These include the institutions of higher
education where the responsible person got his/her degree, their academic areas,
the professional experience of the co-founders, their age when founding the com-
panies, as well as experience in leadership roles and/or participation in academic
groups.
Ecosystem Strategy: These determinants are related to external factors of the
companies. After an analysis of the strategic ecosystem of the companies, a set
of three external determinants were defined: (1) the entry into the market, (2)
the established partnerships, and (3) the external support of various entities.

4.2 ELDM Matrix

Once the analysis of the data collected in each type of decision of the four
dimensions comprising the ELDM, a matrix divided into four quadrants was
created as illustrated in Fig. 2. It considers a horizontal axis (relative to the three
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Fig. 2. ELDM matrix and determinants by company category. Dimensions “shaping
the company” (BF - business focus, V - vision, CG - company growth, MC - managing
the company, P - people, ES - ecosystem strategy); “developing the product” (NPI -
new product introduction, TPD - technical product development, PD - product devel-
opment, C - customization); “establishing the market” (Mk - marketing, MF - market
focus, ME - market expansion);“going international” (IEx - international expansion,
CSI - country specific issues, IC - international collaboration)

groups of companies) and a vertical one (relative to the type of determinants). As
one moves from left to right along the horizontal axis, the group of companies
gradually varies from the ones with own projects to those that offer services
(with the origin of the axes representing both aspects). On the vertical axis, as
one moves from the bottom to the top, the type of determinants begins to be
exclusively external and becomes totally internal (with the origin representing
an equal contribution of internal and external determinants).
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Due to the large number of identified determinants (a total of 60), it was
decided to refer to the 16 types of decision actions presented in the ELDM.
Indeed, as stated by Cann et al., categorizing the decisions gives a basis for the
analysis of the high number and variety of early-life decisions [6]. In order to
position each type of decision on the matrix, its tendency in terms of the three
groups of companies identified was considered. As an example, one can verify in
the matrix that the type of decisions related to ‘People’ influences companies
with both own products and services (even if slightly displaced to the services),
and that the type of decisions related to ‘Customization’ has a greater influence
on companies with own projects. The same applies to the vertical axis of the
matrix. For example, one can verify that the aspects related to the ‘Technical
Product Development’ presents more internal determinants than external ones,
and that ‘International Collaboration’ is more related to external than internal
determinants.

Once the position of each type of decision has been defined in the matrix, the
radius of its representative circle was calculated. For this calculation, the number
of determinants identified in the 16 types of decisions was taken into account.
In this way, the radius dimension depends on the quantity of the identified
determinants. As an example, one can notice that ‘International Expansion’
presents more (in this case, five) determinants than the specific issues of the
country (in this case, just one).

Then, four different colors were assigned to the dimension which they belong
to. Despite the different shades presented, the color chosen for all determinants
was the green, because it is a allusive color to the luck factor, which is impor-
tant to the success of companies. The tonality was gradually attributed to each
dimension according to the number of identified determinants and the influence
they had in the case studies. In this way, the tonality with the greatest dark hue
was assigned to the dimension that presents the highest number of determinants,
and which had the greatest impact on the study cases. On the other hand, the
lightest hue is related to the dimension with the smallest number of identified
determinants, and which had the less significant impact on the case studies.

5 Discussion

In this section, we discuss the main findings of the study presented in this
manuscript, according to the four main dimensions of the ELDM and distin-
guishing internal from external factors. We also propose an extension of the
ELDM, with a new learning dimension. Finally, some validity threats are dis-
cussed.

5.1 Shaping the Company

After a first analysis of the elaborated matrix, one verifies that “shaping the
company” is the most present dimension in the two business configurations (own
projects and service provision) and the most balanced in terms of the number of
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internal and external determinants (14 internal and 15 external), compared with
the remaining three ELDM dimensions. In fact, Ries [3] gives special importance
to this dimension as a key source for companies to achieve success.

Among the six types of decision that make up this dimension, the ‘People’
one presents the biggest number of identified determinant (four internal and five
external). It is also the largest of the 16 types and it occupies a central place in
the matrix. In both cases, and as in the analysis carried out in the 15 cases that
were studied, special attention was given to the innovation factor (present in the
‘Vision’ decision), considered a central aspect to the success of the companies
and achieved through creativity and differentiation.

5.2 Developing the Product

It is possible to verify that “Developing the product” is the dimension with
the second largest number of determinants (14 internal and three external). We
can conclude that this dimension is especially dependent on decisions taken and
internal factors occurring within the company, thus becoming a more control-
lable dimension for entrepreneurs. Although they were presented in both axes,
the identified determinants had a greater influence on the companies with own
projects.

Some of the factors mentioned in the study on software development in star-
tups [12] were proven in the analysis of the 15 study cases. Other factors to take
into account and which have been found in almost all of the 15 cases of study
are related to the execution of a thorough pre-market study and the existence
of good software project management.

5.3 Establishing the Market

The “establishing the market” dimension is present in the two considered axes
and has less determinants identified than the first two dimensions. Almost all
of the identified determinants are external to the business (one internal and six
external) and therefore it depends on market factors.

5.4 Going International

Internationalization is the only dimension that does not occur in all companies of
this study, since some of them chose to exclusively address the national market
to start the business and to expand the value proposition. This also occurs in
the study carried out in [6], which mentions that we do not find this dimension
in many startups. International collaboration is the determinant that further
deviates from the balance of the two axes, having a greater influence on own
projects. Additionally, the majority of the identified determinants have a greater
impact on the bespoke projects/services.
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5.5 The Learning Dimension

During the interviews, in addition to the factors that influenced, positively, the
start of the business of the 15 companies involved in this study, others were also
mentioned that hindered the entry into the market and influenced the course
of the business. It also aroused interest in the opinion of respondents about the
factors leading startups to failure.

In fact, startups are companies facing a number of challenges. As already
indicated, they usually have little or no operational history, have no experi-
ence in management, are limited in the resources at their disposal, face multiple
influences, and are highly affected by the dynamism of technologies and markets
[5,12]. According to a study conducted on the development of software in star-
tups [12], it was also found that self-destruction is another factor that leads many
startups to failure at the beginning of the activity [13], and that the aggressive-
ness of the market and the strong competition leads them to operate in chaotic
environments [14,15].

According to Ries [3], it is critical for the startups to acquire knowledge
resulting from the experience obtained throughout the software development
process, even in the first months of the companies. This confirms the idea that
it is necessary to have a constant learning of the whole process when a company
is started, a factor considered by Ries as essential to foster its sustainability. In
fact, this factor proves essential to better orient the business, in order to make
known to all stakeholders which are the most/less important aspects that lead
the businesses to success.

Therefore, based on the results collected among the 15 companies that are
part of this study, an adapted version of the ELDM is proposed. This extended
ELDM version takes into account the learning factor, as verified in many of the
companies of this study and considered to be a fundamental issue to the business
of startups [3] (Fig. 3).

Although this version retains the format of the initial version of the model,
i.e., a four-leaf clover, a flower was added (notably the clover flower) with the
indication of the acquired learning that results from the difficulties felt, the
mistakes made, the realization of pivots, and the experience acquired throughout
the process of developing a company. In this way, a more dynamic dimension
is given to the model proposed in [6], by also considering the Lean Startup
approach [3].

5.6 Validity Threats

A series of issues may influence the results of this exploratory study, such as the
bias that could be introduced by the researchers who performed the study or
the observed data set. In the following, we consider the threats to validity, in a
way to discuss the acceptance and accuracy of the findings presented here.

We should not claim that the results are representative of all software star-
tups, or can be generalizable to other economic fields. Though, they provide
insights from a set of 15 software startups, located in Portugal. However, even
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Fig. 3. Extended version of the ELDM with the learning dimension.

if the total number of companies is relatively low, they equally cover the three
considered types of companies.

During the field study, two researchers were responsible for interviewing the
participants, collecting and organizing the data, and processing the results. The
two authors conducted the analysis of the gathered data, so there is a risk related
to the interpretation of the findings. Nevertheless, we tried to mitigate this vali-
dation threat by the use of a software application for the analysis of qualitative
data, with follow-up reports that were sent to the interviewees and by discussing
the preliminary results at length with all the researchers, supporting the trian-
gulation of the data.

6 Conclusions

Several conclusions were obtained, such as the impact of each determinant on
the groups of companies identified, as well as the type of internal and exter-
nal determinants identified in the various aspects of the business. It was also
possible to verify that the existence of determinants, which make it difficult for
companies to enter the market, influence the course of the business, and that



140 P. Afonso and J. M. Fernandes

the learning acquired through them and the experience lived during the activity
of the company, is essential for business sustainability.

Once analyzed the 15 case studies in this research and reviewed the litera-
ture, it can be stated that the experience obtained and the learning acquired
throughout the process of opening and growing a company, influences the deci-
sions taken by all the actors in the process. These decisions are important to
analyze and define which market entry strategies to adopt, taking into account
internal and external determinants and the type of company.

In a broader perspective, the various determinants are important in both
axes, with a slight tendency towards the companies with own projects. In
this way, those who want to open a company to develop their own projects
should have more attention to the (internal and external) determinants that
can affect the business, such as decisions taken and other factors considered as
fundamental.
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P., Jansen, S., Cusumano, M.A. (eds.) ICSOB 2010. LNBIP, vol. 51, pp. 26–37.
Springer, Heidelberg (2010). https://doi.org/10.1007/978-3-642-13633-7 3

8. Hoch, D.J., Lindner, S.K., Roeding, C.R., Purkert, G.: Secrets of Software Suc-
cess: Management Insights from 100 Software Firms Around the World. Harvard
Business School Press, Massachusetts (2000)

9. Saunders, M., Lewis, P., Thornhill, A.: Research Methods for Business Students.
Prentice Hall, New York (2009)

10. Instituto Empresarial do Minho: Innovation and entrepreneurship: 15 national suc-
cess case studies. Technical report, IEMinho (2011) (in Portuguese)

https://doi.org/10.1177/0021886399353005
https://doi.org/10.1177/0021886399353005
https://doi.org/10.1016/S0048-7333(99)00054-2
https://doi.org/10.1016/S0048-7333(99)00054-2
https://doi.org/10.1109/52.854066
https://doi.org/10.1007/978-3-642-13633-7_3


Success Determinants for Software Startups 141

11. Fernandes, J.M., Machado, R.J.: Requirements in Engineering Projects. LNMIE.
Springer, Cham (2016). https://doi.org/10.1007/978-3-319-18597-2

12. Paternoster, N., Giardino, C., Unterkalmsteiner, M., Gorschek, T., Abrahamsson,
P.: Software development in startup companies: a systematic mapping study. Inf.
Softw. Technol. 56(10), 1200–1218 (2014). https://doi.org/10.1016/j.infsof.2014.
04.014

13. Crowne, M., Why, : software product startups fail and what to do about it: Evolu-
tion of software product development in startup companies. In: IEEE International
Engineering Management Conference (IEMC), vol. 1, pp. 338–343 (2002). https://
doi.org/10.1109/IEMC.2002.1038454

14. Eisenhardt, K.M., Brown, S.L.: Time pacing: competing in markets that won’t
stand still. Harv. Bus. Rev. 76(2), 59–69 (1998). https://hbr.org/1998/03/time-
pacing-competing-in-markets-that-wont-stand-still

15. MacCormack, A.: Product-development practices that work: How internet compa-
nies build software. MIT Sloan Manage. Rev. 42(2), 75–84 (2001)

https://doi.org/10.1007/978-3-319-18597-2
https://doi.org/10.1016/j.infsof.2014.04.014
https://doi.org/10.1016/j.infsof.2014.04.014
https://doi.org/10.1109/IEMC.2002.1038454
https://doi.org/10.1109/IEMC.2002.1038454
https://hbr.org/1998/03/time-pacing-competing-in-markets-that-wont-stand-still
https://hbr.org/1998/03/time-pacing-competing-in-markets-that-wont-stand-still


Opportunity Exploitation in Software Startups.
A Human Capital View

Pertti Seppänen(&), Kari Liukkunen, and Markku Oivo

M3S/M Group, University of Oulu, FI 90015 Oulu, Finland
{pertti.seppanen,kari.liukkunen,markku.oivo}@oulu.fi

Abstract. Background – Transforming a business opportunity to a valid
business case is a crucial process of an early-stage software startups. Prior
literature on entrepreneurship defines two types of opportunity exploitations,
opportunity discovery and opportunity creation, and proposes models describing
the exploitation processes. The factors affecting startups’ abilities to conduct the
exploitation are, however, addressed only to a limited extend in prior research.
Aim – This research aims at increasing the knowledge on those factors by
studying empirically the effects of the available human capital on the opportu-
nity exploitation processes in software startups. Method – We conducted a
multiple-case study on a group of software startups in Italy, Norway and Fin-
land. We focused on the founders of the startups, examining their opportunity
processes, their human capital, and the interdependencies between the oppor-
tunity processes and human capital. Results – Our results are in line with the
findings of prior research, which point out that uncertainty is the key differen-
tiator between the opportunity discovery and creation processes. The results
reveal, however, that both process types co-exist in the early stages of software
startups, independently of how the opportunity was initially recognized, and also
highlight missing human capital as a key reason for the uncertainty. We con-
clude that in software startups the availability of human capital plays a bigger
role in the exploitation of opportunities than their types, discovered or created,
because even exploitation of a-priori existing opportunities turn to opportunity
creation processes in case of human capital shortages.

Keywords: Software startup � Opportunity discovery theory
Opportunity creation theory � Product development process
Human capital theory

1 Introduction

Founding a software startup is a realization of a business opportunity. Identifying an
opportunity, innovating a product or service fitting to the opportunity, and being able to
turn the innovation to a business case are crucial tasks of an early-stage software
startup. The phenomena of opportunity exploitation have been studied from the per-
spectives of business case creation by several authors. Alvarez et al. [1, 2] presented the
opportunity discovery and creation theories, and Sarasvathy [3] the effectuation theory.
Ries [4], Bosch [5], and Ojala [6] propose startup models describing the processes of a
successful business case creation.

© Springer Nature Switzerland AG 2018
K. Wnuk and S. Brinkkemper (Eds.): ICSOB 2018, LNBIP 336, pp. 142–156, 2018.
https://doi.org/10.1007/978-3-030-04840-2_10

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04840-2_10&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04840-2_10&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04840-2_10&amp;domain=pdf
https://doi.org/10.1007/978-3-030-04840-2_10


The opportunity discovery theory focuses on opportunities that exist independently
of direct human involvement, waiting to be discovered by alert individuals or teams
[1, 2]. The opportunity creation theory, in turn, suggests that new opportunities are
created by individuals or teams working actively to initiate new businesses [1, 2],
instead of just looking for existing opportunities. The effectuation theory focuses on
phenomena caused by the unavoidable uncertainty of building up a new enterprise [3].

The opportunity discovery and creation theories [1–3] and the startup models [4–6]
address the exploitation of opportunities by focusing on the innovations and the pro-
cesses to create business cases, paying less attention to the new enterprise’s abilities to
conduct the exploitation processes. That leaves a gap in knowledge, what are the
factors affecting these abilities. In this research, we studied the opportunity exploitation
in software startups from the viewpoint of the human capital [7]. We opted for human
capital (HC) because it was identified as a key contributor of startups’ business per-
formance in the prior literature on entrepreneurship [7–9].

For this study, we used the term opportunity exploitation to address the evolution of
both discovered and created opportunities. We divided the human capital into three
broad dimensions, human capital in business, human capital in software, and human
capital in application technology. We defined the application technology as all other
technology areas but software, used to implement the product.

The research was conducted on eleven startups in four European locations. It aimed
at identifying the characteristics of the startups’ opportunity exploitation processes,
defining the founders’ human capital, and exploring how the human capital affects the
exploitation processes.

For our study, we asked the following research questions:

RQ1: What are the characteristics of the software startups’ opportunity exploitation
processes?
RQ2: What are the effects of the founders’ human capital on the opportunity
exploitation processes?

Our results indicate that, independently of the circumstances how the opportunity
originally appeared, the opportunity exploitation in software startups is a process where
(1) the characteristics of both opportunity creation and discovery co-exist, (2) the
founders take actions typical for one or another theory on a context-dependent and
situational basis, (3) a determining factor of the process type is the uncertainty, and
(4) the human capital is both an origin of, and a means to manage, the uncertainty.

The rest of this paper is structured as follows. Section 2 focuses on the background
of and the motivation for the study, reviewing prior research on the opportunity dis-
covery and creation theories and the HC theory. Section 3 presents the research design,
including the case selection and research data analysis. Section 4 deals with the results,
and Sect. 5 discusses the study’s findings and relevance. Section 6 concludes the paper
and offers suggestions for future research.
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2 Background

In this section, we review prior research on the opportunity exploitation and the human
capital in order to gather the theoretical basis for our empirical study. This study is
based on theories of opportunity creation and opportunity discovery, as defined by
Alvarez and Barney in [1], Alvarez et al. in [2], and by Sarasvathy in [3, 10], and on the
human capital theory as defined by Becker in [7].

2.1 Prior Research on Opportunity Discovery and Opportunity Creation

The opportunity discovery theory [1, 2] assumes that business opportunities exist as
objective phenomena, just waiting for getting discovered. The theory proposes that
such opportunities are generated autonomously by changes in competitive imperfec-
tions that in turn are based on changes in the business environment. Discovering new
business opportunities created by such changes is then depending on an individual’s
abilities to discover them, on the individual’s ‘alertness’ to the opportunities.

The prior existence of opportunities enables the alert individuals or teams to figure
out a product or service addressing the discovered opportunity [1, 2]. The predictability
of the exploitation outcome is the key attribute of the discovery theory, out of which its
other characteristics derive.

The opportunity creation theory, in turn, proposes that opportunities can be created
by actions of individuals or teams [1, 2]. The creation theory proposes that the
opportunity creation process itself is the driving force that changes the business
environment. It creates totally new customer demands or markets, and creates a slot in
the business environment for the new product or service [1, 2]. The non-existence of a
prior competitive imperfection means that the outcome of the opportunity creation
process cannot be defined in advance. Like the predictability of the exploitation out-
come is the key of the discovery theory, the uncertainty of the outcome is the key of the
opportunity creation theory.

The key differences of the theories are presented in Table 1.
Sarasvathy studied creation of new firms in [3], and defined an approach of human

reasoning to address the uncertainty of the creation process, effectuation, as an opposite
of a more traditional causation. She defines effectuation as on actor-dependent process,
where the goal is to tackle contingences instead of reaching a pre-defined or known
target [3, 10], typical for opportunity creation. Causation, in turn, is a reasoning process
driven by a pre-defined target, typical for discovered opportunities. The means to reach
the target and their selection criteria are defined to fit the target [3, 10]. The key
differences of causation and effectuation are presented in Table 2.

An existing opportunity provides an entrepreneur with a possibility to run the
process with causation-type reasoning. Creating an opportunity, in turn, is a process
where an entrepreneur’s effectuation-type actions bring the exploitation from her early
aspirations towards more tangible goals.
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Ojala reports in [6, 11] a longitudinal study on the business model creation of a
Finnish ICT company. The study verifies empirically the opportunity exploitation
theories [1–3, 10], stating that an opportunity creation is an iterative process, where the
entrepreneur verifies the values of her actions by responses from the markets and
adjusts the next steps accordingly. One of the key findings of Ojala [6, 11] is that an
opportunity created once isn’t necessarily stable, but needs further modifications driven
by changes in technology, customer preferences, and markets. Based on the findings,
Ojala presents an iterative model for business model creation and development [6].

The lean startup model [12] and the early-stage software startup development
model [5] propose iterative processes to validate the business feasibility of an product
idea. The validation is implemented in a build-measure-learn (BML) loop, the purpose
of which is to identify a product with a problem-solution fit and a product-market fit.

Table 1. General assumptions of opportunity discovery and creation theories [1]

Opportunity discovery Opportunity creation

Nature of
opportunities

Opportunities exist independently of
entrepreneurs

Opportunities don’t exist
independently of
entrepreneurs

Nature of
entrepreneurs

Differs from non-entrepreneurs in
advance by being more ‘alert’ for the
opportunities

Do not necessarily differ
from non-entrepreneurs in
advance

Nature of
decision
making context

Risky Uncertain

Decision
making

Decisions based on risk evaluations Iterative, inductive, and
incremental decision making

Human
resource
practices

Recruitment of task-specific human
capital

Recruitment of general and
flexible human capital

Table 2. Selected differences of causation and effectuation [3]

Causation Effectuation

Target Target is known Aspirations of possible targets, means
for striving for the target

Decision
making
criteria

Criteria helping to choose
between means to achieve the
target

Criteria helping to choose between
alternatives provided by the available
means

Competencies
employed

Focusing on utilizing
knowledge

Focusing on exploiting possibilities

Nature of
unknowns

Predictable aspects of an
uncertain future

Controllable aspects of an unpredictable
future

Outcomes Competitive products for
existing markets

New products for new markets
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2.2 Prior Research on Human Capital Theory

The HC theory [7] describes the effects of human capabilities and talents on the
performance and success of human activities at many levels, ranging from individuals
to nations, and finally to the mankind. Applied on entrepreneurship, the research on the
HC theory studies individuals’ and teams’ contribution to a firm’s business perfor-
mance from the viewpoint of capabilities, knowledge, and talents [13].

Bosma et al. studied Dutch startups and found that investing on the entrepreneur’s
human and social capital had a significant effect on the startups’ business performance
[8]. Unger et al. [14], in turn, discovered that a priori existing capabilities and skills
contributed more to the success of new enterprises than education or learning. Contrary
findings were made by Martin et al. [15] indicating that entrepreneurship-specific
education was a valid source of entrepreneurship-specific HC.

Shrader and Siegel found that an enterprise’s long-term performance was strongly
affected by the fit between the enterprise’s strategy and the team’s experience, espe-
cially the team’s technical experience [16]. Hatch et al. [17] found that gaining a team’s
experience from external sources reduced learning.

The relationship between an entrepreneur’s HC and the radicalness of the inno-
vation was studied by Marvel and Lumpkin [18]. The study divided the experience in
two dimensions, the experience depth and the experience breadth, and concluded that
the experience depth affected positively to the innovation radicalness while the expe-
rience breadth did not. Partly opposite result was concluded by Lazear indicating that
entrepreneurs were generalists with several skills, but not necessarily experts in any
specific area [19].

The results of the prior research manifest the importance of the entrepreneur’s
proper human capital for the success of a new enterprise. However, at a more detailed
level they are mixed, giving reasoning for the objective of our study.

3 Research Methods and Design

To answer the research questions, we studied a group of software startups following the
guidelines set up by Runeson and Höst for case study research in software engineering
[20]. Runeson and Höst propose a five-step process: (1) designing the study,
(2) preparing the data collection, (3) collecting the data, (4) analyzing the collected
data, and (5) reporting. We opted to use interviews of key persons as the data collection
method [20, 21] and a combination of thematic and narrative synthesis as the data
analysis method [22], as presented in detail in the following sub-sections.

3.1 Designing the Study

The target group of our studywere founders and other key persons of software startups.We
interviewed eleven persons from twelve software startups, including one startup in Italy,
two startups in Norway, and nine in Finland. Eleven case startups created own software-
intensive products, while one offered software services.We contacted software startups in a
snowballing process using local startup incubators as the starting point (Table 3).
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The founder F founded first a startup alone and then another as a team member.
Both startups targeted to products for the health and fitness business segment, and we
handel them in a single case. Out of eleven product-developing startups five had
established businesses, two were discontinued, and four had functional prototypes
under testing. The service provider had a ready service concept to offer.

3.2 Collecting and Analyzing the Research Data

The research data were gathered by utilizing semi-structured interviews and applying
the key informant technique as defined in [21]. Most interviewees were founders or co-
founders. One interviewee was a chief executive officer (CEO), who was hired to run
the administration, but had a founder-level understanding of his company. The inter-
views were conducted face-to-face, recorded, and transcribed, following the thematic
interview guides [23]. All interviews were held in English, they lasted 60–90 min, and
altogether 106 pages of transcribed data were gathered.

For the research data analysis we opted to use a combination of thematic synthesis
and narrative synthesis, as presented in [22]. We started the analysis with a thematic
synthesis utilizing the deductive approach, as presented in [24]. The initial codes of the
deductive synthesis were derived from the research questions and from the utilized
theories. The thematic synthesis was conducted by using NVivo11 tool. The list of the
identified themes is shown in Table 4a.

Coding revealed that the theme human capital consisted of several different areas,
as proposed by [19]. Based on the initial findings we divided the human capital further
to three more detailed themes, as shown in Table 4b.

The next step was a narrative synthesis of the research data, as presented in [22]. In
the narrative synthesis, we broadened the view defined by the thematic synthesis by
two additional viewpoints, (1) the idea background, and (2) the refinements to the idea
and the opportunity. In order to outline the strength of the human capital we defined a
three level scale, as shown in Table 5.

Table 3. Descriptions of the case founders.

Location Product type Founder(s) Experience of founder(s)

A Finland Embedded product Team Professionals
B Italy SW product Team Professionals and students
C Norway SW product Team Just graduated
D Norway SW product Individual Just graduated
E Finland Embedded product Team Professionals, internal startup
F(a,
b)

Finland Embedded
products

(a) Individual (b) Team (a) and (b) Professionals

G Finland SW product Individual Professionals
H Finland SW product Individual Just graduated
I Finland SW product Team Professionals
J Finland Embedded product Team Professionals
K Finland SW service Team Professionals
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Table 4a. Themes identified in the thematic synthesis.

Theme Description

Founders Individual founder or a team
Product Product or service innovation
Opportunity Business opportunity
Opportunity
discovery

Discovery approach utilized

Opportunity
creation

Creation approach utilized

Uncertainty Type of experienced uncertainty and possible ways to manage it
Opportunity
realization

Actions taken in the exploitation process of the opportunity, their results,
covering both the initial idea and its potential modifications

Human capital Founders’ human capital
Iteration count Complexity of the iterative opportunity exploitation process, including

pivoting [12]
Learnings Customer feedback and other lessons learned in exploitation

Table 4b. Themes of human capital.

Human capital Knowledge and understanding on…

HC on business The potential business, the customers, and the opportunity’s value
to the customers

HC on software
development

Software development needed when realizing the opportunity

HC on application
technology

Application-specific technology other than software

Table 5. Human capital scale for narrative synthesis.

HC Description

Good The founder has earlier experience, good skills and knowledge on the specific
human capital area, is an expert

Medium The founder has some experience, reasonable skills and knowledge on the specific
human capital area, but isn’t an expert

Limited The founder has no or little experience, missing skills and knowledge on the
specific human capital area
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4 Results

In this section, we discuss the results of our study. The findings of the narrative
syntheses are shown Tables 6a and 6b, and summarized in the following.
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Most of the founders were experienced professionals. In three cases the founder
was a just-graduated person, though founder H had strong software knowledge and
work experience in the customer organization. Even experienced founders had areas of
limited or missing human capital. HC on software was the strongest area in our study
group. Only three founding teams were good in all relevant HC dimensions.

Out of eleven cases we identified three partial opportunity creation and one full
creation cases. All partial opportunity creation cases had also characteristics of
opportunity discovery. The idea of case F was a totally new innovation. Failing in
developing new technology was the main cause of the abandonment of the idea. Both
iterative and linear opportunity exploitation processes were identified. The linear ones
were tied to founders with good human capital, or to a fairly straightforward product.
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All but two cases faced uncertainty during the opportunity exploitation process. We
were able to identify three types of uncertainty sources, all typical for startups:
(1) problems with technology, (2) problems with customer and markets, and
(3) problems with funding. In four cases the application-specific technology was the
biggest source of the uncertainty. Not being able to identify and hire competent per-
sonnel for software development was the main cause of uncertainty in three cases.
Creating the customer base was uncertain in two cases. The main means to cope with
the technology-related uncertainty were iteration and networking. Funding uncertainty
was tackled by deploying a variety of funding sources.

5 Discussion

In this section, we first present the answers to the research questions and discuss our
findings in the context of the opportunity exploitation theories [1–3, 6, 10] and human
capital theory [8, 14, 16–19], [8, 14, 16–19]. Then follows the discussion on the
validity of our findings, and their relevance to the academia and to practitioners.

5.1 Answering the Research Questions

RQ1: What are the characteristics of the software startups’ opportunity
exploitation processes?

In several cases of our study we could identify characteristics of both opportunity
creation and discovery processes [1, 2], as well as characteristics of effectuation and
causation [3, 10]. Out of eleven cases we categorized four as creation processes. In all
four cases the opportunity was to create business by new, ambitious technical solutions
that were not existing without the founders’ actions. From the business perspective
cases A, G and J were, however, fairly clear opportunity discovery cases, because the
products were targeted to existing markets with existing products. The innovation of
case F(a) was such a new one that even the business case was uncertain.

Out of the seven opportunity discovery cases, five showed clear characteristics of
discovery. In those cases the opportunity was existing independently of the founders:
similar products were existing and the opportunity was tied to development of a new
product for different customer segments or simply to development of competitor to well-
knownbut growingmarkets. CasesB andHwere different. In case B the product was not a
new one, neither its development turned out to be technically challenging. However, the
exploitation process turned to a creation-type one on the business side. In case H the
product was a unique one targeted for a unique customer. There were no similar products
nor competitive imperfections, but the exploitation process created a new slot in the
business environment [1]. However, it was a most typical opportunity discovery process
with an alert individual, a predictable outcome, and the uncertainty tackled already before
founding the enterprise by a successful minimum-viable-product [12].
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RQ2: What are the effects of the founders’ human capital on the opportunity
exploitation processes?

The human capital of the founders of our case startups varied from very strong to
weak. HC on software was the most common good HC dimension. HC on business and
on application-specific technology could be limited also in cases of founders with a
good HC in software.

In our cases existing or missing HC was not identified as a direct determining factor
between the initial opportunity creation and discovery. Out of the four opportunity
creation cases, only one founder had a strong expertise in all relevant HC dimensions.
Similarly, in cases with opportunity discovery, the founders’ HC compositions varied
from limited to good in all three HC dimensions.

The founders’ HC profiles had a strong correlation with the uncertainty and the
iterative nature of the opportunity exploitation process. Missing HC in a certain HC
dimension tended to predict iterative processes, and good HC linear processes, though
there were variations to both directions.

Compensation for the missing HC was common in our research group. The
research data reveal that the typical compensation means varied between the HC
dimensions: (1) in case of business HC a common compensation was based on net-
working, (2) in case of software HC on hiring qualified work force, and (3) in case of
application HC on networking and learning by iterating.

5.2 Opportunity Exploitation in Software Startups

Our categorization of cases to creation and discovery, presented in Sect. 5.1, is a sim-
plifying overview based on the direction a particular case tends to incline. More signif-
icantly, our results indicate that in a practical situation the opportunity creation and
discovery characteristics co-exist in the very same opportunity exploitation process – not
only offer two explanation models of it. The founders’ actions according to a specific
theory and utilizing a specific reasoning model seems to be a context-dependent and
situational choice varying over the topics of the opportunity exploitation process.

The uncertainty, mentioned as a differentiator between opportunity creation and
discovery in [1], was identified in both creation and discovery cases. What are then the
factors causing the uncertainty, and leading to a parallel deployment of creation and
discovery processes?

We seek the answer by taking a look on the iteration, learnings and refinements rows
of Tables 6a and 6b. The cases with a linear development process and learnings and
refinements along to a normal product development carried characteristics of opportunity
discovery processes. Excluding case I, the cases were characterized by founders being
relatively good in relevant HC dimensions, business, software, and application. In case I
the founders could compensate for their HC shortages through networking and recruit-
ment, leading to a linear opportunity exploitation process.

Excluding case G, the iterative cases were characterized by shortages in one or
several human capital areas. In case G the founder had strong experience in all relevant
HC dimensions. He needed, however, three iteration rounds to figure out the tech-
nology solutions that fulfilled the functionality and quality targets he defined for the
product.
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The research data coded as learnings reveal that in the cases with a linear devel-
opment process the learnings were such experiences from own actions and customers
that are typical in a managed product development. In the iterative cases, in turn, the
learnings were related to the founders’ shortages in one or several HC dimensions.

Our findings gave a mixed picture of the nature of the entrepreneurs compared to
the non-entrepreneurs. The opportunity discovery theory assumes that the entrepre-
neurs are more alert to the existing opportunities than non-entrepreneurs, while the
creation theory points out the entrepreneurs’ focus on contingencies [1]. The research
data reveal that all founders but two were actively looking for new opportunities, but
the level of alertness, sources of the ideas, and focus on contingencies varied.

By combining two crucial elements of a software startup’s early stages, the busi-
ness opportunity and the founders’ capabilities to exploit it, our study deepen the
knowledge on how software startups are created. It gives new perspectives to Ries’ lean
startup model [12], which has in the recent years gained popularity among the startup
researchers. It indicates that iterative learning, as proposed by the lean startup model’s
build-measurement-learn cycle, happens not only in the customer interface but also
internally in a startup, covering both the business-related and the technical aspects.

5.3 Effects of Human Capital on Opportunity Exploitation in Software
Startups

The results of our study are in line with the results of studies on the human capital
[8, 14, 16], pointing out the value of the entrepreneur’s HC to the startup’s business
performance. The entrepreneur’s good HC in relevant areas seems to make the
opportunity exploitation process smoother and faster, which in turn lays a better basis
for the enterprise’s overall success and performance. The results do not, however,
support the findings of [17], claiming that HC from external sources would be less
valuable for startups. Instead, in our cases HC from external sources seemed to be a
common and successful compensation for the founders’ HC shortages.

We could identify the two dimensions of HC pointed out in [18], HC depth and
breadth. From the perspective of HC, our results indicate that shortages in any HC
dimension of our study increase uncertainty and iteration. The findings of [19], indi-
cating that entrepreneurs are generalists without being experts in any specific area, were
not fully supported in our study.

We could identify the unbalance between the human capital and the challenges as
the key reason for the uncertainty. Especially clear the relationship was in cases where
challenging application-specific technology was needed. In two cases, the founders’
HC shortages prevented them from hiring competent software development resources,
which was then the key source of the uncertainty.

The above reveals two items in our research determining between opportunity
creation and discovery as well as between effectuation and causation: (1) the founders’
own human capital, and (2) their possibilities to compensate for the shortages. As long
as there are HC shortages the exploitation process tends to be iterative and follow the
characteristics of the opportunity creation [1–3, 10] – independently of whether the
opportunity originally was an existing discovered one, or a created one.
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Correspondingly good, available HC tends to direct the exploitation process towards
the opportunity discovery type [1–3, 10].

5.4 Validity Discussion

We discuss the validity of our findings from four viewpoints, construct validity,
internal validity, external validity, and reliability [20].

The construct validity concerns whether the operational measures that are studied
really represent what the researcher has in mind and what is investigated according to
the research questions [20]. We conducted our study by using well-established research
methods for qualitative research. We used semi-structured interviews of the founders of
software startups for gathering the research data [21]. The interviews and data analysis
were conducted by the first author. The analysis of the data was carried out by fol-
lowing established guidelines of qualitative analysis [24], and the results were reviewed
by the co-authors.

The internal validity concerns examination of causal relations [20]. When studying
whether a factor effects the investigated factor, other uncontrolled, possibly unknown
factors may affect the investigated factor and threaten the internal validity of the
research [20]. From our research data, we were able to identify a relationship between
an iterative exploitation process and the shortages in the founders’ human capital.
There may be, however, other factors leading to an iterative exploitation process, not
covered in this research. Therefore, we can only conclude that missing human capital
seems to be one source of uncertainty.

The external validity concerns the generalizability of the findings [20]. The limited
amount of study cases restricts the external validity of our findings, though the research
covered a fairly broad palette of different startups in Italy, Norway and Finland.

Reliability concerns the dependency of the data and analysis on the specific
researcher [20]. To address the reliability issues we utilized peer work in our study. The
interview schema was created together with two experienced researchers. All interview
data was recorded, and the data was transcribed by an external transcription service.
Analyzing the data and concluding the findings was done by the first author and
reviewed by the co-authors.

5.5 Relevance to Academia and Practitioners

We studied the early stages of software startups, identifying and exploitation the
business opportunities, from the perspective the founders’ human capital, their capa-
bilities, knowledge, and experience. Our research had an empirical focus, studying the
real-life embodiments of the utilized theories. Our results give the academia new
interesting research perspectives by indicating that the two theoretical approaches for
opportunity exploitation, creation and discovery processes [1], co-exists in the early
stages of the same software startup. In our study, we focused on the founders’ human
capital as a factor affecting the deployment of these two processes. Our study gives a
model for future studies of other factors affecting opportunity exploitation in software
startups.
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By having a practical focus our study provides new entrepreneurs with in-depth
knowledge on how to bring a discovered opportunity or an opportunity aspiration
towards more tangible ideas and products. Our study indicates that a successful
exploitation of an opportunity requires a broad palette of technical and business-related
human capital. It points out that an entrepreneur needs access to that human capital, and
proposes that networking, hiring capable work force, and learning by iterating are the
basic means to gather it.

6 Conclusions and Future Research

In this study we empirically explored how a group of software startup founders
exploited the opportunities, on which the founders were building their startups. We
utilized the multiple-case study method, collecting the research data from semi-
structured interviews of the founders or founding team members. We identified
embodiments of both the opportunity creation and discovery theories in the same
opportunity exploitation processes.

We found that missing human capital was a reason for the uncertainty typical for
opportunity creation and effectuation cases. The effect of the founders’ human capital
shortages to the opportunity exploitation processes was independent of whether the
opportunities were originally discovered or created ones. Our results indicate also that
the deployment of the opportunity discovery and creation processes was context-
dependent and situational, varying not only between the case founders, but also
between different problem areas of the same process. We further identified that the
uncertainty caused by missing human capital was tackled by networking, hiring cap-
able work force, and learning by iterating.

Our study focused on a factor affecting the opportunity exploitation processes in
software startups and, thus, contributed both the theories of entrepreneurship and
empirical research on software startups with new knowledge. Studies seeking for other
factors and studies with bigger sample sizes and a broader geographical coverage
would contribute in deepening the knowledge and generalizing our results.
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Abstract. In a company, its business strategy and business model
undergo changes throughout its life. These changes can be induced or
forced externally or they can result from a deliberate strategy to improve
the business performance and to achieve success. Certain changes can
lead to a major change in the business model of the company (i.e., a
pivot). Such change or innovation in the business model can occur in var-
ious of its dimensions. According to Osterwalder and Pigneur, there are
four epicenters of change and innovation to be taken into consideration.
In this manuscript, fifteen Portuguese software startups were studied
using essentially semi-structured interviews to gather the information.
The data was processed with a software application for qualitative data
analysis. The main results are related to a dynamic process of evolution
and change of the business model in software startups. In particular, we
have identified that the changes in the business elements that support
the production of the value proposition (left-hand side of the Business
Model Canvas) affect the elements that explain the strategy of deliver-
ing the value proposition to customers (right-hand side of the Business
Model Canvas).

Keywords: Software companies · Startups
Business model · Strategic innovation

1 Introduction

The business strategy and business model undergo changes throughout the com-
pany’s life, in order to improve its performance and success. For example, the
difficulty in gaining customers can lead to a major change in the business model
of a company (i.e., a pivot). A pivot is a special change designed to test a fun-
damental new hypothesis about a product or business model and assumes itself
as an important engine for growth and consolidation of the business [1]. Pivots
can be interpreted in a broader way considering, not only radical or high-impact
changes, but also more specific or incremental changes that are gradually chang-
ing the company’s course and the configuration of the business. Since pivots have
a significant impact on the business model of the company and on its success, it
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is important to understand this phenomenon. Unfortunately, the literature still
offers few contributions about this topic.

Terho et al. [2] studied how pivots can change business hypotheses. Their
work includes three case companies (all small software startups from Tampere,
Finland) and map the pivot effects on the business hypotheses. They found out
that the pivots can be identified by changes in the Lean Model Canvas and that
pivots usually occur in groups.

The study conducted by Bajwa et al. [3] focused on understanding the pivot-
ing processes of software startups and on identifying the triggering factors and
pivot types. Their initial results show that the pivots are triggered by various
factors, namely negative customer feedback.

Osterwalder and Pigneur highlight four epicenters of change and innovation
in the business model [4]. Voelpel et al. suggest a systematic structure for the
reinvention of the business model, thus enabling entrepreneurs to evaluate the
business models of their companies [5]. The change in the business model is also
presented in the literature in the context of strategic innovation. Entrepreneurs
have to decide, at the strategic level, three basic questions [6]:

– Who will be the customers?
– What type of products/services should be offered?
– How products/services should be offered in an efficient way?

Osterwalder and Pigneur also add the question “how much”, which expresses
how much a company can get profits from its products/services [4]. Thus, accord-
ing to these authors, the business model can be divided into four pillars (who,
what, how [7], and how much), and each of them can be translated into a main
element of the business model. These four pillars can be translated into four
main business model elements that can then be further decomposed [8]:
– Product elements: a company’s value proposition;
– Customer relationship elements: how a company comes into contact with

customers and what kind of relationships it wants to establish with them;
– Infrastructure management elements: type of activities, resources, and

partners needed to provide the product elements and customer relationship
elements;

– Financial aspects elements: revenue streams and pricing mechanisms for
a company, i.e., how the company makes money through the other three
elements.

In this manuscript, fifteen Portuguese software startups, all located at Braga,
were studied using essentially semi-structured interviews to gather the informa-
tion. The data was processed with NVivo, a popular software application for
qualitative data analysis.

The remainder of this paper is structured as follows. A description of the
Business Model Canvas (BMC) is given in Sect. 2. Some issues related to busi-
ness change and innovation is discussed in Sect. 3. Section 4 presents the research
methodology. In Sect. 5, the major results of this study are analyzed and dis-
cussed. Finally, Sect. 6 concludes the paper and presents some opportunities for
further work.
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2 Business Model Canvas

A business model describes the logic of creating, delivering and capturing value
by an organization [4]. It must be simple, clear and easy to understand, but not
too oversimplifying the complexity of the functioning of a particular company.
By addressing, in a conceptual way, the business model, it can be harnessed,
modeled, understood, shared, observed, measured, and simulated.

Stähler considers business models as a new analytical unit for innovation [9].
Indeed, the business model can be seen as a way to tell a good story, aiming to
align employees on the type of value to be created in a particular company.

Many authors have proposed different models for addressing the business
of a company. For example, Alt and Zimmermann [10] consider the six follow-
ing business elements. Mission: A critical part of the business model is devel-
oping a high-level understanding of the overall vision, strategic goals and the
value proposition including the basic product or service features. The Structure
determines the roles of the different agents involved and the focus on industry,
customers and products. Processes provide a more detailed view on the mission
and the structure of the business model. Revenues are the “bottom line” of a
business model. Legal issues influence all aspects of the business model and the
general vision. Technology is an enabler and a constraint for IT-based business
models. Also, technological change has an impact on the business model design.

This manuscript considers the popular Business Model Canvas (BMC), pro-
posed by Osterwalder and Pigneur [4] that consists of nine components as shown
in Fig. 1:

– Value Proposition (VP): It should focus on the problem that will be solved,
in the needs that customers want to see satisfied and, in the products, and/or
services to offer to each segment of customers.

– Customer Segments (CuS): Customers are grouped in different segments
according to their needs, behaviors, and other specific attributes.

– Channels (CH): Through channels of communication, distribution and
sales, companies reach their customer segments and deliver the value propo-
sitions.

– Customer Relationships (CR): Relationships (personal and automated)
between a company and its customers.

– Revenue Streams (RS): Set of forms of business monetization.
– Key Activities (KA): activities that support the value creation process

inherent to the business model.
– Key Resources (KR): Main resources (e.g., human, physical, technical)

that support the main activities.
– Key Partnerships (KP): Suppliers and company partners that contribute

to the optimization of the business model and to the reduction of business
risks.

– Cost Structure (CoS): Implies recognizing and understanding all the costs
involved in the business operation.
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Fig. 1. Business model canvas [4].

This model, used and tested whole over the world, was used during this study
and the components that comprise it cover the four most relevant areas of a given
business: customers, supply, infrastructure and financial viability.

Some studies refer to BMC and connect it with other models. Cann et al.
suggest the use of a model for software entrepreneurs to help startups to suc-
ceed and survive in the initial phases [11]. This model, called Early-Life Decision
Model (ELDM), identifies 17 different types of decisions that can be taken in a
daily basis at companies in order to achieve market success. These types of deci-
sions are grouped into four major dimensions (shaping the company, developing
the product, establishing the market, and going international), and 12 of the
identified decision types may be contained in the BMC. Some types of decision
can be placed on more than one BMC component, and some components may
contain more decision types in a particular category than others.

3 Business Model Change and Innovation

In order to remain viable on the market, a company may need to change its
business model over time.

Osterwalder and Pigneur claim that each of the nine components that are
part of the BMC can be a starting point to innovate the business model of a
company [4]. They also consider four epicenters that can be starting points for
the innovation of business models:

– Resource-driven epicenter: This type of epicenter allows to expand or
transform the business model of the company, through the innovations origi-
nated in the company’s infrastructure or through a partner.

– Offer-driven epicenter: Innovations from this kind of epicenter create new
value proposals to be delivered to the customer. The emergence of these new
value proposals therefore alter the other components of the business model.

– Customer-driven epicenter: These innovations are based on the needs of
each client, in the facilitated access or in the increase of the convenience.

– Finance-driven epicenter: The innovations of this type of epicenter arise
from finance, pricing mechanisms or from reduced cost structures.

These four types of innovation epicenters of the business model are important
mechanisms for a better understanding of the components where changes can
occur and the components that will be affected by them. In any case, all the



Changing and Pivoting the Business Model in Software Startups 161

innovations that depart from resources, value proposition, customers, and the
financial dimensions affect the other components of the business model.

Linder and Cantrell interviewed 70 business executives and analysts, and
their study aimed to identify a roadmap for operations managers to lead the
change in their business models [12]. This study presents a list of 39 different
ways to change the business model, ranging from narrowing or expanding the
target market to changing the production of products for services.

Voelpel et al. suggest a systematic structure for the reinvention of the business
model, thus enabling entrepreneurs to evaluate the business models of their
companies [5]. After conducting a literature review on the subject, these authors
found that there has been little guidance on how to remodel business models.
The reconfiguration of the business strategy and the dynamic capabilities of
the company are some of the factors contributing to the development of a new
business model.

As a result of this study, a wheel-based model was developed to illustrate
the reinvention of the business model (Fig. 2). This wheel allows entrepreneurs
to know how to operationalize and measure the development of new business
models. It presents the interactive (systemic) flow of the four dimensions in the
reinvention of the business model: (1) customers; (2) technology; (3) business
system infrastructure; and (4) economics/profitability. The wheel allows compa-
nies to continuously try to reinvent themselves, iterating the process throughout
the four dimensions.

Fig. 2. Reinventing the business model [5].

In many cases, for companies to survive and succeed in the market, they
must be able to change the business strategy during their lifecycle.
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Among the different types of strategies, one can highlight the growth strategy.
The following approaches can be followed by a given company [13]:

– It can acquire companies in a distribution channel, thus approaching the final
consumers of its products (vertical integration);

– It can acquire competitors, thus increasing not only its size, but also its sales
volume and its market share (horizontal integration);

– It can diversify its business;
– It can merge with another company, causing them to become just one.

Growth strategies can be divided in four types [14]:

– Innovation: Some companies are concerned with constantly innovating their
products/services, to allow them to keep ahead of their competition;

– Internationalization: By entering into the markets of other countries, some
companies can grow and increase their sales volume;

– Joint venture: Two companies can join for the development of a product
to be placed on the market;

– Expansion: Some companies are looking to expand their business in the
market segment where they currently operate.

Several authors refer various types of strategies that can be adopted, contributing
to the growth of the business. According to Markides [7], “strategic innovation
occurs when a company identifies gaps in the industry positioning map, decides
to fill them, and the gaps grow to become the new mass market”. These gaps can
be interpreted as customer segments, needs that they seek to see supplied or new
forms of production, delivery or distribution of products/services. A company
can develop, proactively and in an organized way, a new business model: redefin-
ing the WHO, redefining the WHAT, redefining the HOW. Additionally, answers
to the three key questions should be obtained: (1) who should be selected as a
client? (2) what products/services and value propositions we offer to the selected
clients? (3) how to offer these products/services in a cost-efficient form? [7].

Ries considers that the strategy that a startup applies must include a business
model, a product road map, a perspective about partners and competitors, and
ideas about the characteristics of the customer [1]. This strategy has as a final
result the product to be developed by the startup in its first years of existence.

4 Research Methodology: Semi-structured Interviews

This section describes the research approach followed during the study reported
in this manuscript. The semi-structured interview was the method selected for
the collection of the data in the different companies involved in this study,
because it presents adequate characteristics for the purpose of this research.

The interviews must be well organized and structured in order to obtain
quality data, and they can take place in four key steps: (1) identification of the
interviewees; (2) preparation of the interview; (3) conducting of the interview;
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Fig. 3. Main steps of an interview.

and (4) conclusion [15]. These four steps were carried out in the interviews
conducted in this study (Fig. 3).

The semi-structured interview was used as a way to gather the data for
this study. A characteristics of this type of interview is the use of a previously-
elaborated guide [16]. A guide offers to researchers support at the time of gath-
ering verbal data in the interviews they perform. The semi-structured interview
combines the features of structured and unstructured interviews. In this type of
interviews, it is necessary for the interviewer to create a certain dynamics and
to control the way how the interview takes place.

Interview Script. The interviewer needs to prepare some key questions to be
asked during the interview. The interview script was elaborated based on the
BMC and the ELDM. During its elaboration, the script was changed several
times, so that the questions were placed in the most appropriate order, were not
ambiguous, and permitted the interview to not exceed 60 min. The guide used
for the interviews in this study was structured as follows:

1 General information
1.1 Information about the interviewee (education, role, experience)
1.2 Information about the company (location, size, business)
2 Business modeling and market entry
2.1 How the company was initially modeled (mission, vision, staff)
2.2 Product and market (initial product, initial market)
2.3 Market entry strategy
2.4 Internal and external restrictions
3 Business growth strategy
3.1 Key moments in the business growth
3.2 Evolution in the value proposition
3.3 Changes in the relationship with the market
3.4 Changes in the business model
4 Economic-financial issues
4.1 Cost structure and revenue streams
4.2 Investment, funding, and profitability
4.3 Business management

Planning the Interview. At this stage, (1) the inclusion criteria were
established, (2) the interview script and the confidentiality document were
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edited, (3) a pilot interview was conducted to identify the aspects to be cor-
rected/improved in the script and to better prepare the conducting of the inter-
views, (4) the companies that could be considered in the study were identified,
and (5) the contacts with the companies were established.

Interviewees. This study was conducted in Portuguese software startups, all
with their headquarters in the city of Braga. The 15 companies that agreed to
cooperate in our study were categorized in three different groups, based on their
value propositions (i.e., the type of software systems they develop). In this study,
each category includes five companies classified as:

1. Own projects (OP): development of the portfolio’s own projects, i.e., the com-
pany takes the initiative to develop its own software (mass-market) products,
platforms and/or mobile applications;

2. Bespoke projects/services (BP): development of applications/systems tailored
to customers;

3. Own projects and bespoke projects/services (OP&BP): this group includes
companies that simultaneously address the two previous profiles.

A summary of the companies, anonymously designated from A to O, is provided
in Table 1. Among the 15 collaborators (i.e., one per company) that were avail-
able to be interviewed, 13 held the position of CEO and the remaining two were
CTOs. Only two of these 15 persons were not co-founders of the companies.
Although it was not possible to meet with a co-founder in these two companies,
the CEOs had a good knowledge about the company history and its evolution
from the beginning of their activities. In some cases, additional questions were
asked during the interviews, according to the answers that were provided.

Interview Analysis. This phase was characterized by the transcription of
the interviews, production and validation of the reports. For each interview,
the respective transcript was made (except in one case, since the CEO did not
allowed the interview to be audio recorded). During the transcription, when new
questions arose or when some issues required further clarifications, the intervie-
wee was contacted again. When the transcript of each interview was considered
as complete, it was sent to the interviewee for validation.

The data standardization was carried out iteratively. The process was
stopped when we got adequate conditions for coding the interviews and analysing
in the NVivo program (software for qualitative data analysis). The use of the
NVivo program proved essential for this work, as it allowed us to group the data
into topics and to identify similar aspects among the participating companies.

5 Analysis and Discussion

The main results and findings of this study are discussed in this section, namely
the most relevant aspects related to the building blocks of the BMC and how
they changed and evolved in the considered startups. The key moments and the
decisions in terms of business model change are also highlighted.
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Table 1. Characterisation of the companies. Turnover refers to 2015 and is presented
in thousands of Euros.

Cpy. Found. year Category Workers Turnover Interviewee Date

A 2012 OP & BP 11 500 CEO May & Aug 2016

B 2011 BP 11 250 CEO May & Jul 2016

C 2012 BP 10 200 CEO/co-founder May 2016

D 2011 OP & BP 17 n/a CEO/co-founder May 2016

E 2010 OP 12 1.000 CTO/co-founder May 2016

F 2008 BP 15 n/a CEO May 2016

G 2013 OP 8 n/a CEO Jun 2016

H 2008 BP 7 180 CEO/co-founder Jun 2016

I 2013 OP 7 50 CEO/co-founder Jun 2016

J 2011 OP & BP 8 170 CEO/co-founder Jun 2016

K 2013 OP & BP 3 50 CEO/co-founder Jun 2016

L 2013 BP 11 560 CEO/co-founder Jun 2016

M 2013 OP 6 50 CEO/co-founder Jul 2016

N 2011 OP & BP 14 1.200 CEO/co-founder Jul 2016

O 2014 OP 9 0 CTO/co-founder Aug 2016

5.1 Results

By analyzing how each of the nine BMC components have changed between
the key moments that characterize the life of each company, one was able to
identify which one had the highest number of changes. A score, ranging from
zero (minimum score) to three (maximum score), was established to measure the
change level of the BMC components (see Table 2).

Table 2. Score assigned to the change in the BMC components.

Meaning

The BMC component had . . .

Zero . . . not undergone any major changes

One . . . few and small changes

Two . . . significant changes

Three . . . completely changed (pivot)

Figures 4 and 5 summarize the main results of business model change in the
15 companies that were studied. In Fig. 4 we can see how each component of the
business model of each company has evolved or changed ranging from white (no
relevant changes were identified) to dark blue (when pivoting or radical change
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was found). Figure 5 presents the number of changes by component in the three
types of companies and in aggregate. The dimension or the level of change is
indicated by the accumulated points in each building block of the business model
canvas.

Fig. 4. Scores assigned to measure the change in all BMC building blocks for each
company. Dark blue = 3; blue = 2; light blue = 1; white = 0. (Color figure online)

Fig. 5. Scores assigned to measure the change in all BMC building blocks for the three
types of companies (OP, OP&BP, BP) and in aggregate (TOTAL).

5.2 Discussion

These results corroborate some assumptions found in the literature (e.g., Oster-
walder and Pigneur’s epicenters of change [4] and the three dimensions of strate-
gic innovation suggested by Markides [7]), but also give new insights on this
process. Taken into consideration the exploratory nature of this research, these
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findings ask for further validation through in-depth case studies or a survey
approach but they offer already interesting and additional issues for discussion.
Some of these findings are discussed below.

The Most Stable Components in the BMC
In the companies considered in this study, most of the components of the

business model changed but some did not show relevant changes. It is the case
of the CoS building block in the left-hand of the BMC. Apparently, software
startups may evolve and change during the first years of life but such changes do
not impact significantly on the overall cost dimension of the company. Curiously,
activities and resources tend to change more significantly than the overall cost
structure. This may suggest that these companies face changes with impact on
operations, but without overall financial impact.

Furthermore, in the right-hand of the BMC, the components CR and CH
changed much less than most of the other components on the “emotional” side
of the BMC, particularly the former. We may ask why these business building
blocks do not change so frequently or significantly. Indeed, some of the compa-
nies increased the number of communication channels used (e.g., social media,
participation in events) but, on the other hand, we also realized that others have
been disinvesting in their channels. One may assume that these components were
already well established at the beginning of the business and no particular evo-
lution was needed or demanded. But, such inertia may also result from opposite
reasons. These two components represent more detailed aspects of the business
model that may be develop later or remain underdeveloped in the first years
when business effectiveness is predominant. They also ask for additional and
specialized skills and knowledge related to marketing and business management
that are not priorities in the initial rounds of hiring new collaborators. This
kind of successive waves of development in the business model is a very com-
mon business strategy where technical skills come first and soft or business skills
development happen later. Indeed, the reduced changes in these two important
components that we can find in more complete and sophisticated business models
may indicate some underdevelopment and limitations that should be mitigated.

As in the case of the CR component, CH has evolved slightly more in BP
companies. In general terms, when the three types of companies are compared,
OP companies tend to show less significant changes in their business model when
compared to BP ones.

The Most Dynamic Components of the BMC
Firstly, only a few components experienced very significant changes (pivoting)

and those were the VP and CuS dimensions of the business model. The CuS
was the right-hand side BMC building block where the most significant changes
were observed and, particularly, in the cases of BP and OP&BP companies. OP
companies are not so agile as BP ones in changing products and services offered
what may result in a higher risk of the business. Indeed, some OP companies
are still focus on the same products since the company was launched. Even if
OP companies are constantly improving the product, adjusting it to the market
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needs and expectations, those changes are more incremental than radical e.g.,
new versions of the initial product.

On the other hand, BP companies are more dynamic, for example, two of
these companies made a pivot in their value proposition what represents a radi-
cal change of the business model. Furthermore, it was observed in the companies
interviewed that, as the value proposition evolved (e.g., with new products or
services), new sources of revenue were added to the company’s business model -
which forced changes in this component. There is, therefore, a causal relation-
ship between the value proposition and the sources of revenue. Thus, beyond
identifying the causes of changes in business models, also the impact of these
changes on the other elements of the business model should be analyzed. This
aspect is discussed next.

The Most and the Less Interrelated Components of the BMC
The left-hand components of the BMC related to the rational of the business

or the way how the value proposition is produced are apparently more inter-
connected than the components related to the emotional side of the business
model (presented in the right-side of the model) because the components of the
latter apparently can change/evolve more independently. The components of the
left-hand of the business model (i.e., KA, KR and KP) change in a more interre-
lated way and more significantly. On one hand, changes in the key resources are
essentially related to hiring more collaborators and that occur more often in BP
companies. On the other hand, key partnerships, if not established at the begin-
ning tend to only occur much later when the companies have more experience
in the market and are able to align them with company’s business strategy.

Sources of Change and Impacts
A change in a particular BMC component may have an impact on other

components. The type of impact that the change in certain BMC components
caused in the remaining components was analyzed. It was concluded that:

– A change in a BMC component may not affect the remaining eight compo-
nents but adjacent components tend also to change;

– All the components on the left-hand side of the BMC (excepting CoS) and
the CuS component on the right-hand were the ones with the greatest impact
on the business model of the 15 companies;

– The VP component and all components belonging to the right side of the
BMC (excepting CH) were the most affected by the changes that have
occurred;

– The propagation of an “earthquake” (which are starting points for change and
innovation in business models) does not necessarily follow what is suggested
by the four epicenters proposed by Osterwalder and Pigneur [4].

Key Moments and Decisions
Finally, we highlight the most significant key moments/decisions that were

identified as drivers of change in the business model of the studied software
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startups. They pushed or justified changes in different BMC components. The
collected key moments and decisions driving changes in the business model are:

– Value proposition: innovation, product development;
– Customer segments: the first clients, addressing new (or more) clients, inter-

nationalization;
– Customer relationship: acquiring new clients, changing customer relationship;
– Channels: better communication through social networks;
– Revenue streams: venture capital investment, increasing sales;
– Key resources: increasing the number of employees, retaining/attracting expe-

rienced employees, hiring skilled employees for specific positions;
– Key activities: changing the software development process, addressing the

maintenance of the products, addressing branding and marketing;
– Key partners: changing unsuccessful partnerships, establishing technical part-

nerships;
– Cost structure: N/A.

Changes in the value proposition and customer segments are related and are
those with more impact in the business model representing a major change or
pivot. This was the case of companies A and N.

Initially, the product of Company A had some acceptance and quickly
attracted close to 20 customers. However, the product does not solve a real
problem from the perspective of the market and sales were not enough to sup-
port the expenses of the company. Thus, after a year of its launch, the product
was discontinued. Company A had to abandon the first product and decided to
redefine its strategy and its business model. With the departure of two share-
holders, the company chose to provide web services and web design in order to
generate cash flow to finance the investment in its own products and changed
the focus to the international market namely, the USA.

Company N developed an electronic government system and established a
contract with four municipalities. However, this happens in the crisis period and
under the economic supervision of the Troika in Portugal. As a consequence, all
the funding that would have allowed the four municipalities to buy the product
was cancelled. Thus, Company N decided to focus on new business areas in the
company namely, an e-commerce solution, a CRM tool, and also web develop-
ment services. The company decided to develop tailored made software for its
customers and a significant restructuring of the business was made.

5.3 Validity Threats

A series of issues may influence the results of this exploratory study, such as
the researchers who performed the study or the observed data set. In the follow-
ing, we consider the threats to validity, in a way to discuss the acceptance and
accuracy of our findings.

The use of the BMC may be criticized. There are multiple models to address
the business models of a company, like [17]. However, the BMC is nowadays the
most used one and it is particularly popular to support the creation of startups.
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We do not claim that our results are representative of all software startups,
or to be generalizable to other economic fields. Though, they provide relevant
insights from a set of software startups. The number of companies is relatively
low, even if they the three considered types of companies are equally covered.

During the field study, two researchers were responsible for interviewing the
participants, collecting and organizing the data, and processing the results. More
than one author drew the conclusions from the gathered data, so there is a
risk related to interpretation of the findings. Furthermore, we tried to mitigate
this validation threat by the use of a software application for the analysis of
qualitative data, with follow-up reports that were sent to the interviewees and
by discussing the preliminary results at length with all the researchers.

6 Conclusions

For the data collection from the participating software companies, it was neces-
sary to prepare a set of tools that can be used in similar studies. The interview
script, based on the list of questions made in the BMC and ELDM, can be used
when conducting the interviews in such studies. The data collected through the
interviews and web search allowed to form a very thorough and detailed database.
The analysis of some of these data may be the starting point for the realization
of new studies within the software companies.

For a better understanding of the components that have evolved in different
ways in the business model of each company, it was necessary to develop a
score system, in the range 0–3 as shown in Table 2. This system has allowed the
identification of the components that have more and less evolved for each of the
three identified groups of companies and can be used in other similar studies.

The four types of epicenters that Osterwalder and Pigneur (2011) present
as possible starting points for the innovation of business models were verified
when analyzing the data and results. In this study, it was also found that the
“quake” propagation does not necessarily follow and that change in a particular
component may not affect all adjacent BMC components.

Finally, some opportunities for further work can be highlighted. In-depth
case studies can be performed in some of the companies that took part in this
study. Another possible opportunity is related to compare the business strategies
of mature software companies vs. startups, which in this case implies extending
the analysis to more companies (namely, mature ones). Coleman and O’Connor
show that the previous experience of the person that manages the development
work is the main influencer on the process a company initially uses [18]. This
may provide a good trigger to study if the same happens with respect to the
business approach followed by startups.
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Abstract. Software startups have emerged as an interesting multiper-
spective research area. Inspired by Lean Startup, a startup journey can
be viewed as a series of experiments that validate a set of business
hypotheses an entrepreneurial team make explicitly or inexplicitly about
their startup. It is little known about how startups evolve through busi-
ness hypothesis testing. This study proposes a novel approach to look
at the startup evolution as a Minimum Viable Product (MVP) creat-
ing process. We identified relationships among business hypotheses and
MVPs via ethnography and post-mortem analysis in two software star-
tups. We observe that the relationship between hypotheses and MVPs
is incomplete and non-linear in these two startups. We also find that
entrepreneurs do learn from testing their hypotheses. However, there are
hypotheses not tested by MVPs and vice versa, MVPs not related to
any business hypothesis. The approach we proposed visualizes the flow
of entrepreneurial knowledge across pivots via MVPs.

Keywords: Software startup · Lean startup
Entrepreneurial journey · Minimum viable product · Pivot

1 Introduction

The software industry has witnessed a growing trend of the development of soft-
ware products by small teams of people with limited resource and little operating
history. Despite this global movement of high-tech entrepreneurship, the major-
ity of software startups fail within two years of their creation, primarily due
to self-destruction rather than competition [1]. The number will be much higher
when counting startup teams which have not reached the launching milestone. It
is known that there is no common recipe for entrepreneurs to be successful. It is
difficult to frame successes and failure from startups [2], as each startup will have
a unique evolution path depending on an abundant amount of context factors.
Lean startup, a common methodology among entrepreneur, emphasizes the role
of validating business ideas via building MVPs. It is also common that a pivot
c© Springer Nature Switzerland AG 2018
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occurs after a series of MVPs are created [3,4]. Such a startup journey is also
an artefact-creating process, given that major milestones for startups (namely:
pitching events, first paid customer and fund-raising) tight to certain artefacts.
Entrepreneurship research provides a grounded foundation that startup is an
emergent sequence of events, in which an event is both, path dependent on prior
processes and contingent on contemporaneous processes [1,5–7].

While it is useful for an entrepreneur to view entrepreneurial development
from an MVP-creating process perspective, it is more important for them to
know what they can learn from their MVPs. Ries mentions the Build-Measure-
Learn circle in his method [8]. The concept of the loop explains that build stage
is based on the hypothesis formulated by an entrepreneur. In order to test the
hypothesis, an experiment has to be configured. Learning is intended during
the testing of hypothesis [9]. Therefore, this loop could also be regarded inter-
preted as a traditional scientific hypothesis-metric-experiment loop. The cycle
that starts with the hypothesis and ends with a prototype to test the hypoth-
esis. While exercising the loop, the earlier a startup realizes a hypothesis is
wrong, the quicker it should be updated and retested [9]. However, the cycle
does not directly imply what software entrepreneur actually learn from their
previous experience embedded in MVPs. Software startup teams are excessively
focused on the developing a better software solution and delivering a prototype
to its customer. Individuals exercising so many experiments to win the software
development timeline, often neglect the learning involved in software startups
[10]. The objective of this study is to understand the entrepreneurial learning
from an MVP-creation process. We assume that entrepreneur has predetermined
business ideas, which are formed as a hypothesis, that is validated by building
MVPs. Therefore, adopting MVP as the unit of analysis, our research questions
are RQ1: Do entrepreneur learn from formulated hypotheses for their business
and product? RQ2: Are their corresponding MVPs for a formulated hypothe-
sis? The study is organized as follows: Sect. 2 presents a background about
startup development and entrepreneurial artefacts. Section 3 describes our study
design, case description, data collection and data analysis. Section 4 presents the
entrepreneurial journey of two software startups: Startuppuccino and MUML
AS. Finally, Sect. 5 presents the discussion and concludes the paper.

2 Background and Related Work

To explore our research questions, we articulate two theoretical fields: startup
development and entrepreneurial artefacts as illustrated in Fig. 1. On the grounds
of software engineering, a startup doing experiments contributes with knowledge
on software development process, techniques and their outcomes. The procedure
to carry out experimentation helps the startup team to better predict, under-
stand and develop the software development process [11].
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Fig. 1. Theoretical aspects of MVP’s

2.1 Startup Development

Lean Startup [8] as a methodology for entrepreneurship has become increasingly
popular in the past several years, evidenced by dedicated conferences and global
Lean Startup meet-ups. As a result, it starts to enter entrepreneurship educa-
tion programs as the main topic too. The Lean Startup approach was inspired
by the lean concepts of focusing on the efforts that create value for customers
and eliminating waste during entrepreneurial processes [8]. However, since the
customers are often unknown, what customers could perceive as value is also
unknown. Therefore, entrepreneurs should get out of the building to involve
the customers since day one [12]. Lean Startup advocates to build the product
iteratively and deliver to the market as quickly as possible for earlier feedback
[8]. Lean Startup is essentially a hypothesis-driven approach [13] which bases
entrepreneurial decisions on evidence and validated learning. To capture cus-
tomer value, an entrepreneur should start a feedback loop that turns an idea
into a product, learning whether to pivot or persevere. This can be done by
developing an MVP using agile methods to collect customer feedback about the
product [8]. The feedback becomes the input to improve the product and val-
idate the hypothesis. As a result, the startup might pursue new directions of
the business or continue and scale it [14]. Figure 2 is a high-level representation
of the Lean Startup methodology. Pivots in software startups are common to
occur and discussed by various scholars. According to Ries [8], it is a kind of
change done to validate the startup hypothesis about a product, business model
and the engine of growth. Bajwa et al. in their study refer to various different
types of pivots that can happen in startups: Zoom-in, Zoom-out, Customer Seg-
ment, Customer need, Platform, Business Architecture, Value Capture, Engine
of Growth, Channel, Technology, Complete and Side project [4]. A startup jour-
ney can be seen as a process of creating entrepreneurial artefacts [15]. According
to the science of artificial, one of the schools of theory adopted in entrepreneur-
ship research [16], an artefact is defined as an interface between the internal team
and its surrounding environment. MVP is one type of artefact created as a result
of the entrepreneurial process. As a core concept of Lean startup [8], MVP is a
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Fig. 2. Lean startup process model [14]

version of a new product which allows a team to collect the maximum amount of
know-how about customers with the least effort [8]. Eric Ries listed several types
of MVPs, for example, an explainer video, a landing page, a wire-frame, and a
single feature prototype [8]. In Software Engineering context, Nguyen Duc et al.
discussed the throw-away prototype and the evolutionary prototype as an MVP
[17]. MVP is also considered as a type of boundary object in startup context [3].

2.2 Theoretical Model of Startup Evolution

Based on the Build-Measure-Learn approach, hypothesis about both product
and customer should be formed and validated using MVPs [8]. The loop repeats
and moves forward, from problem-solution space to product-market space and
eventually to scaling. Lindgren and Münch present a study about experiment-
driven product development in the startup context. The authors describe
the product development as a series of linear increment of experiments [18].
Fagerholm et al. propose a framework for the continuous experiment which
includes the elements of the lean startup [19]. This type of experiment points
out the importance of continuous testing in order to support the development
process to achieve the high-end product. Continuous in this context refers to
running many iterations of Build-Measure-Learn feedback loop. In addition to
whisking the experiment Fagerholm et al. provides the description of required
artefacts, tasks and roles [18,19]. This experiment-driven process facilitates the
development of MVP or minimum viable features (MVF) and supports the plan,
implementation and analysis of experiments. Holmström et al. study describes
the Hypothesis Experiment Data-Driven Development (HYPEX) model which
helps to blend the experiments with the customer in the software development
process. The HYPEX model aims at reducing the customer feedback loop. Hence
this leads to less development pressure in the software development process. Sim-
ilar to the approaches mentioned earlier Nguyen et al. represents the evolution of
startups via double loop model of sense-making [20]. We formed a process-based
framework to realize the entrepreneurial process as in Fig. 3.
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Fig. 3. Hypothetical process of artefact-driven startup evolution

3 Research Approach

This section describes the research methodology adopted to study our cases.
Given startups are a dynamic and multi-influenced environment, our initial plan
was to conduct an exploratory case study. Further, in the research process, our
data was dominated by participant observations due to the fact that all of the
paper authors were heavily involved in the startup cases. This motivated us to
conduct a tailor ethnography study [21]. Ethnography derives from traditional
anthropology aiming at telling a credible, rigorous, and authentic story, giving
voice to people in their local context [22]. The central focus of ethnography
is to provide rich, holistic insights into people‘s views and actions, as well as
the scenario where they behave, through the collection of detailed observations
and interviews [23]. There have been some attempts to adopt ethnography in
software engineering context [24]. In this type of study, ethnographic methods
are helpful in generating rich and detailed accounts of software project teams,
their interactions with project stakeholders, and their approaches for delivering
products, as well as in-depth accounts of their experiences [24]. Hence, we would
like to adopt the approach to leverage all contacts and insights we have from the
cases.

3.1 Case Description

A case was selected from our convenient sample. We defined four criteria for
our case selection: (1) a startup that operates for at least six months, such that
their experience can be relevant, (2) a startup that has at least a first running
prototype, (3) a startup that has at least an initial customer set, first customer
payments or a group of users, (4) a startup that has software as core value of
their business. We eventually decided to study the hypothesis-driven journey of
two startup cases: case 1: Startuppuccino and case 2: MUML AS.

Case 1. The startup is named after the name of the developed application,
Startuppuccino [25], which is based at the Free University of Bozen-Bolzano in
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the northern part of Italy. Startuppuccino started with the experience and obser-
vation of two team members who are also university teachers. The initial idea
of the teachers was to recommend good software tools to initiate and support
startups that miss key skills in their teams (e.g., design, web development) [26].
Commonly, early-stage startups lack resources and look for some startup tools
in order to launch their idea and test the product solution fit. Later, the idea
pivoted into an educational platform that aims at helping entrepreneurship edu-
cators in providing students with better learning experience during their courses.
Tools were also recommended to users at this level. So far the journey of Star-
tuppuccino did three pivots: (1) startuptools.club, (2) MineToolz and (3) current
version running as Startuppuccino [25].

Case 2. MUML AS is a spin-off from a Norwegian social media company. The
CEO of the company quit the job and sought for a technical team to develop a
hyper-local news platform. She started with the business idea and hiring several
consultants, freelancers and contractors to realize and refine the idea. After that,
a CTO joined the team and started a prototyping contract with a Vietnamese
outsourcing team. The team was selected after a bidding process to ensure the
lowest price quote. The contract was made based on six-milestone delivery and
payments were made after each milestone. The outsourcing team worked in
a Sprint-based approach adopting Sprint planning and retrospective meetings,
burn-down chart and communication via social media. After nine months of col-
laboration, the CEO stated that it was a positive experience regarding the value
perceived. The outsourced team was offered to be a part of the startup.

3.2 Data Collection

Semi-structured individual interviews [27] and participant observation were used
to collect data since they enable enough focus on the topic of interest, but also
flexible structures to discover unforeseen information. Table 1 shows outlook of
the data collection instrument. An interview guide was slightly different between
two cases, between different people in the same case and even between the same
interviewee subject. However, we asked three types of questions: (1) warm-up
question about the current context of the interviewees related to business and
product development, (2) past experience question to investigate how the inter-
viewees did in certain project scenarios in the past and (3) lessons learnt ques-
tions to capture the beliefs that emerged or evolved from the project experiences.
Most of our performed observations are active participation, in which researchers
are members of the startups, actively involving in business development, deci-
sion making, product development and customer interaction. When counting
observations with predefined research goals, there were six planned observation
sessions conducted in MUML AS and ten planned observation sessions were con-
ducted in Startuppuccino. The researchers came to observed sessions with a clear
research goal in mind, sometimes with a check-list. Field note was done after the
observation. In case of Startuppuccino, the observation of actions and thoughts
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Table 1. Data collection instrument

Cases Data collection Amount

Startuppuccino

Planned participant observation-strategic meetings 10

Interview with entrepreneur 4

Artefacts: Trello, pitching videos, dairy Various

project plan, project charts, kanban board

MUML AS

Planned participant observation-strategic meetings 6

Interviews with entrepreneur 3

Artefacts: pitching documents,trello, bitbucket,

user research, project plan, Development contract Various

were captured in a startup diary. Data triangulation was done by looking at
project’s artefacts, such as project plan, meeting notes, technical document and
project management board. By triangulating our data sources and our instru-
ments, we addressed issues of validity and obtained comprehensive insights into
the application of ethnographic methods.

3.3 Data Analysis

Interview transcripts and observation diary were available for analysis. We
adopt-ed a narrative analysis by going through the scripts, identifying the rel-
evant piece of text and labelled them by codes representing: business, product
ideas and descriptions of MVP. Combining with extra materials, we came up
with a list of hypotheses and MVPs. Hypotheses were either directly stated or
indirectly explained by an interviewee. We also noted the timestamps when a
hypothesis or an MVP occurs. The connections among hypotheses are interpre-
tative and conducted by all co-authors of the work. For instance, the connection
between hypotheses is interpreted by their semantic meanings. Most of the con-
nections between hypotheses and MVPs are evident from our data. After that, a
cross-case analysis was done to identify commonality and difference between two
cases. This was done on top of the previous analysis of hypotheses and MVPs
in each case.

4 Results

This section describes our finding with regards to each case. First, we explain
the Startuppuccino and then the MUML AS journey with the list of hypotheses
formulated, then the MVPs that were created, the pivots that occurred and
finally the relationship diagram between hypotheses and MVPs.
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4.1 Entrepreneurial Journey of Startuppuccino

With regards to RQ1, we found that in Startuppuccino entrepreneurs had some
initial ideas and assumptions about customer problems. Table 2 shows that most
of the hypotheses relate to the customer problems, which is based on their busi-
ness model canvas. Some hypothesis, for example, H04, was derived after obtain-
ing the new knowledge from testing a previous hypothesis, i.e H02 and H03.
Hence, we formulated a parent-child relationship between these hypotheses. The
hypotheses are also temporally ordered; H01 is the first hypothesis and H07 is the
last hypothesis in the investigated time-frame. During the postmortem analysis,
we were also able to identify the MVPs that are associated with these hypothe-
ses, as described in Table 3. We identify 7 MVPs (in which the pivots occurred
at M02, M05, M07 as marked *) and 7 hypotheses as described in Tables 3 and 2.
MVPs were described with their types and how they were built in the startups.
The MVP is numbered chronologically: M01 is the first MVP and M07 is the
last one within our investigated time-frame. Pivots are evidence of visible knowl-
edge and experience transfer in Startuppuccino. M02 is a zoom-in pivot, where a
major change occurred in the team, targeted market, UX design of the product.
M05 is a customer segment pivot, coming with new team members and vision
change. M07 is the least knowledge transfer as it was a complete pivot, where
the whole business model got changed.

Table 2. Hypotheses formulated in Startuppuccino journey

Parent Hypothesis Tested-In

H01 Entrepreneurs have less time and resources to build

startup so they need assistance from startup tools

H02 Entrepreneurs need right startup tool at right M02

time for very early stage startups

H03 H02 People would like to see video on platform, M02,

Users like to grasp the idea quickly M03

H04 H02, People prefer a video with real users M02,

H03 stating the idea M04

H05 Entrepreneurs/students need a better M05

platform with guidance from mentors

to intiate/run the startup

H06 H05 Users like to grasp the idea quickly M05

H07 Students could know better about the startup course, M07

Educators could get support to run the startup course
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Table 3. MVPs build in Startuppuccino journey

MVP Description

M01 Mockup made to visualize, understand the very first idea clearly

M02* Landing made just enough for the market/users

page

M03 Explainer made so that users understand the idea quickly,

Video made to retain users on the landing page

M04 Explainer video made with real users at the startup weekend

M05* Concierge made with vision to provide support,

entrepreneurs/students with startup tools and

guidance provided by mentors

M06 Explainer made so that users understand the idea quickly

Video made to retain users longer on platform

M07* Concierge made with vision changed to provide

platform to support entrepreneurship education

made with vision to support educators teaching course

4.2 Entrepreneurial Journey of MUML AS

With regards to RQ1, Table 4 shows that most of the hypotheses relate to the
business objectives driven by their business model canvas. The hypotheses are
also chronologically ordered; H01 is the first hypothesis and H14 is the last
hypothesis in the investigated time-frame. During the postmortem analysis, we
were also able to identify the MVPs that are associated with these hypotheses,
as described in Table 5. We identify 13 MVPs (in which the pivots occurred at
M03 and M13) and 14 hypotheses as described in Tables 5 and 4. MVPs were
described with their types and how they were built in the startups. The MVP
is numbered chronologically: M01 is the first MVP and M13 is the last one
within our investigated time-frame. In MUML AS, two pivots happen, which
occurred by building a new MVP (M3 and M13) based on previous learning
from customer needs and product design. M03 is a customer need pivot, which
is quite disconnected from its previous MVP. However, the learning experience
regards to UX design and customer involvement remained the same with those in
previous MVPs. M13 is a technology pivot, where new market research results in
a new technical platform. Only the platform was changed here, all the knowledge
about the customer, product design and business model remained the same.

4.3 Findings from Cross-Case Analysis

We observe some commonalities in terms of hypothesis and MVP development
in the two startup cases: With regards to RQ1, we found that startups do actu-
ally learn during entrepreneurial evolution and the learning can be marked with
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Table 4. Hypotheses formulated in MUML AS

ID Parent Hypothesis Tested-In

H01 People are interested in hyper-local M01

news around them M02, M12

H02 H01 People are interested in a sub-set of news depending

on geographical context

H03 H01 People are interested in trusted,validated news M09

H04 H01, People are interested in news in M07

H02 other locations as well

H05 People are willing to share M01,

hyper-local news around them M12

H06 H05 People are interested in sharing news via M09,

interesting sharing mechanism M10

H07 People are interested in news displayed in a map M04

H08 H07 People like to see news headline in the map M04,

M06

H09 H07 People like to be able to configure the radius M08

of news they can receive

H10 H01, People would like to see picture and less text M04,

H07 M06, M07

H11 H10 People would like to see picture, live stream video as well M10

H12 H05 There is a way to trigger people to post news M09

H13 H12 A camera-ready button triggers the willingness M09

to capture a photo and share

H14 H12 Gamification can help users to engaged into the system M12

either hypothesis testing or MVP creation. However, the overall learning does
not occur systematically and linearly. The relationship between hypotheses and
MVPs is non-linear. The theoretical model of startup evolution includes a series
of incremental experiments that involves hypothesis testing. In both cases, we
find that the actual model of hypothesis testing in startups is more complicated.
It is not straightforward that a hypothesis is associated with an MVP. In some
cases, a business hypothesis is tested by multiple MVPs, at different times in
the startup life-cycle. Validating one hypothesis can lead to another hypothesis
(parent-child relationship). In some cases, one hypothesis can be derived from
multiple parent hypothesis. Some hypotheses are so complex that they are fully
tested by the very late MVPs. We also observe some MVPs that answer mul-
tiple hypotheses. These are often important MVPs that turn into commercial
products. With regards to RQ2, We capture the relationship between hypotheses
and MVPs as in the Fig. 4. In the figure, the dashed link represents the temporal
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Table 5. MVPs build in MUML AS journey

ID MVP Description

M01 Explainer Video Firstly made to express the business idea

M02 Mockup Created by a consultant company to communicate ideas

M03* Mockup Created in just in mind, use to communicate the idea

with CEO, with designers and development team

M04 Single The first implemented features include Mapview,

feature Listview of a news

M05 Single No new feature added but changing a lot

feature relating to the interfaces

M06 Evolutionary Adding detail view, location, features to the app

M07 Evolutionary Channel feature

M08 Evolutionary Map configuration feature

M09 Evolutionary Camera button

M10 Evolutionary Live story feature, preparing for two pitching

events and a makerfaire

M11 Landing page Formal page of the startup

M12 Evolutionary User management and gamification feature

M13* Evolutionary Making the new version of MUML AS for Android devices

It was previously applied for iphone only.

relationship or the evolution flow over time of the startup. The white-head arrow
links represent the parent-child relationship of the hypotheses. The black-head
arrow links represent the evolution of MVPs. It is also used for the association
link between a hypothesis and an MVP. In the case M1 there is no link with the
hypothesis as the MVP was never validated. In the case of M2, which was built
on top of M1, the pivot occurred hence it is highlighted green. In reference to
the case of M5 and M6, the pivot occurred during M5, but M6 was tested at
the same time of M5. Both MVPs were developed in parallel around the same
time. In relation to RQ2, we found that there are NO correspondences between
hypotheses and MVPs. According to Lean Startup, learning occurs while vali-
dating pre-defined hypotheses. However, we find in both cases that some MVP
is built without an association to a hypothesis. The MVP is built either as an
extension of a previous one or with the push from customer and market demands.
There are also hypotheses not tested. Startup founders recognize that derived
hypotheses were not fully covered by MVPs. Some are skipped due to intuitive
reasons; some are skipped mistakenly. Moreover, we found that pivot can be cap-
tured from the MVP-creation approach. A pivot marked by a new MVP often
inherits learning from the previous MVPs. Typically, the pivoted MVP will start
from scratch. This means an MVP before the pivoted one, is typically considered
as a throw-away prototype. There are also situations in which a pivoted MVP
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Fig. 4. Relationship between hypotheses and MVPs in startuppuccino and MUML AS

reuses source code from the previous MVPs. In our cases, the reuse also involves
a significant refactoring and change of code bases. A pivoted MVP is also found
to be associated with a new (sub) hypothesis disconnected with the previous
hypothesis.

5 Discussion and Conclusions

This study describes the hypothesis-driven journey of two software startups expe-
dition which started with forming the hypothesis, building MVPs and pivots that
occurred. Lean Startup and previous studies on software startups have neglected
the relationship between hypothesis and MVPs or considered them in an ideal
context. We found that entrepreneur does learn from testing their hypotheses,
however, they do not always focus on hypothesis formulation and hence, the
relationship between business objective to test and MVPs to build is not always
straightforward. Through two case studies, we observed that a relationship
between hypothesis and MVPs is non-linear and incomplete. We also proposed an
approach to visualize the startup journey from capturing the Hypothesis-MVP
relationships. From our cases, it seems that the amount of learning entrepreneur
have depends on user involvement and their existing knowledge about market,
industry and technology. Little user involvement might lead to little experience
gained from testing hypotheses. For an entrepreneur, it is crucial to solving the
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urgent problem of a user, although a startup has to face a complete pivot. This
could be time-consuming and a big move for a startup to deal with, but benefi-
cial too. Moreover, an entrepreneur should grab every opportunity to experiment
with MVPs. Furthermore, the need and effectiveness of having a strong business
driver for a startup are important. Last but not least, with the usefulness of
visualizing startup journeys demonstrated in this paper, an entrepreneur can
find the journey maps an useful tool for reflecting and reviewing possible gaps
in the business and product development. We are not aware of a specific toolset
for this purpose in the market. However, an entrepreneur can use generic graph
tools, such as Graphviz, GraphTea and Plotly and follow the approach described
in this paper. There are several threats to validity worth to discuss [28]. One
internal threat of validity is the bias in data collection, as data might not repre-
sent a comprehensive story. In order to mitigate this threat, we selected CEOs
during the postmortem analysis, who have the best understanding about their
startups. We used all opportunities for interviewing relevant people of our cases
in this context of the study. We also used artefacts (Trello, project charts, kan-
ban board, dairy) during postmortem to increase our understanding of the cases.
With both startups, we also acted as startup team members, which enables a lot
of insights beyond interviews. Another internal threat to validity regards how
reliable the reported cases are. This ensured that all of the authors have not only
theoretical background about software startups but also hands-on experience. A
construct threat to validity is a possible inadequate description of constructs. An
external threat to validity is the representativeness of our selected cases. Both
of the cases are small startups. Besides, the startup decisions on MVP might be
influenced by individual personalities. Future research can validate results from
this work by systematic adoption of the approach in a larger set of cases. We
also call for a development of a specific toolset to visualize startups hypotheses,
MVPs, and the connections among them. The toolset will definitely highlight
the learning and experience flow during the entrepreneurial development.
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