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Abstract. The issue of coordination in Socio-Technical Systems (STS)
mostly stems from “humans-in-the-loop”: besides software-software we
have software-human interactions to handle, too. Also, a number of pecu-
liarities and related engineering challenges make a socio-technical gap
easy to rise, in the form of a gap between what the computational plat-
form provides, and what the users are expecting to have. In this paper
we try to shed some light on the issue of engineering coordination mech-
anisms and policies in STS. Accordingly, we highlight the main chal-
lenges, the opportunities we have to deal with them, and a few selected
approaches for specific STS application domains.
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1 Introduction

Modern society is a growing interconnection of (sub)systems, such as healthcare,
transportation networks, supply chain, etc. Its complexity thus stems from both
the inherent complexity of each subsystem, and the added complexity of interac-
tions amongst subsystems. The same can be said for modern IT systems, where
managing interactions among components is at least as complex as designing the
computational function of each component itself.

Furthermore, IT systems and the society rarely are isolated systems: rather,
the latter relies on the former for many vital services and functionalities, giving
birth to the so-called Socio-technical Systems (STS). There, “humans-in-the-
loop” [20] are the norm rather than the exception, thus management of inter-
actions further complicates: besides software-software, we now have software-
human interactions to account for, too.

STS, in fact, arise when cognitive and social interaction is mediated by infor-
mation technology rather than by the natural world (alone) [52]. As such, STS
include people, processes, etc., which are inherent parts of the system. An exam-
ple of STS is a Smart City, a social network, a Computer Supported Collabora-
tive Work platform, any Internet of Things (IoT) deployment featuring human
users—i.e. assisted living, smart homes, retail applications, etc.
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STS are technically difficult to design, mostly because social activity is flexi-
ble and multi-faceted [1]. Also, a number of peculiarities and related engineering
challenges have been highlighted by various research works [1,12,25]. Failing to
recognise any one of the above facets, therefore missing to deal with the related
issue, leads to a socio-technical gap in the STS, that is, a gap between what the
computational platform provides, and what its users are expecting to have.

In this paper we try to shed some light on the issue of engineering coordina-
tion mechanisms and policies in STS. Accordingly, Sect. 2 highlights the main
challenges to be faced in the process, Sect. 3 discusses promising approaches deal-
ing with each of them, and Sect. 4 describes a few research contributions putting
these approaches in practice in specific STS application domains.

2 Socio-Technical Systems: Challenges

Unsurprisingly, the challenges to be faced when engineering STS are twofold:
technical, and socio-cognitive ones. Among the former, we can put any issue
concerned with how to design the STS so that it serves at best its users’ needs.
Among the latter, we can include issues related to how users interact with the
STS as well as to how they perceive it—in psychological terms. The remainder of
this section somewhat follows this distinction, first by focussing on STS technical
requirements such as self-organisation and adaptation, then by analysing the
mindset humans have when dealing with STS, and finally by discussing how
they perceive their computational (“algorithmic”) part. Please, notice that the
latter two issues pose their own technical requirements, too.

2.1 Emergence, Adaptation, Awareness

In [1] the distinguishing properties of STS are discussed. Among the many, the
following are particularly interesting in the context of this paper:

– STS have emergent properties, which therefore cannot be attributed to indi-
vidual parts of the system, but rather stem from the dependencies between
system components. Given this complexity, these properties can be evaluated
only once the system has been tested and deployed, not at design time

– awareness, that is, knowing who is present, and peripheral awareness, that is,
monitoring of others’ activity, are fundamental in STS [21], because visibility
of information flow – thus observability of dependencies – enables learning
and improves efficiency [22]

– people adapt to the systems they use, but also strive to adapt those systems
to best meet their needs [35,37]

Emergent properties of a STS may be modelled and analysed, for instance by
exploiting agent-based modelling and simulation frameworks [34]. Nevertheless,
actual deployment of the STS inevitably has differences w.r.t. the “synthetic”
version – i.e. unpredictability of human behaviour vs. predictability of software
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agents – thus cannot exactly predict the actual STS dynamics. Supporting aware-
ness may seem more feasible, but enabling observability of actions, interactions,
and dependencies among activities – namely, anything that can happen in a
STS – poses serious scalability and privacy issues which have no silver bul-
let available, yet—just look at the Cambridge Analytica scandal [40]. Adap-
tation received a lot of attention from computer scientists, there included the
FOCLASA community—i.e. see [48]. What is most challenging here, unsurpris-
ingly, is taking into account unpredictability of human behaviour: adaptations
may solicit unexpected reactions in users, which may begin “fighting” against
the system, possibly because they ignore the reason for adaptation and/or the
expected benefits.

Dealing with each of the facets above is challenging on its own, let alone
conceiving and designing a system successfully tackling all of them.

2.2 Goals and Assertions vs. Actions and Perceptions

In [24] further considerations about peculiarities of STS are made, in the specific
context of a novel approach to engineering Social Internet of Things applications,
that is, applications in which IoT devices and software must have social inter-
actions to achieve the goals of the system, between both themselves and human
users [3]. The proposed Speaking Objects approach puts emphasis on two traits
of human interaction which sharply contrast with device-to-device interaction:

– humans better reason in terms of goals to be achieved, rather than by directly
thinking at the actions needed to achieve them. Accordingly, they usually
interact by expressing their own goals, not by explicitly commanding others
what to do

– humans also better reason in terms of complex situations, state of affairs hold-
ing in the past, at present, or desired for the future, rather than by thinking
at all the specific perceptions of their surroundings which make up a situa-
tion. Accordingly, they usually interact by exchanging assertions about those
situations and their properties, not by debating over specific measurements
of them

This is quite the opposite of what sensors and actuators do: they simply provide
perceptions, which are then composed by someone else (usually, ad-hoc machine
learning algorithms), and react to explicit commands for undertaking specific
actions. Thus, their interaction is a mere exchange of measurements, sampling
a specific facet of a complex situation, and commands about what to do (not
what to achieve).

It is therefore quite difficult for humans and devices to fruitfully communicate
and interact unless either humans learn “the language of devices”, or devices
learn to think more like humans, in terms of goals and assertions—instead of
actions and perceptions.
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2.3 Algocracy and Trust

As clearly witnessed by statements such as the ACM “Statement on Algorithmic
Transparency and Accountability” [2] we are living in an algocracy, that is, in
a society in which increasingly pervasive, complex, and delicate aspects of our
everyday lives are decided, or at least influenced, by computer algorithms [12].
A typical example is the filter bubble effect [38], caused, i.e., by the ranking
algorithms running behind the news feed of social networks such as Facebook, or
by more subtle ones, which are ultimately everywhere—for instance, algorithms
regulate stock-trading, access to healthcare and insurance, employment chances,
and much more [31,33].

While living in an algocracy does not necessarily represent an issue on its
own, the lack of transparency and accountability does: if users of a STS have
no clue of what is going on “behind the scenes”, and who is to blame when
something goes wrong, they are likely to lose trust of the system—to eventually
stop using it. The path toward making algorithms accountable and transparent
is full of challenges and open issues, and often heavily depends on the specific
scenario where the STS is deployed [14,18].

3 Coordination: Opportunities

As for Sect. 2, the approaches to coordination in STS may focus more on the
technical side or on the socio-cognitive one. In the remainder of this section
we discuss both: we start with the latter, by summarising the evolution from
stigmergic to observation-based coordination, then proceed with the technical
side by analysing how self-organisation can be engineered, and finally go back
to the socio-cognitive facet of STS by briefly discussing how argumentation may
alleviate the issue of trust and the fear of algocracy.

3.1 Observation-Based Coordination

Observation-based coordination captures the idea of coordinating an ensemble
of agents by enabling them to observe each other’s actions, or the traces that
those actions leave in the environment where they happen [41].

The most well known example of observation-based coordination is stigmergy.
The term has been originally introduced to define the coordination approach of a
specific species of termites in collectively building their nest, communicating and
synchronising their activities through the environment rather than by directly
communicating [19]. Then, throughout the years, it undergone many generali-
sations/specialisations/extensions [36,39,43]. Here, we refer to a generic set of
coordination mechanisms mediated by the environment. Accordingly, stigmergic
coordination requires that:

– agents act on the environment leaving some traces, or markers, which can
then be locally perceived by others—and, possibly, affect their behaviour
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– all interactions among agents are mediated by the environment, through
traces—like ants’ pheromones

– emission of traces is generative, namely, once they are produced their lifecycle
is independent of their producer’s one

– evolution of traces over time (and in space) may depend on the environment—
as in the case of pheromone diffusion, aggregation, and evaporation in ant
colonies

The interplay between these requirements produces self-organisation: whereas
actions occur on a local basis – i.e. termites assemble soil locally, and ants sort
broods locally – their effect is global in terms of the structures and behaviours
they originate system-wide, by emergence [45]—as in the case of termites’ nests,
or ants’ brood sorting.

Stigmergy is not confined to the world of insects: research in cognitive sciences
emphasises the fundamental role that stigmergy plays also within human soci-
eties [44,47]—hence in STS, too. There, stigmergy provides novel opportunities,
because traces become amenable of human interpretation within a conventional
system of signs, thus may be exploited by the cognitive abilities of the inter-
acting agents to better coordinate. Along this line, [43] introduces the notion of
cognitive stigmergy as the evolution of stigmergic coordination in those contexts
where agents are capable of symbolic reasoning, as in the case of humans.

As such, cognitive stigmergy is a key enabler of awareness: through traces,
in fact, agents may perceive what others are doing, and if traces are amenable of
symbolic interpretation, they may even try to infer their intentions and goals. In
turn, awareness is a pre-condition for adaptation: in order to plan actions aimed
at improving the current situation, one must know what the current situation
is, there including what others are doing. Then, emergent behaviours are likely
to arise from the interplay between adaptation and awareness [6].

Both stigmergy and cognitive stigmergy are mostly concerned with traces of
actions left in a shared environment, rather than on actions themselves. Also,
they do not consider the effect that awareness of observability of actions and
their traces have on the acting agent: if an agent knows that its actions could be
observed, it may decide to act in a given way just to communicate something.
This is where Behavioural Implicit Communication (BIC) [11] enters the picture,
as a further generalisation of cognitive stigmergy embracing actions in their own
right, too.

BIC is a cognitive theory of communication fostering the idea that practi-
cal behaviour can be used as a means for communicating, even without any
additional specialised signal. On the contrary, communication actions are nor-
mally carried on by specialised behaviours (e.g., speech acts). BIC has been
already taken as a reference for observation-based coordination, mostly based
on a list of “tacit messages” that practical behaviours may convey. For instance,
the “presence” tacit message communicates that “agent A is here”, by the fact
that whichever is the action that A made, it is evident now for who observed it
that A exists. Or tacit message “intention”, which communicates that “A plans
to do action β”, by the fact that actions may (partially) reveal the plan behind
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them, such as in the case where agents follow a pre-determined workflow there-
fore observing action α may reveal at which point of the workflow A is—thus the
next action it has to commit to. The complete list of tacit messages and many
illustrative examples can be found in [10].

BIC clearly represents a step forward on the path laid by stigmergy and cog-
nitive stigmergy, enabling further forms of observation-based coordination based
on practical behaviour rather than on dedicated communication acts, and on a
process of signification of the intentions, conditions, and opportunities behind
actions [9].

It is worth emphasising that existence of a suitable environment, where
actions take place and their traces are recorded, is a necessary pre-condition
for BIC, because it is the environment that enables and constrains observation
of actions and their traces—in a computational world, in the physical one, and
in the mixed world of STS. Also, it should be noted that BIC is a key enabler
in raising the abstraction level within a STS, by allowing designers to think in
terms of intentions and goals behind actions, and agents as well as interaction
mechanisms to be designed accordingly.

3.2 Self-organisation

Given the importance of awareness and observability as witnessed by stigmergy
and BIC, one could be tempted to adopt a centralised approach to coordination
in STS, where a single component (the coordinator) has complete knowledge
of the state of the system, and accordingly schedules others’ actions globally
so as to guarantee absence of unwanted interference and efficient collaboration.
Nevertheless, decentralisation is one of the keys enabling self-organisation, which
is a sort of holy grail for coordination models and languages: the ability of
a system as a whole to autonomously (re-)configure itself in face of change,
without any global supervision but rather relying on locally available information
solely [17]. Besides self-* properties, decentralisation enables greater scalability,
efficiency, and fault-tolerance w.r.t. centralised approaches, usually at the price
of the complexity of implementation.

Awareness is apparently in contrast with decentralisation, since the latter
explicitly avoids gathering of complete information by any component of the
STS. Nevertheless, decentralisation often implies that computations depend on
the context local to the executing component, that is, on what the component
locally perceives about the state of the system, and on how it can act on its local
portion of the computational environment to carry out its duties. Awareness is
thus conveniently re-defined on a local basis in place of a global one, not lost. And
there, situatedness plays a crucial role, as the property of actions (computation)
and interactions (coordination) of being deeply intertwined with the environment
they are immersed in [46]: on the one hand, they are affected by it, as it enables
and constrains what agents can and cannot do, can and cannot perceive (thus, be
aware of); on the other hand, they can affect it in turn, by changing its properties
and structure (thus, possibly, also the admissible actions and perceptions).
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Fig. 1. Design patterns according to [16]. (Dashed) Arrows indicate (optional) compo-
sition.

Decentralised approaches to self-organisation have been widely studied, as
regards both computation [4,32] and coordination [13,16], and already proved
to be effective in dealing with the many issues of distributed computing in general
[53]. In [16], for instance, the authors surveyed the literature regarding nature-
inspired self-organising mechanisms, with the goal of compiling a catalogue of
design patterns to promote reusability—pretty much like object-oriented design
patterns do. As a result, the patterns depicted in Fig. 1 are detected, and related
to each other in a compositional hierarchy consisting of three layers:

Basic Patterns – can be used to form more complex patterns, but cannot
be further decomposed into smaller ones
Composed Patterns – obtainable as a composition of some basic mecha-
nisms, and which in turn can serve as building blocks for higher level ones
High Level Patterns – patterns directly supporting complex self-organising
emergent behaviours, showcasing how to exploit basic and composed patterns

For instance, gradients compose spreading and aggregation (optionally evapora-
tion, too) to dynamically build routing paths inspired by force fields in physics
[26], whereas flocking exploits repulsion as birds and schools of fishes do to main-
tain a given structure despite disruption.

All of the patterns may be implemented in a decentralised way, and leverage
situatedness of interacting components to achieve self-organisation.

3.3 Argumentation

As just discussed, self-organisation is undoubtedly a desirable property to have
for any given system, also because it alleviates the developers’ burden of explic-
itly intervene on the system to manually adapt its functionalities and behaviour
upon need. Nevertheless, self-organisation comes at a price: for instance, it
makes it more difficult to deterministically guarantee what the configuration
or behaviour of the system would be in any given situation, due to the lack of
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a global supervisor or strict design-time rules [20]. Although many approaches
have been proposed to help engineers correctly design self-organisation, either
through model-checking of desired safety and liveness properties [23], run-time
verification of expected behaviour [7], or by construction [51], an important
issue is still open: understanding what exactly went wrong in case of abnormal
behaviour. The reason being that self-organisation is by definition a (partially)
opaque process, where it is not always clear how to attribute a given global
behaviour to the locally programmed rules—the so-called “local-to-global” issue
[27].

Here, an intriguing opportunity is represented by argumentation, as the inter-
disciplinary research field studying dialogues and debates to understand their
dynamics and the corresponding reasoning process [49]. In particular, computa-
tional argumentation exploits computational techniques to automatically analyse
and build arguments and their relationships, there including generating explana-
tions and justifications of decision making [8]. For instance, argumentation-based
negotiation applies argumentation principles to negotiation-based coordination
in multi-agent systems [42]. There, in fact, negotiation mechanisms are usually
blind with respect to the strategy adopted by the agents participating in the
protocol, that is, to their motivations in performing bids. By adding argumenta-
tion, instead, agents can disclose the reason why they are taking a given stance,
thus improving the odds of reaching an agreement by collectively reasoning on
conflicting goals and motivations. In the case of self-organisation, having com-
ponents being able to explain why they performed a given action is a potentially
effective way of promoting accountability, that is, exactly the practice of identi-
fying someone or something as the cause of an effect.

Argumentation has therefore the great advantage of promoting trustability
in a STS: if users can get justifications about the decision making undergoing
“behind the scenes”, they are likely to increase their confidence in the capa-
bilities of the system. In this respect, it is worth emphasising that striving to
provide trustability and accountability is an increasingly hot topic well beyond
coordination in STS, but in many fields of AI – from big data [33] to algorithms
in general [31] – as witnessed by the recent “transparency initiative” endorsed
by many organisations worldwide1.

4 Selected Applications and Proposed Approaches

With the aim of showing how the research works described in Sect. 3 can be
actually exploited in the real-world to tackle the challenges discussed in Sect. 2,
the remainder of this section reports on three promising yet novel proposals
each integrating some of the approaches in its own unique way: the M olecules of
K nowledge model blends self-organisation with BIC, the Speaking Objects vision
focusses on giving to users the right level of abstraction when interacting with
technical systems while leveraging situatedness and argumentation, ArgoR ec is

1 http://www.transparency-initiative.org/.

http://www.transparency-initiative.org/
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mostly concerned with promoting trust and fighting algocracy through argumen-
tation and awareness.

4.1 Self-organising Knowledge Management with MoK

The M olecules of K nowledge model [29] (MoK ) fosters a novel way to engineer
computational platforms supporting knowledge management in STS, according
to which the software exploits users’ interactions to continuously and sponta-
neously (self-)organise information. MoK is built around the integration of a
biochemical metaphor [50] and BIC [11]: the former defines how to carry out
computations, while the latter how to manage interactions.

Accordingly, a MoK system is a network of compartments (representing
information repositories), where seeds (sources of information) continuously and
spontaneously inject atoms (atomic information), which may then aggregate into
molecules (composite information), diffuse to other compartments, gain/lose rel-
evance, and so on. These processes are enacted by MoK reactions (the coordi-
nation laws dictating how the system evolves) executing within compartments,
and influenced by enzymes (the reification of agents’ actions) and traces (their
side effects). Both enzymes and traces are left within compartments by catalysts
(the agents) while performing their activities.

Reactions leverage decentralisation and situatedness to promote self-
organisation: first, they rely only on information local to their compartment
and can only affect neighbours, at most; second, they are scheduled according
to dynamic rate expressions inspired by natural chemical reactions, which are
sensitive to the contextual information (possibly) affecting their own outcomes.
Enzymes and traces instead fully exploit the BIC theory for enabling awareness
and observation-based coordination: by reifying actions themselves as well as
their traces, in fact, they make agents aware of what others are doing, and thus
enable their coordination. For a description of each reaction, enzyme, and trace,
as well as their relationships, the interested reader is referred to [28].

In [30], a citizen journalism scenario is taken as a case study: there, users share
a MoK -coordinated IT platform for retrieving, assembling, and publishing news
stories. They use the MoK middleware for a number of actions such as searching
for relevant information and working on these information to shape their own
news stories. While they carry out their activities, users release enzymes and
traces within their working space (a compartment), which ends up attracting
similar information from other compartments through MoK reactions. Namely,
the MoK middleware exploits users’ (local) interactions to improve the (global)
spatial organisation of information (Fig. 2): whenever users implicitly manifest
interest in information, MoK interprets their intention of exploiting informa-
tion, and the opportunity for others to exploit it as well, by attracting similar
information toward the compartment where the action took place.
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Fig. 2. Clusters of similar information appearing in MoK by emergence, as a result of
users’ interactions (image from [30]).

4.2 Traffic Control with Speaking Objects

In [25] the novel concept of Speaking Objects is presented as a brand new way to
conceive and design distributed systems in general, with a particular emphasis
on the Internet of Things vision. There, the core idea is that in a few years
sensor and actuator devices will no longer simply provide measurements of pre-
defined metrics and react to simple commands for affecting the state of the local
environment. Rather, they will become able to assert complex situations about
the state of the world and to autonomously pursue goals ascribed to users or
explicitly designed for the system itself. Essentially, this amounts at transitioning
from actions and perceptions to goals and assertions. Key enabler of such a
paradigm shift is the increasing computational power that can be embedded
in everyday objects, along with advancements in machine learning techniques,
which, for instance, are making it possible to analyse data locally [5].

In such a setting, coordination becomes the capability of argumenting about
the current “state of affairs”, and of triggering conversations to collectively
decide how to act in order to achieve the desired future ones. Besides support-
ing decentralised coordination by leveraging opportunities for negotiation [53],
argumentation also embraces humans-in-the-loop by enabling users to interact
in natural language [8], and deals with the issues of trust and algocracy by mak-
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ing explanations and justifications of decision making available and amenable of
inspection and interpretation by human supervisors.

In [24], a traffic control scenario is taken as a case study. There, vehicles
approaching an intersection are supposed to be equipped with an array of speak-
ing and hearing objects, as the intersection itself—i.e., cameras, traffic lights, etc.
As they get closer to the intersection, vehicles start argumenting with the traf-
fic light about who has the right of way and who should instead stop and wait
(Fig. 3). After a negotiation phase where vehicles try to persuade the traffic light
to decide in their favour, the dispute is settled when the argumentation process
finds a solution for which no vehicle has to stop.

A
B

Ci Cj

T

Fig. 3. Argumentation-based intersection management (image from [24]).

4.3 Personalised Medicine with ArgoR ec

In [15] another example of fighting the fear of algocracy by promoting trust and
interpretability with argumentation can be found. There, a recommender system
named ArgoR ec is introduced, whose distinctive feature is to rely on argumen-
tation to provide justifiable and personalised recommendations. In fact, on the
one hand argumentation empowers ArgoR ec with explanatory power regarding
why and how recommendations are provided, while, on the other hand, argu-
mentation improves the user experience of patients thanks to natural language
generation.

In particular, ArgoR ec adopts a simple framework for structured
argumentation—depicted in Fig. 4 as an argumentation graph: arguments
(shaded boxes) are made up of claims (darker nodes) and their premises (lighter
ones), and put together by attack (solid arrows) and support relations (dashed
arrows). Attacks may be rebuttals (darker arrows) or undercuts (lighter ones),
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halfway
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Fig. 4. Example of argumentation graph exploited by ArgoR ec [15].

that is, contradictory claims or premises, respectively. All relations have a
strength represented by a numeric weight (thickness of the line).

In ArgoR ec, recommendations are interpreted as arguments composed by a
claim and its supporting premises: the former is, for instance, the suggestion to
keep going with the current activities, while the latter could be the fact that the
patient has a good compliance with the prescriptions assigned by the medical
staff. Attack relations are the consequence of the fact that patients’ compliance
is monitored through automated tools – such as wearable devices – which pro-
vide raw measurements, which are unaware of the goal behind the prescription,
nor of the history of the patient, nor of any other contextual information. The
argumentation process enacted by ArgoR ec, instead, is aware of all the differ-
ent measurements available, as well as of the status and history of the patient,
thus exploits this awareness to both produce justifiable and personalised rec-
ommendations: the former by tracking the argumentation graph, the latter by
generating sentences tailored to the patient (i.e. calling him/her by name, recall-
ing the time left to complete a prescription, informing him/her on the current
compliance, etc.).

For instance, in Fig. 4 recommendation “keep going” is the strongest argu-
ment: although comparison of latest event (fulfillment i,t) with previous one
(fulfillment i,t−1) suggests to warn the patient (recommendation “must improve”)
since her/his adherence to prescriptions is worsening, the fact that there is still
time left to complete prescription (prescriptioni) makes recommendation “keep
going” win the dispute.

5 Conclusion and Outlook

Engineering socio-technical systems is a complex task, and this comes at no sur-
prise: the technical perspective is usually quite different from the socio-cognitive
one, thus adopting either standpoint easily leads to a socio-technical gap. Nev-
ertheless, there exist approaches attempting to integrate these two facets, by
carefully linking socio-cognitive theories with technical solutions, as in the case



Coordination of Complex Socio-Technical Systems 307

of the three research proposals described in Sect. 4. There, for instance, MoK
attempts to integrate decentralised computations with stigmergic coordination
in the same framework, so as to achieve a sort of user-driven self-organisation—as
happens with the clustering emergent phenomenon depicted in Fig. 2. Speaking
Objects, instead, focuses on integrating goal-orientation with argumentation-
based negotiation, so as to provide more flexible coordination schemes in dis-
tributed scenarios, while also increasing the abstraction level. All of this with
the ultimate goal of shrinking the socio-technical gap arising when engineering
STS as much as possible.

It is thus apparent that integration is the key here: as scientists and engineers,
we need to find a way to include socio-cognitive aspects in our technical solutions
since the very beginning of the design phase by using proper models and theories,
not as an orthogonal dimension to be added later on, or dealt with in an ad-hoc
way.

Accordingly, the three approaches discussed in Sect. 4 are not to be seen as
mutually-exclusive solutions to the same problem, but rather as complementary
one to each other as focussed on a different layer or perspective of the STS
at hand. For instance, MoK is perfectly suited at working as the information
handling layer in a Smart City deployment adopting the Speaking Objects vision.
Just think of a Smart City as a large-scale STS: speaking and hearing objects
are scattered throughout the city to compose the IT infrastructure with which
human users constantly and seamlessly interact in their everyday activities. All
the information recorded in this urban STS continuously and spontaneously
evolves according to the MoK vision, and is made available to speaking and
hearing objects as they need premises to either support or attack each other
arguments. There, even ArgoR ec could be added to the picture, for instance as
an approach to build personal digital assistants offering guidance and assistance
regarding. i.e., public transportation services, touristic attractions, interaction
with the local administration, etc.

In this paper, we tried to shed some light on the possible paths to follow
in order to make such an integration happen, with the aim of providing fertile
ground for further discussion and research on the matter.
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(Personalised Connected Care for Complex Chronic Patients) project (EU H2020-RIA,
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