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Preface

This proceeding records the papers submitted and presented in the 2018 INFORMS
International Conference Service Science (CSS2018), held in Phoenix, AZ on
November 3, 2018, which includes diverse participants sharing their vision, knowl-
edge, and experience in Service Science Research, Education, and Applications.
INFORMS CSS 2018 is held right before the INFORMS annual meeting 2018. The
conference proceeding is published by Springer.

Service Science related research and education have fueled increasing interests to
both academic researchers and industry practitioners. Service operations and man-
agement is critical to the national and international economic growth. The objective
of CSS 2018 is to disseminate the emerging research results, technology and
applications in service science, and to serve as a forum for researchers, professionals,
and academic of the profession to network with each other.

This year we had 40 submissions from around the world. All submissions were
carefully reviewed by at least two reviewers. Paper review and selection were
undertaken electronically via the easy chair system. After the rigorous review and
revision process, 29 papers were finally accepted to be included in this proceeding.
The major areas covered at the conference and presented in this proceeding include:

• Service theories and development
• Service research, education, and practice
• Service management, operations, engineering, design, and marketing
• Service system, modeling, and simulation
• Smart cities and public services
• Big data, machine learning, and artificial intelligence in service
• Service analytics and applications in healthcare, education, energy, finance,

information technology, transportation, sports, logistics, and public services.

In addition to the accepted research papers and invited talks, INFOMRS CSS
2018 provides an opportunity for high-level exchanges between academia and
industry. Dr. Richard Larson from MIT was invited to present a keynote talk at the
conference, i.e., “The Services Industries: Some Insights Provided by Operations
Research”. There is also a Panel discussion on “Machine Learning Meets Service
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Dominant Logic”, moderated by Prof. Paul R. Messinger from University of
Alberta and with panelists, Dr. Mary Jo Bitner from Arizona State University,
Dr. Peter I. Frazier from Cornell University and Uber, Dr. Aly Megahed from IBM,
and Dr. Xin (Shane) Wang from Western University.

Finally, we would like to thank all authors for submitting their high-quality
works in the field of service science, and the Program Committee members, listed
on the following page, for their tireless efforts and time spent on reviewing sub-
missions. Special appreciation is extended to the Springer Editors, Matthew Amboy
and Faith Su, who have contributed tremendously to the success of the
INFORMS CSS 2018 conference proceedings.

Co-editors—Proceedings of 2018 INFORMS Conference on Service Science.

University Park, USA Hui Yang
Malvern, USA Robin Qiu
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The Inmate Transportation Problem
and Its Application in the PA Department
of Corrections

Anshul Sharma, Mohammad Shahabsafa and Tamás Terlaky

Abstract The Inmate Transportation Problem (ITP) is a common complex problem
in any correctional system. We develop a weighted multi-objective mixed integer
linear optimization (MILO) model for the ITP. The MILO model optimizes the
transportation of the inmates within a correctional system, while considering all legal
restrictions and best business practices. We test the performance of the MILOmodel
with real datasets from the Pennsylvania Department of Corrections (PADoC) and
demonstrate that the inmate transportation process at the PADoC can significantly
be improved by using operations research methodologies.

1 Introduction

According to the International Centre for Prison Studies, the U.S. incarcerates 698
people for every 100,000 of its population.Having approximately 4.5%of theworld’s
population, the U.S. has 21.4% of the world’s incarcerated population [12].

Populationmanagement of the inmates is one of themost critical operationswithin
a correctional system involving the inmate assignment to Correctional Institutions
(CIs) and transportation between CIs. Transportation expenditures in a correctional
systems include labor cost, maintenance and fuel costs, fixed cost for using a vehi-
cle, etc. Efficient management of inmate transportation gives substantial savings.
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Security of the personnel and inmates is another important aspect of the transporta-
tion process. In particular, we want to curtail the total transportation cost without
compromising security, while considering all the regulations and business practices.
Here we study and formalize the inmate transportation process at the PADoC and
develop a mathematical optimization model for the Inmate Transportation Problem
(ITP).

Conventionally, inmate transportation planning has been a manual and subjective
process at the PADoC, where a staff member creates trips and assigns inmates to
those trips considering the transportation criteria and policies. While the general
guidelines are known, the huge number of possible routes, and the complexity of the
transportation problem makes it extremely difficult, if not impossible, to manually
determine optimal routes for a fleet of vehicles.

In this paper, we formulate a multi-objective mixed integer linear optimization
(MILO) model for the ITP. The model is validated by solving various datasets from
the PADoC. The goal is to optimize the inmate transportation process to achieve the
following objectives:

• reduce the number of inmates not transported in a given time period,
• reduce the total number of seats used for the inmate transportation.

2 Literature Review

The traveling salesman problem (TSP) was considered mathematically already in
the 1930s, e.g., by Flood who was looking to solve a school bus routing problem [5].
He later formalized the problem in 1956 in his paper “Traveling-Salesman Problem”
[7]. Dantzig and Ramser [4] formulated a generalization of the TSP as a Vehicle
Routing Problem (VRP). For more information about the VRP see e.g., Crainic and
Laporte [3]. A lot of work has been done on solving the TSP and the VRP [1, 2, 6,
10].

Li et al. [9] first studied the inmate assignment problem in a correctional system.
They developed a decision tree based model which gives a ranked order of CIs
for an inmate considering all the business rules of the inmate assignment process.
Shahabsafa et al. [11] further studied the inmate assignment and scheduling problem
in the PADoC, and developed the Inmate Assignment Decision Support System
(IADSS) to assist the PADoC with the assignment of inmates to CIs. The core of the
IADSS is a multi-objective MILO model which makes the simultaneous assignment
of the inmates to the CIs and schedules their rehabilitation programs.
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3 Problem Description

The Office of Population Management (OPM) is responsible for the transportation
of the inmates at the PADoC. There are 25 CIs at the PADoC. On average, 35,000
transportations are scheduled annually, yielding about 650 transportations eachweek.
Conventionally, a staff member of OPMwith his experience and judgment manually
makes the decisions about the transportation of inmates. The decisions are made
in two main steps. First, the routes are specified for the vehicles, and then inmates
are assigned to the vehicles based on their origin and destination CIs. One of the
critical restrictions of the manual assignment is that there is a small set of predefined
routes, and the trips are currently scheduled based only on those predefined routes.
The limited number of predefined routes in the current policy significantly limits
the flexibility of the transportation decisions. This manual way of planning for the
transportation is clearly not efficient.

Next, we define the ITP. Given a time horizon, the set of inmates who need to be
transported are identified. For each inmate the origin and the destination is predefined.
In other words, the decision about the assignment of an inmate to a CI is made prior
to deciding on his/her transportation. In the ITP, we decide on the vehicles used at
each transportation day, their routes, and the number of inmates that are going to be
assigned to the vehicles at each day.

Vehicles visit a sequence of CIs, and need to return to their starting CI, because
the vehicles are maintained by the respective CIs, and the drivers need to return home
at the end of the day. Trips should be scheduled in the time window [7 a.m., 7 p.m.].
This means that every route should start and finish at the same CI, and transport
inmates within the given 12h time window. Considering the travel time limit, there
are a few pairs of CIs which can not be visited in a single trip. In order to be able to
transport inmates between any two arbitrary CIs, the PADoC has one transfer hub,
which is located at the central region of the state. Additionally, the hub helps to
significantly reduce transportation costs.

The time horizon adds another level of complexity to the problem. Right now the
time horizon considered for the trips is a week. The actual time horizon depends on
the frequency of transportation days and the number of inmates which need to be
transported. The MILO model allows to consider longer time horizon.

4 Model Development

In this section, we introduce the MILO mathematical model. Specifically, the model
constructs the optimal routes for a fleet of vehicles andminimizes the total number of
the allocated seats, while ensuring that themaximum number of inmates are assigned
to routes in the given week. Here we define the terms and assumptions we have used
to develop the MILO model.
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Definition 1 A route is a sequence of CIs which starts and ends at the same CI. The
starting CI of a route is the origin of the route, and two consecutive CIs of the route
form a leg.

Definition 2 A trip is specified with a vehicle along with its capacity and location
at a given CI, a given transportation day, and a route. The given CI is the origin and
the final destination of the trip.

Definition 3 A potential trip is a trip where the vehicle with its capacity, the origin
CI, and the transportation day is specified, but the route is not specified.

In ITP, we define the set of all potential trips. One of the main decisions to be
made is to assign a route—if any—to potential trips and use those trips for inmate
transportation.

Due to various policy restrictions and business practiceswe limit the set of possible
routes. We use Google Maps API to calculate the pessimistic travel time between the
facilities and create the distance matrix, which is then further used to create routes.
In order to comply with the business practices as mentioned in Sect. 3, we make the
following assumptions in generating the set of possible routes:

• We allocate a predefined time duration for getting on and off the vehicle at each
CI, except for the route origin.

• The hub may only be visited at most once in a route.
• No consecutive pairs of CIs should be visited more than once.
• Only the legs that are currently used by PADoC are considered in generating the
set of the routes. In this case the vehicles will travel only on the paths that are
approved by the PADoC.

We do not consider special cases of inmate transportation, such as medical trans-
ports, since such requests form a small percentage of the total transportation requests,
and are handled by special vehicles. We also do not consider over-night stay for an
inmate during the transportation, i.e., all the inmates assigned to a trip will reach
their destination at the same day.

One hub is currently used for inmate transportation in PA. The hub is necessary,
because considering all the route assumptions there are no acceptable routes between
some CI pairs. Furthermore, using the hub helps to reduce the cost of transportation.

We have two main objectives. We aim to minimize the number of the allocated
seats and minimize the number of inmates not assigned to a trip.

4.1 Mathematical Model

In this section, we present the multi-objective MILO model for the ITP. In Table1
the sets, the decision variables, and the parameters of the model are presented.
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Table 1 The sets, decision variables, and parameters of the MILO model

Sets

C Set of all CIs

R Set of all possible routes

T Set of days of the transportation

Pt Set of the potential trips on day t

P Set of the all the potential trips (P = ⋃

t∈T
Pt )

Kri Set of the stops corresponding to CI i on route r

Variables

xpr 1, if route r is assigned to potential trip p; 0, otherwise

yi jp Number of inmates moving directly (without going to hub) from CI i to CI j on
trip p

u prn1n2 Number of inmates directly going from the n1-th CI to the n2-th CI of route r on
trip p

v prn1 j Number of inmates on trip p going from the n1-th CI of route r to the hub with
final destination j

v prn2i Number of inmates on trip p going from the hub to the n2-th CI of route r with
origin i

gprn Number of inmates on the vehicle at the n-th CI of route r on trip p

Ni j Number of inmates that need to move from CI i to CI j , but not assigned to any
trip

Parameters

Ni j Number of inmates that need to move from CI i to CI j

Sp Number of seats of the vehicle of trip p

Smax Maximum number of available seats among all the vehicles

ηr Number of stops (CIs) on route r

ηhr Stop number of the hub on route r if the route visits the hub; ∞, otherwise

ωi jr 1, if CI i is before CI j on route r ; 0, otherwise

As mentioned earlier, we have three main decisions to make. We need to allocate
the trips for transportation, assign routes to the allocated trips, and specify the number
of inmates that are going to be transported on each trip. TheMILOmodel is as follows:
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min α
∑

p∈P
∑

r∈R
Spxpr + ∑

i, j∈C|i �= j
N i j

subject to
∑

r∈R
xpr ≤ 1 ∀p ∈ P,

yi jp = ∑

r∈R
∑

n1∈Kri

∑

n2∈Kr j

u prn1n2 ∀i, j ∈ C, p ∈ P, i �= j,

gpr0 =
ηr∑

n=1
u pr0n + ∑

i∈C
v pr0i ∀p ∈ P, r ∈ R,

gprn = gpr,n−1 + ∑

n2>n
u prnn2 − ∑

n1<n
u prn1n + ∑

i∈C
v prni ∀p ∈ P, r ∈ R, n < ηhr ,

gprn = gpr,n−1 + ∑

n2>n
u prnn2 − ∑

n1<n
u prn1n − ∑

i∈C
∑

n1<ηhr

v prn1 i + ∑

i∈C
∑

n2>ηhr

v prn2 i ∀p ∈ P, r ∈ R, n = ηhr ,

gprn = gpr,n−1 + ∑

n2>n
u prnn2 − ∑

n1<n
u prn1n − ∑

i∈C
v prni ∀p ∈ P, r ∈ R, n > ηhr ,

gprn ≤ Spxpr ∀p ∈ P, r ∈ R, n ≤ ηr ,

u prn1n2 ≤ Spxpr ∀p ∈ P, r ∈ R, 1 ≤ n1 < n2 ≤ ηr ,∑

p∈Pt

∑

r∈R
∑

n1∈Kri

v prn1 j = ∑

p∈Pt

∑

r∈R
∑

n2=Kr j

v prn2 i ∀i, j ∈ C, t ∈ T , i �= j,

v prn1 i ≤ Spxpr ∀p ∈ P, r ∈ R, 1 ≤ n1 ≤ ηhr , i ∈ C,

v prn2 i ≤ Spxpr ∀p ∈ P, r ∈ R, ηhr ≤ n2 ≤ ηr , i ∈ C,

Ni j = ∑

p∈P
yi jp + ∑

p∈P
∑

r∈R
∑

n1∈Kri

v prn1 j + Ni j ∀i, j ∈ C, i �= j,

yi jp ≤ Smax ∑

r∈R
ωi jr x pr ∀i, j ∈ C, p ∈ P, i �= j,

xpr = {0, 1} ∀p ∈ P, r ∈ R,

z p = {0, 1} ∀p ∈ P,

yi jp, gprn , v prnj , v prni , u prn1n2 , Ni j ∈ Z ∀i, j ∈ C, p ∈ P, 1 ≤ n1 < n2 ≤ ηr , 1 ≤ n ≤ ηr .

The ITP is a multi-objective optimization problem. We had to specify and fine-
tune the weights of the objectives and ensure robustness of the model in assigning
inmates to trips for various datasets. In the MILO model, the parameter α is the
weight of the total number of seats used for the transportation.

5 Computational Results

In this section, we discuss the output of the MILO model and compare the computa-
tional results of the model with that of the manual transportation process. For testing
the model we use a dataset of 550 inmates which were transported in the first week
of April 2018.

For computational experiments a computer with Dual Intel Xeon® CPU E5-2630
@ 2.20 GHz (20 cores) and 64 GB of RAM is used. Gurobi [8] is used to solve the
MILO model with its default parameters and is set to use 10 threads. The solution
time limit of Gurobi is set to either 1800 or 43,200s.

There are two vehicle types, buses and vans, available at the CIs. The capacities of
these buses and vans are different depending on their make andmodel. The capacities
of buses are generally more than those of the vans. Since, we minimize the total
number of seats allocated for transportation, the model tends to minimize the number
of allocated trips with buses as opposed to vans.
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Table 2 Output received from PADoC database

Trips Seats used Buses Vans Inmates
moved

% moved
(with hub)

Utilization ratio

Without
hub

With hub

42 948 21 21 550 58 0.58 0.93

The results of the manual allocation of the trips and the assignment of the inmates
to the trips in the first week of April 2018 is presented in Table2. In that week, 550
inmates were transported in 42 trips, out of these 21 trips were made by buses. The
total seats of the allocated vehicles for transportation was 948 and out of the total
inmates transported 58% went through the hub.

Seat utilization ratio is the ratio of the total inmates moved to the total number of
seats used in trips for the transportation. The seat utilization ratio can be greater than
one, since multiple inmates can occupy the same seat in a trip, as they get on and
get off at different stops. We consider two types of seat utilization ratio: “without
hub” represents the utilization ratio when we consider the inmates moving through
hub as taking one seat; “with hub” represents the ratio when the inmate who is going
through the hub is considered to take two seats instead of a single seat. Seat utilization
with hub and without hub was equal to 0.58 and 0.93, respectively in the manual
transportation during the first week of April, 2018.

In Table3, the results of the MILOmodel with 1800s time limit is presented. The
parameter α is the coefficient used in the objective function to penalize the allocation
of the vehicles for the transportation. As α increases, the penalty associated with
allocating a vehicle for transportation increases. Thus, the number of the allocated
trips andmore importantly the number of allocated buses for transportation decreases
asα increases. There is a trade-off between the two objectives of themodel: minimize
the number of the inmates not transported and minimize the number of the allocated
seats. The relative penalty of not assigning inmates to trips decreases as α increases.
Thus, the number of inmates that are not assigned to a trip increases as α increases.
Additionally, the number of inmates assigned to a trip increases, thus the utilization
ratio increases.

In Table4, the results of the MILO model with 43,200s (12h) time limit is pre-
sented. As we can see in Tables3 and 4, none of the instances are solved to global
optimality. The gap has decreased for all the instanceswith different values ofαwhen
the solution time limit increases from 1800 to 43,200s. However, the improvements
differ from an instance to another. When α = 0.1, we have the biggest improvements
and α = 1 has the smallest improvement. As the decisions about the inmate trans-
portation is currently made once a week we can let the solver run longer (e.g., 12h)
to obtain a better solution. Considering the optimality gap at 12h, little improvement
is expected if we run the model for longer.

One important decision to make is to specify the value of α. We reviewed the
results of the MILO model with the PADoC, and we evaluated the trade-off between
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Table 3 Output when Gurobi time-limit is set to 1800s
α Trips Seats

used
Buses Vans Inmates

not
moved

Inmates
moved

%
moved
with hub

Seat utilization ratio Opt. gap
%

Without
hub

With
hub

0.10 27 557 12 15 2 548 43 0.98 1.41 33.40

0.30 27 529 12 15 7 543 35 1.03 1.38 30.10

0.50 24 437 9 15 24 526 39 1.20 1.68 20.80

0.75 22 404 8 14 30 520 36 1.29 1.75 13.20

1.00 18 225 3 15 179 371 16 1.65 1.91 7.72

Table 4 Output when Gurobi time-limit is set to 43,200s (12h)

α Trips Seats

used

Buses Vans Inmates

not

moved

Inmates

moved

%

moved

with hub

Seat utilization ratio Opt. gap

%

Without

hub

With

hub

0.10 25 444 9 16 1 549 44 1.24 1.78 13.60

0.30 23 430 9 14 1 549 40 1.28 1.79 9.54

0.50 23 430 9 14 1 549 41 1.28 1.80 9.11

0.75 22 404 8 14 14 536 39 1.33 1.85 7.49

1.00 19 265 4 15 129 421 19 1.59 1.89 3.92

the two objectives for different values of α. The most appropriate value of α was
determined to be equal to 0.5, since only nine buses are used for the transportation
of the inmates in that week, and only one inmate is not transported. This inmate can
be transported in the following week.

6 Benefits and Impact

In this section we quantify the expected savings of using the MILO model for the
inmate transportation process. We have identified two main saving areas that can be
achieved by optimizing the process. In order to compute the savings, we compare
the results of the manual transportation, presented in Table2, with that of the MILO
model for α = 0.5, presented in Table4.
Gas and Maintenance: Using the MILO model, the number of the buses decreased
from 21 to 9. It was reported by the PADoC in 2013 that the total gas andmaintenance
cost for 21 buses was $500,000. The model reduces the number of buses used by 12.
Thus, the savings from gas and maintenance is projected to be $285,700 annually.
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Table 5 The projected quantified savings of optimizing the inmate transportation process

Savings One year ($) Five years ($)

Gas and maintenance 285,700 1,428,500

Salary 1,350,000 6,750,000

Sum 1,635,700 8,178,500

Salary: There is a reduction of 12 bus-trips and 7 van-trips. Each bus and van,
used for the transportation of the inmates, need three and two correctional officers,
respectively. This would result in a saving of 50 man-day which can then translate
to 10 full-time correctional officer positions. The average salary and benefits of a
correctional officer is $135,000.Thus, the saving from the salarywouldbe$1,350,000
annually.

The projected quantified savings in one year and over five years are summarized
in Table5.

7 Summary

In this paper, we studied the inmate transportation process as a proof of concept
at the PADoC as it is done manually, and suggest an alternative to optimize the
process system-wide. We developed a multi-objective MILO model to optimize the
ITP. Numerical results demonstrate that significant savings can be achieved by using
the model for the ITP. Our MILO model can be advanced further to incorporate
other business rules and constraints of the inmate transportation process, and can be
adapted to other jurisdictions.
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Robust Modality Selection
in Radiotherapy

Sevnaz Nourollahi, Archis Ghate and Minsun Kim

Abstract External beam radiotherapy attempts to maximize tumor-damage while
limiting toxicity on healthy tissue. Although several modalities with distinctive bio-
logical and physical properties are available, none is dominant. A mathematical
formulation for optimalmodality selectionwith uncertainty in these properties is pre-
sented. Uncertainty is incorporated via a robust approach. The problem decomposes
into finitely many subproblems with analytically solvable Karush-Kuhn-Tucker con-
ditions. Numerical experiments demonstrate how uncertainty affects optimal solu-
tions even when clinical intuition is not readily available.

1 Introduction

In external beam radiotherapy (EBRT), high-energy radiation is passed through
the patient’s body to kill tumors. This also damages nearby healthy anatomies and
organs-at-risk, collectively termednormal tissue. The objective is tomaximize tumor-
damage and limit toxic effects on normal tissue.

Several modalities such as photon beam x-rays, protons, and neutrons, with dis-
tinctive biological and physical properties, are available [1]. Neutrons, for example,
have a higher biological cell-kill power than photons. They are thus more toxic to
both the tumor and the normal tissue. Depth dose deposition profile is a crucial phys-
ical property. Photons deposit a high radiation dose near the entry point, which then
decreases with distance. Protons deposit a dose that increases for some distance. It
then abruptly rises to a so-called Bragg peak, and falls sharply after. A large dose dif-
ferential between the tumor and normal tissue can thus be attained if the Bragg peak
is positioned exactly in the tumor. While this is favorable to a patient, uncertainty
about the location of the Bragg peak makes protons less desirable. Such trade-offs
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render the choice of an optimal modality difficult. No single universally dominant
modality has emerged [3].

The challenge is further compounded because EBRT is delivered in multiple
sessions. This is called fractionation. Normal tissue possesses better damage-repair
capabilities than tumors. Fractionation thus gives the normal tissue some time to
recover between sessions. This hints at the benefits of long courses. However, tumors
proliferate, and hence a shorter course may be desirable. Mathematical methods
for optimizing the number of sessions with a single modality based on the linear-
quadratic (LQ) model of dose-response are reviewed in [5]. The question of how to
split the sessions into different modalities further confounds trade-offs.

Consider the following formulation of the problem with two modalities, based on
the LQ model:

(P0) min
N1,d1,N2,d2

e−N1α
τ
1 d1−N1β

τ
1 (d1)2−N2α

τ
2 d2−N2β

τ
2 (d2)2+γ (N1+N2) (1)

N1s1kα
φ
1kd1 + N1β

φ
1k(s1kd1)

2 + N2α
φ
2kd2 + N2β

φ
2k(s2kd2)

2 ≤ Bk , k ∈ K, (2)
d1, d2 ≥ 0, N1 + N2 ≤ Nmax, N1, N2 ≥ 0, integers. (3)

We solved a special case of this with a single normal tissue via Karush-Kuhn-
Tucker (KKT) conditions in [4]. In (P0), modalities are indexed by subscripts
i = 1, 2. Thus, Ni is the number of sessions withmodality i , and di is the dose in each
of these sessions. Modality 1 is assumed to be the conventional modality (photons).
The objective function minimizes the fraction of surviving cells per the LQ model.
Here,ατ

i and βτ
i are themodality-specific parameters of the linear and quadratic com-

ponents of the tumor’s response, respectively; γ (N1 + N2) is the tumor proliferation
term, which depends on the total number of treatment sessions [2]. The set of normal
tissue isK = {1, 2, . . . , K }, and is indexed by k. For normal tissue k, αφ

ik and β
φ

ik are
the linear and quadratic parameters of dose-response for modality i . Also, sik is the
sparing factor for normal tissue k. That is, if a dose of di is delivered to the tumor
by modality i , then a dose sikdi is delivered to normal tissue k [[5] describes how
sparing factors are obtained]. Thus, the left hand side (LHS) of constraints (2) equals
the total biological effect (BE) [2] on normal tissue k. The right hand side (RHS) of
constraints (2) is defined as Bk = Nconvα

φ

1kdconv,k + Nconvβ
φ

1k(dconv,k)
2. Here, dconv,k

is the dose in each session that normal tissue k is known to tolerate if administered
in Nconv sessions. This, in turn, can be rewritten as Bk = α1k Dk + β1k D2

k/Nconv by
letting Dk = Nconvdconv,k for brevity. The RHS equals the BE of the conventional
treatment schedule that normal tissue k is known to tolerate. Constraints (2) ensure
that the BE of the selected treatment schedules is no more than that of a conventional
one.

(P0) ignores uncertainty in biological and physical properties that further compli-
cates modality selection. For protons for instance, the exact location of Bragg peak
is unknown [1]. This can lead to the undesirable consequence that a large dose is
delivered to the normal tissue. This can be modeled as the sparing factors s being
uncertain. Similarly, the exact biological powers of differentmodalities are unknown,
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and this can be modeled as the parameters α, β being uncertain. Our objective is to
propose a robust approach and solution method to address this, and to derive clinical
insights.

2 Problem Formulation and Exact Solution Method

2.1 Robust Formulation Under Interval Uncertainty

First, (P0) is converted into an equivalent maximization problem after taking the
natural logarithm of the objective. It suffices to solve the resulting problem with
(N1, N2) fixed. Further, the proliferation term γ (N1 + N2) becomes a constant and
hence is dropped. We thus refer to the following as the nominal problem:

(P) max
d1,d2

N1α
τ
1d1 + N1β

τ
1 (d1)

2 + N2α
τ
2d2 + N2β

τ
2 (d2)

2

subject to N1s1kα
φ

1kd1 + N1β
φ

1k(s1kd1)
2 + N2α

φ

2kd2 + N2β
φ

2k(s2kd2)
2 ≤ Bk, k ∈ K,

d1, d2 ≥ 0.

This section presents its robust counterpart using an interval model of uncertainty.
The robust counterpart tackles uncertainty about sparing factors s1k, s2k , and

uncertainty about the dose-response parameters α
φ

1k, β
φ

1k, α
φ

2k, β
φ

2k . The planner
assumes that these parameters belong to the intervals Rs1k = [smin

1k , smax
1k ], Rs2k =

[smin
2k , smax

2k ] Rα1k = [αmin
1k , αmax

1k ], Rβ1k = [βmin
1k , βmax

1k ], Rα2k = [αmin
2k , αmax

2k ], and
Rβ2k = [βmin

2k , βmax
2k ]. The planner computes the best solution that will remain fea-

sible irrespective of the values of these parameters from these intervals.
This yields the following robust counterpart of the nominal problem (P):

max
d1,d2

N1α
τ
1d1 + N1β

τ
1 (d1)

2 + N2α
τ
2 d2 + N2β

τ
2 (d2)

2

subject to N1α
φ
1k s1kd1 + N1β

φ
1k (s1kd1)

2 + N2α
φ
2k s2kd2 + N2β

φ
2k (s2kd2)

2 ≤ α
φ
1k Dk + β

φ
1k D

2
k /Nconv

for s1k ∈ Rs1k , s2k ∈ Rs2k , α1k ∈ Rα1k , β1k ∈ Rβ1k , α2k ∈ Rα2k , β2k ∈ Rβ2k , k ∈ K,

d1, d2 ≥ 0.

After algebraic simplification, the main functional constraint above can be rewritten
as

α
φ

1k(N1s1kd1 − Dk) + β
φ

1k(N1s
2
1kd

2
1 − D2

k/Nconv) + N2α
φ

2ks2kd2 + N2β
φ

2ks
2
2kd

2
2 ≤ 0,

for s1k ∈ Rs1k , s2k ∈ Rs2k , α1k ∈ Rα1k , β1k ∈ Rβ1k , α2k ∈ Rα2k , β2k ∈ Rβ2k , k ∈ K.
This includes an uncountably infinite number of constraints. We next show how
to decompose this into a finite set of subproblems, each with a finite number of
constraints.
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2.2 Decomposition into Subproblems Solved via KKT
Conditions

The initial step is to identify bottleneck parameter values on the LHS of the con-
straints. This is easy to do for the third and the fourth terms, N2α2ks2kd2 and
N2β2ks22kd

2
2 , because the bottleneck parameter values equal their largest values. That

is, αmax
2k , βmax

2k and smax
2k , for α

φ

2k , β
φ

2k , and s2k . Similarly, the bottleneck value for s1k
is smax

1k . This does not work for the first and the second terms because the multipliers
(N1smax

1k d1 − Dk) and (N1(smax
1k )2d2

1 − D2
k/Nconv) may be positive or negative. We

develop an alternative approach to handle these terms.
Note that the sign of the multiplier (N1smax

1k d1 − Dk) is determined by whether or
not d1 ≥ (Dk/N1smax

1k ). If the sign is negative, then the largest value of αφ

1k(N1smax
1k d1

− Dk) on the LHS of the constraint is attained when α
φ

1k = αmin
1k . On the other hand,

if the sign is positive, then the largest value of this term is attained when α
φ

1k = αmax
1k .

Similarly, the sign of the multiplier (N1(smax
1k )2d2

1 − D2
k/Nconv) is determined by

whether or not d2
1 ≥ (D2

k/NconvN1(smax
1k )2). If the sign is negative, then the largest

value of the second term β
φ

1k(N1(smax
1k )2d2

1 − D2
k/Nconv) is attained when β

φ

1k = βmin
1k .

On the other hand, if the sign is positive, then the largest value of the second term is

attained when β
φ

1k = βmax
1k . We sort μk = Dk

N1smax
1k

and νk = D2
k

NconvN1(smax
1k )2

in increasing
order. The sorted indices k are stored in sequences L and Q. Suppose that, for any
i = 1, 2, . . . , K , Li denotes the i th normal tissue index in the sorted sequence L .
Then μLi ≤ μLi+1 , for i = 1, 2, . . . , K − 1. Similarly, suppose that, for any j =
1, 2, . . . , K , Q j denotes the j th normal tissue index in the sorted sequence Q. Then
νQ j ≤ νQ j+1 , for j = 1, 2, . . . , K − 1. We use this notation to partition feasible dose
values d1 ≥ 0 into different subsets. These subsets are indexed by pairs (�, q), for
� ∈ {0, 1, . . . , K } and q ∈ {0, 1, . . . , K }. The (�, q)th subset is characterized by

d1 ≥ μk for k ∈ {L1, L2, . . . , L�} and d1 ≤ μk for k ∈ {L�+1, L�+2, . . . , LK }; and

d2
1 ≥ νk for k ∈ {Q1, Q2, . . . , Qq} and d2

1 ≤ νk for k ∈ {Qq+1, Qq+2, . . . , QK }.
We tackle the robust problem by solving subproblems indexed by (�, q), for � ∈

{0, 1, . . . , K } and q ∈ {0, 1, . . . , K }, and then by identifying the (�, q) pair and the
corresponding (d1, d2) doses that yield the best objective. The (�, q)th subproblem
from this group is given by
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max
d1,d2

N1α
τ
1d1 + N1β

τ
1 (d1)

2 + N2α
τ
2d2 + N2β

τ
2 (d2)

2 (4)

αmax
1k (N1s

max
1k d1 − Dk) + βmax

1k (N1(s
max
1k )2d21 − D2

k /Nconv) + N2α
max
2k smax

2k d2 + N2β
max
2k (smax

2k )2d22 ≤ 0,

k ∈ {{L1, L2, . . . , L�} ∩ {Q1, Q2, . . . , Qq }}, (5)
αmax
1k (N1s

max
1k d1 − Dk) + βmin

1k (N1(s
max
2k )2d21 − D2

k /Nconv) + N2α
max
2k smax

2k d2 + N2β
max
2k (smax

2k )2d22 ≤ 0,

k ∈ {{L1, L2, . . . , L�} ∩ {Qq+1, Qq+2, . . . , QK }}, (6)
αmin
1k (N1s

max
1k d1 − Dk) + βmin

1k (N1(s
max
1k )2d21 − D2

k /Nconv) + N2α
max
2k smax

2k d2 + N2β
max
2k (smax

2k )2d22 ≤ 0,

k ∈ {{L�+1, L�+2, . . . , LK } ∩ {Qq+1, Qq+2, . . . , QK }}, (7)
αmin
1k (N1s

max
1k d1 − Dk) + βmax

1k (N1(s
max
1k )2d21 − D2

k /Nconv) + N2α2k s
max
2k d2 + N2β2k(s

max
2k )2d22 ≤ 0,

k ∈ {{L�+1, L�+2, . . . , LK } ∩ {Q1, Q2, . . . , Qq }}, (8)
d1 ≥ μk , k ∈ {L1, L2, . . . , L�}, d1 ≤ μk , k ∈ {L�+1, L�+2, . . . , LK }, (9)
d21 ≥ νk , k ∈ {Q1, Q2, . . . , Qq }, d21 ≤ νk , k ∈ {Qq+1, Qq+2, . . . , QK }, (10)
d1, d2 ≥ 0. (11)

Since the subproblem includes two variables, we investigate two cases: whether
only one or at least two constraints are active at an optimality. We categorize the
constraints into three groups: (5–8); (9–10); and (11), and investigate the two cases
for each.

1. Only one of the constraints (5–8) is active at optimal solution. There are two
subcases:

(a) Only one of d1 and d2 is positive. Suppose d1 > 0 and d2 = 0. The (l, q)

subproblem becomes a single modality problemwith d1 as the only variable.
Then, by making constraints (5–8) active one-by-one, we are able to obtain
a positive value of d1 by solving a quadratic equation. Among all such
candidate values of d1, we only keep those that are feasible to the rest of
the constraints in (5–8), as well as in (9–10). The same approach is repeated
when d1 = 0 and d2 > 0.

(b) Both d1 > 0 and d2 > 0. We assume each one of the constraints (5–8) to be
active one-by-one and the rest of them to be strict inequalities. There are K
subcases to consider. In each of the subcases, theLagrangemultipliers for the
K − 1 inactive constraints among (5–8), for the 2K inactive constraints (9–
10), and also for the two non-negativity constraints (11) become zero owing
to complementary slackness. Thus, the KKT conditions reduce to those
identical to the two-modality and single constraint problem with d1 > 0
and d2 > 0. These can be written as a quartic equation that can be solved
analytically. After doing this for each of the subcases, we only keep solutions
that are feasible to the original subproblem.

2. At least two of the constraints (5–8) are active at optimal solution. As the prob-
lem includes two variables, the active constraints will provide a system of two
quadratic equations that can be solved for d1 and d2. In particular, the intersection
of the two active constraints creates a quartic equation in terms of either d1 or d2,
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which can be solved in closed form. Then by substituting the obtained d1 or d2 in
either of the constraints, we get a quadratic equation with one unknown variable,
which also can be easily solved in closed from. There will be

(M
2

)
such systems

of two quadratic equations. We keep candidate solutions that are feasible for the
entire subproblem.

3. At least one of the constraints (9–10) is active. We make each of the constraints
(9–10) active one-at-a-time and solve it for d1. Then we substitute the resulting
value of d1 into constraints (5–8). Note that at least one of the constraints (5–
8) must then be active at optimal solution, because the objective function is
increasing in d2. Thus we solve K quadratic equations one-by-one to obtain
candidate solutions for d2. We keep solutions that are feasible for the entire
subproblem.

2.3 Experiment Design and Procedure

For brevity, M1 refers to modality 1 and M2 is modality 2. For M1, we used

s1 = 1,

ατ
1/β

τ
1 = 10 Gy, α

φ
1 /β

φ
1 = 2 Gy,

ατ
1 = 0.35 Gy−1, βτ

1 = 0.035 Gy−2, α
φ

1 = 0.35 Gy−1, β
φ

1 = 0.175 Gy−2.

For M2, we set
β

φ

2 = 0.175 Gy−2, βτ
2 = 0.035 Gy−2.

Nconv was fixed at 25 fractions with dconv = 2 Gy. These values are common in the
literature, and yield B = 35 as the RHS of constraint (2). We used

γ (N1 + N2) = [(N1 + N2) − 1 − Tlag]+ ln 2

Td
,

where Td and Tlag are tumor doubling time and lag time, and [·]+ = max(·, 0). This
functional form is common, and assumes that repopulation does not start until Tlag
days after treatment begins [2]. We employed Td = 3 days and Tlag = 0 days as
representative values since qualitative trends were invariant with these numbers.
Nmax was fixed at 50days.

Experiments were conducted for values {0.8, 1, 1.2} of a biological parameter
r = α

φ
2 /ατ

2 . A biologically superior modality inflicts a higher damage on both the
tumor and normal tissue. The ratio r captures the differential in the damage to the
two. As r increases, the damage to normal tissue relative to the damage to tumor
using M2 increases and M2 becomes less desirable.

Section3.1 studies the effect of uncertainty in s2 (a physical characteristic of
M2). For example, for protons, this could model the uncertainty in the Bragg peak’s
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location. The uncertainty interval [smin
2 , smax

2 ] ismodeled by setting smin
2 = (1 − 	)s2

and smax
2 = (1 + 	)s2, for 	 ∈ {0, 0.1, 0.2, . . . , 0.9}. Here, s2 is a nominal value

chosen from {1, 0.9, . . . , 0.5}, and 	 = 0 corresponds the nominal case.
Section3.2 studies the effect of uncertainty in α

φ

1 (a biological characteristic of
M1). For example, for photons, this could model the uncertainty in its biological
power. The uncertainty interval [αmin

1 , αmax
1 ] is modeled with αmin

1 = (1 − 	)α
φ

1 and
αmax
1 = (1 + 	)α

φ

1 , for 	 ∈ {0, 0.1, 0.2, . . . , 0.9}. Here, the nominal value α
φ

1 is
fixed at 0.35 Gy−1. Recall that 	 = 0 corresponds to no uncertainty.

3 Results

3.1 Uncertainty in Physical Characteristic s2 of M2

Tables1, 2 and 3 report results for r = 1, 0.8, 1.2. Each row reports a different value
of s2. Columns correspond to different uncertainty levels 	. The tables report the %
price of robustness (PR) for each (s2,	) combination. This equals the percentage
increase in the optimal number of surviving cells in the robust formulation relative
to the nominal formulation. Tables are colored depending on what is optimal: blue
if M1, green if the pair M1, M2, and yellow if M2 is optimal.

Table1 shows that for each s2, the PR is nondecreasing as 	 increases. When 	

increases, smax
2 increases and M2 becomes less desirable as it inflicts more damage

on the normal tissue. The optimal modality thus switches to M1 at a sufficiently
high value of 	. After this switch occurs, the optimal solution does not depend on
parameters of M2, and in particular, does not depend on 	. Thus, the PR is constant
for all values of 	 where M1 is optimal in each row. In the top-left cell where s2 = 1
and 	 = 0, M1 and M2 are equivalent. Therefore, there is a tie between M1 and
M2 in that cell. Since the PR is 0 in that cell, it remains 0 throughout that row of
s2 = 1 (note that the PR is 0 as expected when 	 = 0). M2 becomes more desirable
(because it inflicts less damage on the normal tissue) as s2 decreases. Thus, the switch
from M2 to M1 in each row occurs at a larger value of 	 (less desirable) as nominal
s2 decreases (more desirable). Similarly, for each value of 	, M2 becomes more
desirable as s2 decreases. The optimal modality thus switches from M1 to M2. This
switch occurs at smaller values of s2 as 	 increases. For each value of 	, the PR
increases as s2 decreases, whenever M1 is optimal. This is because the number of
surviving cells with M1 as the optimal modality is invariant as a function of s2 in this
situation, but the number of surviving cells with M2 as the optimal modality in the
nominal problem (	 = 0) is decreasing as s2 decreases.

Qualitative trends in Table2 are identical to Table1. However, M2 is optimal more
often in Table2 as it uses a smaller value of r = 0.8 making M2 more desirable. For
this same reason, in each fixed row of Table2, the switch from M2 to M1 occurs at a
higher value of 	. Similarly, for each fixed column of Table2, the switch from M1

to M2 occurs at a higher value of s2.
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Table 1 % Price of
Robustness with r = 1 for
Sect. 3.1

s2 Uncertainty 	 in s2
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.9 0.0 13.4 14.7 14.7 14.7 14.7 14.7 14.7 14.7 14.7

0.8 0.0 13.3 24.0 28.5 28.5 28.5 28.5 28.5 28.5 28.5

0.7 0.0 13.2 23.8 32.4 39.6 41.4 41.4 41.4 41.4 41.4

0.6 0.0 13.1 23.6 32.2 39.3 45.3 50.3 53.3 53.3 53.3

0.5 0.0 13.0 23.4 31.9 39.0 44.9 50.0 54.3 58.1 61.4

Table 2 % Price of
Robustness with r = 0.8 for
Sect. 3.1

s2 Uncertainty 	 in s2
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

1.0 0.0 13.1 21.5 21.5 21.5 21.5 21.5 21.5 21.5 21.5

0.9 0.0 13.0 23.5 32.1 32.7 32.7 32.7 32.7 32.7 32.7

0.8 0.0 12.9 23.3 31.8 38.9 43.3 43.3 43.3 43.3 43.3

0.7 0.0 12.8 23.1 31.5 38.6 44.5 49.6 53.2 53.2 53.2

0.6 0.0 12.6 22.9 31.2 38.2 44.1 49.2 53.5 57.3 60.6

0.5 0.0 12.5 22.6 30.9 37.8 43.7 48.7 53.0 56.8 60.0

Table 3 % Price of
Robustness with r = 1.2 for
Sect. 3.1

s2 Uncertainty 	 in s2
0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

1.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.9 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

0.8 0.0 13.7 15.3 15.3 15.3 15.3 15.3 15.3 15.3 15.3

0.7 0.0 13.6 24.4 31.0 31.0 31.0 31.0 31.0 31.0 31.0

0.6 0.0 13.5 24.3 33.0 40.2 45.5 45.5 45.5 45.5 45.5

0.5 0.0 13.5 24.2 32.9 40.0 46.1 51.2 55.5 58.6 58.6

Qualitative trends in Table3 are also identical to Table1. However, M2 is optimal
less often in Table3 because it uses the higher value of r = 1.2 making M2 less
desirable. For this same reason, in each row of Table3, the switch from M2 to M1

occurs at a lower value of 	. Similarly, for each column of Table3, the switch from
M1 to M2 occurs at a lower value of s2.

3.2 Uncertainty in Biological Characteristic α
φ

1 of M1

Tables4, 5 and 6 report results for r = 1, 0.8, 1.2. Rows report different values of ατ
2 ,

which model the biological power of M2. Columns correspond to different levels of
uncertainty 	. The tables report the PR for each (ατ

2 ,	). This equals the percentage
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Table 4 % Price of
Robustness with r = 1 for
Sect. 3.2

ατ
2 Uncertainty 	 in α

φ
1

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.35 0.0 0.4 0.6 0.8 0.8 0.8 0.8 0.8 0.8 0.8

0.40 0.0 4.9 7.9 8.1 8.1 8.1 8.1 8.1 8.1 8.1

0.45 0.0 4.9 9.9 13.8 13.8 13.8 13.8 13.8 13.8 13.8

0.50 0.0 4.9 9.9 14.8 18.4 18.4 18.4 18.4 18.4 18.4

0.55 0.0 4.9 9.9 14.8 19.8 22.2 22.2 22.2 22.2 22.2

0.60 0.0 4.9 9.9 14.8 19.8 24.7 25.1 25.1 25.1 25.1

0.65 0.0 4.9 9.9 14.8 19.8 24.7 27.6 27.6 27.6 27.6

0.70 0.0 4.9 9.9 14.8 19.8 24.7 29.6 29.7 29.7 29.7

Table 5 % Price of
Robustness with r = 0.8 for
Sect. 3.2

ατ
2 Uncertainty 	 in α

φ
1

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.35 0.0 4.9 9.9 10.0 10.0 10.0 10.0 10.0 10.0 10.0

0.40 0.0 4.9 9.9 14.8 17.6 17.6 17.6 17.6 17.6 17.6

0.45 0.0 4.9 9.9 14.8 19.8 23.4 23.4 23.4 23.4 23.4

0.50 0.0 4.9 9.9 14.8 19.8 24.7 27.8 27.8 27.8 27.8

0.55 0.0 4.9 9.9 14.8 19.8 24.8 29.7 31.3 31.3 31.3

0.60 0.0 5.0 9.9 14.9 19.8 24.8 29.7 34.1 34.1 34.1

0.65 0.0 5.0 9.9 14.9 19.8 24.8 29.7 34.7 36.4 36.4

0.70 0.0 5.0 9.9 14.9 19.8 24.8 29.7 34.7 38.3 38.3

Table 6 % Price of
Robustness with r = 1.2 for
Sect. 3.2

ατ
2 Uncertainty 	 in α

φ
1

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0.35 0.0 0.4 0.6 0.8 0.8 0.8 0.8 0.8 0.8 0.8

0.40 0.0 0.4 0.6 0.8 0.8 0.8 0.8 0.8 0.8 0.8

0.45 0.0 4.2 4.4 4.6 4.6 4.6 4.6 4.6 4.6 4.6

0.50 0.0 4.9 8.9 9.1 9.1 9.1 9.1 9.1 9.1 9.1

0.55 0.0 4.9 9.9 12.8 12.8 12.8 12.8 12.8 12.8 12.8

0.60 0.0 4.9 9.9 14.8 15.9 15.9 15.9 15.9 15.9 15.9

0.65 0.0 4.9 9.9 14.8 18.5 18.5 18.5 18.5 18.5 18.5

0.70 0.0 4.9 9.9 14.8 19.8 20.7 20.7 20.7 20.7 20.7

increase in the optimal number of surviving cells in the robust formulation relative
to that in the nominal formulation.

Table4 shows that for eachατ
2 , thePR is nondecreasing as	 increases. In each row,

the PR becomes constant after a sufficiently high value of 	. A closer investigation
of optimal doses revealed that at a sufficiently high value of 	, dose d1 reaches
the value D1/N1smax

1 and this eliminates the effect of uncertainty in α
φ

1 from the
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normal tissue constraints. The PR thus remains constant thereafter. Also, in each
row, the optimal modality switches to M1 (or M1, M2) as 	 increases. This fact that
M1 becomes more desirable as the uncertainty in its biological power increases may
appear counterintuitive at first. However, this scenario is indeed possible, because the
uncertainty in α

φ

1 affects both the LHS and the RHS of the normal tissue constraint.
To test this, we removed the dependence of the RHS α

φ

1 D1 + β
φ

1 D
2
1/Nconv on α

φ

1 by
setting this RHS to a fixed constant. We then re-solved the problem. As expected, the
optimal modality then did not switch from M2 to M1 in any row as 	 increased. For
each	, the optimal modality switches from M1 to M2 (or a combination of M1, M2).
This is because M2 becomes more desirable as its ατ

2 increases. For each	, the price
of robustness increases with ατ

2 as long as M1 (or M1, M2) remains optimal, because,
by using M1, we are forgoing a better-quality M2 when ατ

2 increases.
Qualitative trends in Table5 (r = 0.8) are identical to those in Table4 (r = 1).

But M2 is biologically superior to M1 in Table5 because M2 causes less damage to
the normal tissue owing to a smaller value of r in the base case (ατ

2 = 0.35 Gy−1 and
	 = 0). Thus, M2 is optimal more frequently in Table5. Consider any fixed (ατ

2 ,	)
pair where M1 is optimal in both Tables4 and 5 (either by itself or with M2). Then,
the PR in Table5 is higher than that in Table4, because, by using M1, we are forgoing
a better-quality M2 in Table5.

Qualitative trends in Table6 (r = 1.2) are identical to those in Table4 (r = 1).
But M2 is biologically inferior to M1 in Table6 because M2 causes more damage to
the normal tissue owing to a larger value of r in the base case (ατ

2 = 0.35 Gy−1 and
	 = 0). Thus, M2 is optimal less frequently in Table6. Consider any fixed (ατ

2 ,	)
pair where M1 is optimal in both Tables4 and 6 (either by itself or with M2). Then,
the PR in Table6 is lower than that in Table4. This is because, by utilizing M1, we
are forgoing a lower-quality M2 in Table6.

Insights derived from our approach will need to be verified via clinical studies.
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Incentive-Based Rebalancing
of Bike-Sharing Systems

Samarth J. Patel, Robin Qiu and Ashkan Negahban

Abstract This paper proposes an incentive-based approach for rebalancing bike-
sharing systems where customers are offered discount to pick up bikes from nearby
stations that are expected to become full in the near future. The main contribution
of this work is twofold: (1) we develop a customized station object in the Simio
simulation software to facilitate modeling of bike-sharing systems and reduce the
burden on the modeler by eliminating the need to code the basic functionalities of a
bike station; and, (2) we develop a discrete event simulation model of a real-world
bike-sharing system (CitiBike) using instances of the customized station object to
evaluate the effectiveness of pickup incentives in rebalancing the system. The model
is calibrated using historic data and the results confirm the effectiveness of such
incentive-based rebalancing scheme.More specifically, the results suggest that while
incentives help improve bike availability in general throughout the system (i.e., better
balance and service), offering too many incentives can in fact reduce total profit due
to decreased marginal profit per ride.

1 Introduction

Despite the societal, environmental, and health benefits of bike-sharing systems,
their adoption has been relatively slow. In New York City, for instance, only 0.2% of
the city’s population use the CitiBike system (the largest bike-sharing system in the
United States) on a regular basis, i.e., subscribers, despite the fact that in June 2017
alone, CitiBike users offset more than 2 million pounds of carbon emissions and
burned more than 165 million calories [1]. One of the main challenges in operating
bike-sharing systems is rebalancing. Time-varying and opposite demand patterns
for docks and bikes across different regions and unbalanced flows lead to bike/dock
shortages, which in turn lead to reduced profit due to lost demand (balks), customer
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dissatisfaction, and potential loss of customers in terms of continued use or future
adoption. The slow adoption of these systems can also be attributed (at least partially)
to this problem. To alleviate this problem, service providers redistribute bikes through
rebalancing operations. In 2016, CitiBike rebalanced about one million bikes using
box trucks, vans, contracted trikes, and bike trains [1]. This traditional method of
rebalancing is costly, requires substantial planning and coordination, and is against
the green philosophy of these systems in reducing carbon emissions if performed
using motor vehicles.

It is therefore crucial to redistribute bikes among stations in a proactive, econom-
ical, and environment-friendly way. In this paper, we investigate whether offering
incentives to potential riders to pick up bikes from stations that are expected to run out
of docks in the near future can potentially reduce the need for such rebalancing oper-
ations by helping the system rebalance itself. This work contributes to the simulation
and bike-sharing literature as follows: (1) we develop a customized “Station” object
in the Simio simulation software to facilitate development of models of bike-sharing
systems. To the best of our knowledge, none of the commercial simulation packages
has built-in implementation of a bike station that can be directly used in bike-sharing
models, hence, modelers often need to spend a significant amount of time and coding
effort to do this. The proposed station object contains the logic for basic operation
of a bike station allowing the user to simply drag and drop an instance of this object
onto the model without having to “code” the basic functionalities. Therefore, this
customized object significantly facilitates modeling of large-scale bike sharing sys-
tems for researchers and practitioners using the Simio software package; and, (2)
we evaluate an incentive-based rebalancing scheme (involving pickup incentives)
in terms of the number of lost customers and total profit by experimenting with a
simulation model of a real-world bike-sharing system built using instances of the
customized station object. The model corresponds to the CitiBike system in Jersey
City and its findings can help improve current strategies for rebalancing operations.

The remainder of the paper is organized as follows. Section 2 provides a critical
analysis of the literature on bike-sharing systems. Section 3 describes the general
logic and operation of the customized bike station object and the simulation model
of a real-world bike-sharing system. Section 4 summarizes the experimental results
and Sect. 5 provides the conclusions and potential future extensions.

2 Literature Review

Schuijbroek et al. [2] classify the related literature into the following two categories:

• System design: Dell’Olio et al. [3] develop a comprehensive methodology to opti-
mize station locations. Martinez et al. [4] and Prem Kumar and Bierlaire [5] use
mixed-integer programming models to maximize station performance by identi-
fying demand patterns and resource allocation to stations. Lin and Yang [6] use
a mathematical model to account for setup costs and travel paths and optimize
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the bike-share network design. While these studies provide insights on the initial
design (number of stations and their locations), rebalancing operations are not
explicitly considered. This is an important gap as consideration of rebalancing
operations could potentially affect the optimal design. The model proposed in this
paper addresses this gap and could be incorporated into the models proposed in
this stream to support a comprehensive analysis of the system design.

• Demand analysis and rebalancing operations: These studies involve demand
modeling and identifying the important factors for managerial decision-making,
especially those related to rebalancing operations. Kaltenbrunner et al. [7] pre-
dict the system’s future bike inventory to help improve performance by making
the information available to potential riders via a website. Vogel and Mattfeld [8]
study rebalancing activities using an aggregate feedback loop model and show
that active repositioning of bikes improves service quality. Shu et al. [9] develop
a stochastic network flow model to improve utilization of bike stations and bike
redistribution activities. They also account for the effect of other local public trans-
portation means on bike demand. Schuijbroek et al. [2] use integer programming
to determine the service level requirement at each station and optimize routing
for rebalancing operations. Jian et al. [10] use simulation-based optimization to
minimize bike/dock unavailability by improving bike and dock allocation during
different time intervals (e.g., morning and evening rush hours). O’Mahony and
Shmoys [11] use integer programming to optimize routing of bike transporting
vehicles used for rebalancing during rush hours and over-night.

The paper by Fricker and Gast [12] is of particular interest to us as it considers
incentives, where customers are offered discount to drop off bikes at stations that are
running out of bikes. However, in order to make the problem analytically tractable,
they make several (strong) assumptions. They consider a homogenous system where
the demand rate is the same for all stations. They perform a steady-state analysis and
further assume the demand rate is constant. In reality, these systems virtually never
reach steady state and demand is nonstationary. They consider only two drop-off
options chosen at random, meaning that the two candidate stations recommended by
incentives may not necessarily be close to the rider’s intended destination. Our work
relaxes these limiting assumptions. We consider a heterogeneous system with non-
stationary time-varying demand and flow patterns and use the actual geographical
location of stations to identify nearby stations as potential incentive options. More-
over, we consider various balking behavior, where customers do not necessarily balk
right away if there is no bike available at the station. To the best of our knowledge,
the work presented here is the first to consider incentives in such settings.
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3 Simulation Model Development

In Sect. 3.1, a “customized station object” is developed in the Simio simulation
software package. In Sect. 3.2, we use the customized station object to develop a
model of the CitiBike system in Jersey City.

3.1 A Customized Bike Station Object in Simio

Figure 1 shows the external view of the customized station object and its general
logic can be summarized as follows. Customer arrival process is modeled by a “Rate
Table” which allows for modeling a non-stationary arrival process where the arrival
rate changes over time. When a customer arrives at the station, she will check out a
bike if available. Otherwise, if there is no bike available, there are three possibilities:
(1) wait for a bike to be dropped off at the station (determined by the customer’s
“waiting probability”); (2) balk and leave the system as determined by the customer’s
“balking probability” (in the real world, this is when the customer decides to use an
alternative means of transportation); Or, (3) walk to a nearby station (a threshold
is used for how far a customer is willing to walk). A customer also has a “waiting
threshold” that determines how long she is willing to wait for a bike at an empty
station before she balks. The station object uses a mechanism to periodically check
thewaiting queue and remove those customerswith their waiting threshold exceeded.
When a bike arrives at the station, the customer drops off her bike if there is a dock
available.Otherwise, the customerwill attempt to drop off the bike at a nearby station.

The customized station object also tracks several statistics such as the number
of bikes/docks, number of customers that balk without or after waiting, number of
customers that attempt to pick up a bike from a nearby station, and the number of
customers that received incentives. The detailed structure of the customized station,

Fig. 1 External view of the station object with a dynamic pie chart that shows bike availability
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its properties, state variables, and processes are explained in Patel [13], and the reader
is referred to [14] for a general introduction into the Simio software.

3.2 A Simulation Model of the CitiBike System in Jersey City

We use instances of the customized station object to develop a simulation model of
the CitiBike system in Jersey City to analyze the effectiveness of pickup incentives
in reducing balks (i.e., lost customers) and improving profit. As of the date of this
study, CitiBike-Jersey City has about 50 stations that are (virtually) isolated from
the stations in New York City (i.e., there is almost no bike travel between the two
subsystems). This allows us to treat these 50 stations as a separate system. The main
reason behind choosing Jersey City was that even with the customized station object,
developing a model for the entire CitiBike systemwith more than 600 stations would
still be tedious. We discuss this issue further in Sect. 5.

Historical data on bike pickups and drop-offs are publicly available through the
service provider. Here, we use data from December 2016. The dataset includes sta-
tion ID, station longitude and latitude and address, trip starting and ending time at the
corresponding stations, and user type. We use the bike pickup rate as a lower bound
for the true demand for bikes. During this month, we observe that weekdays (Mon-
day–Friday) have different patterns than weekends (Saturday and Sunday). Figure 2
shows how the average pickup rate changes during the day for different days of the
week. We focus on weekdays and assume Poisson arrival processes for customers.
The use of the Poisson distribution is justified in [10] and supported by a set of
goodness-of-fit tests performed in [13]. Based on an assessment of pickup data using
HistoRIA [15] and ADD-MORE [16] analysis tools for identifying non-stationary
stochastic processes, hourly time-varying arrival rates are used. Once a bike is picked
up, the destination station is sampled randomly based on the probabilities estimated
from the real-world from-to trip frequency data, while the trip duration is determined
based on the distance and the average bike speed. Station sizes (number of docks)
for the fifty stations also correspond to the real system configuration.

Figure 3 illustrates a snapshot of the simulationmodel ofCitiBike-JerseyCitywith
each station represented by a pie chart where the blue color indicates bike availability
and red indicates empty docks. Therefore, a red circle means no bike and a blue circle

Fig. 2 Hourly patterns of bike pickup rate
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Fig. 3 A snapshot of the simulation model of the CitiBike system in Jersery City

indicates a full station. For each station, the stations’ geographic location is used to
create a list of nearby stations as potential candidates for pickup incentives. In this
model, we use a threshold of 0.5 miles to determine nearby stations.

The logic used for pickup incentives can be described as follows. When a poten-
tial customer arrives at a station, an incentive is offered to the customer to pick up
a bike from a nearby station that is running out of docks (if any). If there are mul-
tiple options, the closest station among the candidate incentive stations is selected.
The customer accepts the incentive probabilistically based on her “probability of
accepting incentives”. In the following section, we perform sensitivity analysis on
this probability value as well as the discount level.
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4 Experiments and Results

Table 1 summarizes the experimental design. The simulation run is initialized with
a perfectly balanced system, with all stations having the same percentage of bike
availability. Station sizes and total number of bikes in the Jersey City subsystem are
obtained from Citi Bike. The model is run for 100 replications of a 24-hour interval
starting atmidnight.We use total balks (lost customers) and total profit to evaluate the
effectiveness of pickup incentives in rebalancing the system. Total balks is calculated
by the sum of lost demand over all stations. Total profit is computed as follows:

Total Profit �
∑

all station i

[(All bike pickups from station i)

∗ (Profit per ride before discount)

− (Bike pickups from station iwith incentives) ∗ (Discount rate)].

The results are summarized in Figs. 4 and 5. In both figures, we use the 25th and
75th percentiles to generate the box plots and the 95% confidence intervals for the
mean (beige box) as well as the upper and lower percentiles (blue boxes). As shown
in Fig. 4, the total balk decreases as the probability of accepting incentives increases.
The total balk can be considered as a measure of “how well-balanced the system
is”. We expect the system to be more balanced as more customers accept pickup
incentives.

Figure 5 shows that the total profit follows a concave function of the probability of
accepting incentives. We also observe the trade-off between serving more customers
versus reduced average profit margin per ride due to incentives. While pickup incen-
tives improve the balance of the system and number of customers served, offering
too many incentives decreases total profit as these rides have a smaller profit margin.
Moreover, as the discount rate increases, the total profit is maximized at lower levels
of the probability of accepting incentives (indicated by the red ovals). For instance,
under a 5% discount rate, total profit peaks at probabilities between 0.5 and 0.9.
Under a 20% discount rate, however, this range is 0.2–0.4.

Table 1 The parameters of the CitiBike-Jersey City simulation model

Parameter Description

Initial bike availability
Station size (number of docks)
Walking speed
Biking speed
Waiting threshold
Balking probability
Waiting probability
Discount rate
Profit per ride
List of nearby stations

70% bike availability at the beginning of the run for all stations
Varies per station (determined based on real-world data)
3 mph
8 mph
Triangular (0, 5, 10) minutes
Uniform (0, 1)
1.0 – Balking probability
5, 10, 15, 20%
$1 (before discount)
Within 0.5 miles
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Fig. 4 Total balk based on the probability of accepting incentives

Fig. 5 Total profit for different levels of discount and probability of accepting incentives

5 Conclusions and Future Work

Wepropose an incentive-based approach for rebalancing bike-sharing systemswhere
customers are offered discount to pick up bikes from nearby stations that are expected
to become full in the near future.We develop a customized station object in the Simio
simulation software anduse instances of it tomodel theCitiBike-JerseyCity system to
evaluate the effectiveness of pickup incentives. The results show that while incentives
can help improve general bike availability throughout the system (i.e., better balance
and fewer balks), offering too many incentives can reduce total profit due to reduced
average marginal profit per ride.
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While the customized station object significantly reduces modeling effort, the
modeler still needs to add input data and additional processes. In our model of
CitiBike-Jersey City, each of the fifty stations requires an arrival table to model the
non-stationary bike demand for that station, a list of its nearby stations, and additional
code for the incentive logic. Therefore, automatic model generation is an important
extension that would further facilitate modeling large-scale systems with hundreds
of stations. In our analysis, the probability of accepting incentives is independent of
the discount rate. Future research on customer behavior is needed to understand the
relationship between the two.While not addressed in this paper, explicit modeling of
the rebalancing operations and the cost associated with them would be necessary to
evaluate how much of the reduced profit due to discounts would be offset by saving
on rebalancing costs. Another extension involves modeling drop-off incentives to
encourage riders to drop off their bike at stations that are running out of bikes in the
near future. A joint analysis of pickup and drop-off incentives may lead to interesting
findings.
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A T-shaped Measure
of Multidisciplinarity in Academic
Research Networks: The GRAND Case
Study

David Turner, Diego Serrano, Eleni Stroulia and Kelly Lyons

Abstract Service-science research has long been studying T-shapedness, arguing
that service scientists should be T-shaped individuals, deeply knowledgeable in one
field and able to collaborate and communicate across disciplines. The value of multi-
disciplinarity has also been recognized in academic environments, as funding agen-
cies are committing substantial support to large-scale research initiatives that span
across disciplines, organizations, academia and industry, even across national bor-
ders, and aim to address the major challenges of our time, from climate change,
to energy shortage, to pandemics. New incentives and performance indicators are
needed to encourage and reward multidisciplinary collaborative work. In this paper,
we introduce a metric for multidisciplinarity, based on the notion of T-shapedness
and we report on the application of this measure on data collected over four years
from the GRAND Network of Centres of Excellence, a large-scale, Canadian, mul-
tidisciplinary research network conducting research on digital media with numerous
academic and industrial partners. We describe our findings on how the community
evolved over time in terms of its T-shaped multidisciplinarity and compare the mul-
tidisciplinarity of GRAND researchers to their non-GRAND peers.

1 Introduction

The GRAND Network of Centres of Excellence (NCE) is a Canadian multidisci-
plinary research network, conducting research on digital media, the technologies that
produce them, and their applications in our everyday lives. GRANDwas funded from
the Canadian government through theNCE (Networks of Centres of Excellence) pro-
gram and, in its first four years (2010–2014), supported 41 research projects, across
26 Universities, involving over 200 researchers and their trainees. GRAND was
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a highly multidisciplinary network, with researchers from science and engineering,
social sciences, health sciences, and arts and humanities. The GRAND digital-media
research agenda was also very broad, related to new algorithms and tools to support
the production of digital content; constructing platforms to host and enable the effi-
cient access to this content; developing and empirically evaluating applications using
digital media in a variety of settings (e.g., entertainment, training, work, and health-
care); and, formulating policies around the use, sharing, and dissemination of digital
content.

GRAND is an example of a new breed of large, geographically distributed, multi-
disciplinary research programs. The international research community and funding
agencies are recognizing the need to support large-scale initiatives to address the
grand challenges of our time. Driving this trend is the belief that these problems
cannot be effectively addressed solely by researchers in a single discipline or a sin-
gle organization, and that their study has to involve a broad spectrum of expertise
across multiple “centres of excellence”. However, even as this belief is generally, and
increasingly, shared, the questions of when, why, and precisely how these research
networks are made effective are still very much open and the subject of considerable
debate.

The investigation of these general questions and, more specifically, the study of
how digital collaboration tools can contribute to the effectiveness of research net-
works has been part of the GRAND agenda since its inception. To that end, we
developed a software platform, the Forum, to support communication and collabo-
ration across the network members and projects and to streamline the administrative
workflows and data collection required by theNCE program that is fundingGRAND.
The Forum has become a rich repository of data about the activities and research pro-
duction of the GRAND research community. The availability of this dataset presents
a unique opportunity to study some of the core questions around the effectiveness of
large-scale research networks in fostering interdisciplinarity.

We base our study on a few key methodological assumptions. Multidisciplinary
research integrates understanding, knowledge, techniques, tools, data, etc. frommore
than one body of knowledge to produce solutions that are beyond the scope of any
one field [11]. Multidisciplinarity also emerges as another dimension of research
excellence, beyond the more traditional metrics, i.e., publication and citation counts
[14]. Even though these statements may intuitively make sense, there is no generally
accepted measure of a researcher’s multidisciplinarity. The main contribution of this
paper is the formulation of a quantitativemeasure ofmultidisciplinarity, or, more
specifically, a measure of fitness with a generally accepted notion of ideal multidis-
ciplinarity, namely T-shapedness [5, 7]. Our measure reflects the multidisciplinarity
of the output of a researcher. The second contribution of this paper is our use of
our multidisciplinary metric to analyze the multidisciplinarity of the GRAND
community before and after involvement in GRAND against (a sample of) their
Canadian peers. In order to examine themultidisciplinarity of Canadian researchers
within and outside GRAND, we use data from Scopus.

The rest of this paper is organized as follows.We first review background research
related to our work (Sect. 2). We then describe the GRAND research network as the
subject of our study, and present the T-shaped multidisciplinary metric, followed
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by the methodology, data collection, and analysis of our study (Sect. 3). Next, we
present our findings and discuss their implications (Sect. 4). Finally, we conclude by
summarizing the lessons we learned through our study (Sect. 5).

2 Related Work

There are many quantitative measures of research and scholarly information broadly
called informetrics [1]. More recently, measures of interdisciplinary research have
received attention [14] as have alternative measures of scholarly influence in social
media and theweb [2]. Given our quantitative study of themultidisciplinaryGRAND
research network, we summarize here the most relevant work on measures of multi-
disciplinary research.

As a general background to this work, we adopt the general definitions of the
various related X-disciplinarity terms, as led out by Jensenius in http://www.arj.no/
2012/03/12/disciplinarities-2/. In the context of multidisciplinary work, people from
different disciplines work together, each drawing on their disciplinary knowledge;
interdisciplinary work integrates knowledge and methods from different disciplines;
and transdisciplinary work creates a unity of intellectual frameworks beyond the
disciplinary perspectives. A large number of categorizations of interdisciplinarity
has been reviewed by [8]; this conceptual framework for interdisciplinary research
considers three criteria: the scope of interdisciplinarity, multidisciplinary and inter-
disciplinary research interactions, and the objectives of the research activity. How-
ever, this qualitative framework requires a domain expert and adopts, as the unit of
analysis, the research-proposal document.

In contrast, our work aims at a quantitative measure of multidisciplinarity that can
be applied to a researcher or a research network. To that end, we have been inspired
by the notion of a T-shaped individual—or a person with T-shaped skills—who
displays depth in a particular field of study (the stem of the T) and a breadth of
abilities and skills across disciplines (the bar or top of the T) [7, 9, 10, 15]. The
concept was first attributed to Guest in 1991 [7] but many others have described
T-shaped skills as necessary components to building multidisciplinary teams [3, 6].
Intuitively, an academic researcher with a perfect T-shapedness score should have
a substantial percentage of their publications in one discipline, while the remainder
of their publications should be fairly smoothly distributed over a number of other
disciplines [13].

T-shapedness has been studied in the context of service science where it is argued
that Service scientists should beT-shaped individuals. Recently, it has been suggested
that education systems should develop T-shaped professionals in part to encourage
and reward academics to collaborate with colleagues in other disciplines and to
research agendas that are transdisciplinary [5].

Two additional studies are very closely related to our own in that they investigate
the multidisciplinarity in research projects. First, [4] studied a number of projects
receiving two particular National Science Foundation’s grants. They analyzed and
compared methods of collaboration, in order to highlight gaps in existing collabo-

http://www.arj.no/2012/03/12/disciplinarities-2/
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ration methods and practices. However, this study does not provide a clear metric
for multidisciplinarity. The second [16] studied interdisciplinarity by classifying
publications into disciplines according to the ISI Subject Categories. The degree
of multidisciplinarity was measured through indicators of disciplinary diversity as
suggested by [12], which argues that interdisciplinarity requires the consideration
of diversity (defined by the variety, balance of the distribution, and disparity of pro-
duction), and coherence (the degree to which the process of integration is taking
place). Our approach follows the diversity aspect of interdisciplinarity, defining the
T-shapedness metric to capture variety and balance.

3 The GRAND Network and Its T-shaped
Multidisciplinarity

The GRAND NCE is an example of today’s large-scale, geographically distributed,
multidisciplinary research programs, with numerous academic and industrial part-
ners. The first objective of this study is to gain a deeper understanding of how the
GRAND network of researchers worked during the first four years of the network’s
life and how their collaborative practices changed over time. These insights can
potentially be extremely relevant not just to GRAND, but also to other large mul-
tidisciplinary networks that may want to encourage similar practices. Our second
objective is to compare the GRAND community against a sample of the Canadian
research community in terms of the multidisciplinarity of their research outcomes,
in order to examine whether the GRAND network led to a higher degree than what
is typical of other Canadian researchers.

In order to measure the multidisciplinarity of researchers within and outside
GRAND,we enhanced the information collected in the Forumwith information from
Scopus about the disciplinary range of each researcher’s productivity. This informa-
tion can be retrieved for GRAND researchers and a sample of Canadian researchers
from outside GRAND, which enables us to comparatively examine the relative mul-
tidisciplinarity of these two groups. Scopus associates each publication with a subset
of 26 different subject areas; therefore, for a given researcher, we can identify the
union of their publications’ subject-area sets for a given year, and the number of
publications associated with each of these subject areas. Consider for example, a
Researcher with nine publications, pub1… pub9, each one associated with at least
one (and possibly more) of four subject areas, labelled S1, S2, S3 and S4. These pub-
lications give rise to the following subject-area sets: pub1:{S1, S2}, pub2:{S1, S2},
pub3:{S1}, pub4:{S1}, pub5:{S1, S4}, pub6:{S1}, pub7:{S1}, pub8:{S1} and pub9:{S1}
such that the counts of publications in each subject area are |S1|=9, |S2|=2, |S3|=0,
and |S4|=1. We will use this Researcher as an example to illustrate the definition
of our T-shapedness multidisciplinarity measure, in a simplified context of a smaller
number of subject areas (4 instead of 26).

As we have already discussed, a researcher with a perfect T-shapedness score
should have a substantial percentage of their publications in one of the Scopus
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subject-area, indicating depth of expertise in this primary area (the T stem), while the
remainder of their publications should be fairly smoothly distributed over a number
of other subject-areas, indicating multidisciplinary breadth of knowledge (the T hor-
izontal bar) [6], balance, and disparity. The breadth of disciplines outside the primary
discipline, represented as the horizontal bar of the T in our measure, increases as (a)
the number of breadth disciplines increases, and, (b) the amount of work is evenly
balanced across these breadth disciplines. The third diversity principle, disparity,
refers to the way in which the disciplines are different from, or similar to, each other.

Our analysis relies on the Scopus discipline categories, and we assume that all
categories are equally distinct from each other. Therefore, we define our T-shaped
metric of multidisciplinarity (referred to as MD henceforth) based on: (a) the ratio of
a researcher’s productivity in their primary/core subject area to their overall research
output, and (b) the degree to which the rest of their production is smoothly dis-
tributed over all areas other than their primary subject area. Intuitively, a “perfectly
T-shaped” researcherwould have an ideal ratio (rideal) of publications in their primary
subject area and the rest of their publications should be smoothly distributed over
the other (non-core) subject areas. Intuitively, a value of 0.5 or lower might suggest
less expertise in a core area while rideal =0.75 or higher might signify a higher depth
with relatively little productivity outside a core area of expertise. The value of rideal

for the purposes of this study was chosen to be 0.618, which we call the golden ratio.
We experimented with a number of different values for rideal between 0.6 and 0.70
(0.6, 0.618, 0.65, 0.7) and found that the results presented below are consistent using
all these alternative values.

We have implemented the MD measure in terms of two vectors: vstem and vbreath.
The stem discipline vector (vstem) captures the divergence of the researcher’s produc-
tivity in their primary discipline relative to their overall productivity from the ideal
ratio. The breadth vector (vbreadth) captures the degree to which the researcher’s pro-
ductivity is balanced across the other (non-core) subject areas. Considering n as the
number of subject areas, |si | as the number of publications associated with discipline
Si, Sstem is the subject area associated with the highest number of publications by the
Researcher, and R as the ratio of productivity in sstem over their overall productivity,
we can define the vectors vstem and vbreadth as follows:

rideal � 0.618 The “ideal” T ratio

R � |sstem |
max{1,∑n

i�1|si |} The ratio of the researcher’s productivity in
their core area over their overall productivity

vstem �
(
1, 1 − |rideal −R|

rideal

)
The vector defined by the Researcher’s
productivity in their core subject area, in effect
the ratio of the difference between the
researcher’s ratio R over the ideal ratio rideal

�vbreadth � (|s1|, |s2|, |s3|, . . . , |sn |), i �
1..n except stem

The breadth vector defined by the Researcher’s
productivity in all other non-core subject areas
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We can identify the theoretical best case, vstemBest and vbreadthBest for the twovectors,
respectively. The best case iswhen a researcher’s ratio of publications in the stem area
to the rest of the publications equals rideal, in which case vstemBest = (1, 1). Likewise,
when a researcher’s non-stem publications are evenly distributed among the rest of

the subject areas, vbreadthBest = (k, k,…, k), where k is
∑n

i�1|si |−|sstem |
n−1 . Note that there

are many researchers similar to this best-case example, namely all those who have
all the rest of their pubs evenly distributed in n=25 non-core subject areas. We can
also define worst-case vectors when a researcher has no publications at all, in which
case, vstemWorst = (1, 0) and vbreadthWorst = (0, 0, …, 0).

Given the vectors vstem and vbreadth, we calculate two angles: (a) the angle between
vstem and the vector vstemBest and (b) the angle between vbreadth and the (n − 1)-
dimensional vector vbreadthBest . Both these angles capture some aspect of the “di-
vergence” of the researcher’s productivity profile from the ideally T-shaped profile,
whether in the ratio of their productivity in their stem subject area to their overall
production, or in the smoothness of the distribution of the rest of their work in all
other non-stem subject areas.

Figure 1a, b illustrate the above two angle calculations for our example
Researcher, with nine publications associated with four subject areas as fol-
lows: pub1:{S1, S2}, pub2:{S1, S2}, pub3:{S1}, pub4:{S1}, pub5:{S1, S4}, pub6:{S1},
pub7:{S1}, pub8:{S1} and pub9:{S1} such that |S1|=9, |S2|=2, |S3|=0, and |S4|=1.
Note that pub1 contributes to the counts of two subject areas, S1 and S2. Our ratio-
nale behind this choice is that this publication may be potentially “discovered” by a
larger audience, namely all readers interested in either of the two areas; thus, assum-
ing relative independence of these areas and similar sizes of their corresponding
communities, the association of publication pub1 would imply potential readership
of twice the size of the readership of pub6 for example.We then order the researcher’s
subject areas in descending order according to the counts of publications associated
with each area and we identify s1 as the core area of expertise for this researcher,
s2 as the subject area with the second highest number of publications, and so on
until sn. Following the definition of R, we calculate the ratio of the Researcher’s

(a) vstem=(1, 0.79) (b) vbreadth=(2,0,1) where n=4

Fig. 1 T-shapedness vectors of the example Researcher1
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publications in the stem area to their total number of publications in all disciplines,
which for Researcher is 9/12=0.75. Assuming rideal =0.618 as the ideal T-ratio, the
T-shapedness vectors of Researcher are vstem = (1, 0.79) and vbreadth = (2, 0, 1), and
the corresponding T-shapedness angles are 6.83° and 39.23°, respectively.

To further illustrate our T-shapedness MD metric let us consider another
researcher, Researcher2, who has the following publications: pub1:{S4}, pub2:{S1,
S4}, pub3:{S4}, pub4:{S4}, pub5:{S2} and pub6:{S3} such that |S1|=1, |S2|=1,
|S3|=1, and |S4|=4. In this case, S4 is the stem area of Researcher2, and using
the same ideal ratio r=0.618, the T-shapedness vectors for Researcher2 are vstem

= (1, 0.92) and vbreadth = (1, 1, 1) and the corresponding angles are 2.262° and 0°.
Next, we calculate the overall multidisciplinary score of a researcher as the

normalized weighted average of the above two angles. To normalize the � vstem

vstemBest and � vbreadth vbreadthBest angles such that they are values between 0 and 1, we
divide them by the theoretical worst-case angles, � vstemWorst vstemBest and � vbreadthWorst

vbreadthBest respectively, which essentially produces ameasure of the distance between
the researcher and the worst case. Each normalized angle is then weighted based on
the value of rideal and the result is subtracted from 1 to give a positive value between
0 and 1 for the final value of MD, calculated as follows.

� vstemW orstvstem Best � cos−1

(√
2

2

)

� vbreadthW orstvbreadth Best � cos−1

(√
n − 1

n − 1

)

� vstemvstem Best � cos−1

(
vstem Best · vstem

|vstem Best ||vstem |
)

� vbreadthvbreadth Best � cos−1

(
vbreadth Best · vbreadth

|vbreadth Best ||vbreadth |
)

M D � 1 −
[

r

( � vstemvstem Best

� vstemW orstvstem Best

)

+ (1 − r)

( � vbreadthvbreadth Best

� vbreadthW orstvbreadth Best

)]

Revisiting the researchers in our example, we calculate their two MD scores as
0.633 and 0.969; the less productive (in absolute numbers) Researcher2 is more
multidisciplinary than the original example Researcher1 because they have a closer-
to-the-ideal distribution of publications over subject areas. Note thatMD is calculated
for a period of time, based on the researcher’s publications in this period. When
comparing the MD scores of a researcher at times t1 and t2, where t2 is after t1, and
both are after an original timestamp t0, a positive difference MD(t2 − t0) − MD(t1

− t0) indicates an increase in multidisciplinarity.
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To investigate the potential impact of the GRAND NCE on the multidisciplinar-
ity of its members, we had to establish a comparison data set for the community
of GRAND researchers. This motivated us to only compare GRAND researchers
to researchers with Canadian federal research funding: our sample of Canadian
researchers would be a subset of those researchers in Canada who are not part of
GRAND but receive funding in the same areas as GRAND researchers and are at the
same universities as GRAND researchers. This resulted in a total of 186 GRAND
researchers and 534 researchers in the Canadian researcher sample in our dataset.
We refer to the Canadian researcher sample as the control group.

For each researcher in GRAND, we searched the Tri-Council funding agency
databases to determine if that researcher had received funding during the years of
GRAND (2010–2013) and, if so, we identified the evaluation committee within that
agency fromwhich the researcher had received funds. For eachGRANDresearcher,R
who received funding between 2010 and 2013, wemanually identified all researchers
R′, who: (a) are not part of GRAND; (b) are at the same university as R; and, (c)
received funding between 2010 and 2013 through the same evaluation committee as
R. This resulted in 1337 researchers from which we randomly selected 668 (approx-
imately, half). (Note: there were 3 GRAND researchers funded by CIHR between
2010 and 2013 but we did not find any CIHR-funded non-GRAND researchers to
include in our non-GRAND sample; therefore, our non-GRAND sample contains
only NSERC and SSHRC funded researchers.)

We needed to be able to collect Scopus data for each researcher in our sample and
each researcher in GRAND. We searched the Scopus database to retrieve a Scopus
ID for each of the 211 researchers in GRAND and the 668 in our sample. We then
manually verified their Scopus IDs and found that 25 GRAND researchers and 134
researchers in the non-GRAND sample did not have a Scopus ID. This resulted in
a total of 186 GRAND researchers and 534 researchers in the Canadian researcher
sample in our dataset. We refer to the Canadian researcher sample as the control
group. Table 1 summarizes the dataset of our study.

Table 1 The study data set

GRAND network investigators 211

GRAND network investigators with no Scopus ID 25

GRAND network investigators studied 186

Sample Canadian researchers with NSERC and SSHRC funding (from the
same committees as the GRAND investigators)

668

Sample Canadian researchers with no Scopus ID 134

Sample Canadian researchers studied 534
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4 Research Findings and Discussion

We calculated the T-shapedness (MD) of the productivity of the GRAND researchers
and the control group for two periods: from 2006 to 2009 and from 2010 to 2013.
These two timeframes were chosen to provide us with two data points for each
researcher: one for their multidisciplinarity during the four-year period just before
GRAND started, referred to asMD@2009, and a second one for the four-year period
during GRAND, referred to as MD@2013.

We then considered three questions.Q1: Has the multidisciplinarity of researchers
improved over time (from 2009 to 2013)? To answer this question, we computed
the paired-difference t-test between the MD@2009 and MD@2013 values of every
researcher in GRAND and the control dataset. We found that both GRAND and
control researchers improved in terms of their multidisciplinarity. For GRAND
researchers the p-value was 0.0006256 and for the researchers in the control group
the p-value was 0.03286—see Table 2. It appears that both groups of researchers had
more multidisciplinary research output in the period from 2010 to 2013, as compared
to the period from 2006 to 2009. The two p-values indicate that the phenomenon is
slightly stronger for the GRAND community.

We then proceeded to investigate this phenomenonmore precisely, askingwhether
Q2: the multidisciplinarity increase in GRAND was stronger than the corresponding
increase in the control group. To answer this question, we computed the increase of
the MD measure, i.e., MD@2013–MD@2009, for each researcher in the GRAND
community and in the control group. An independent-samples t-test revealed support
for the hypothesis that “participation in GRAND led to a more pronounced increase
in the researcher’s multidisciplinarity” (p-value�0.03474).

Finally, we examined Q3: whether there were any significant differences in the
multidisciplinarity of the two groups in 2009 or in 2013, effectively asking whether
the GRAND community was more (or less) multidisciplinary than the control com-
munity in 2009 (or in 2013). An independent-samples t-test between the MD@2009
and the MD@2013 values of GRAND and control researchers revealed that in
2009 the control group was marginally more multidisciplinary than the GRAND
Researchers (p-value�0.08522), but in 2013 this difference was practically elimi-
nated (p-value�0.7982); the researchers inGRANDhad a slightlymore pronounced

Table 2 Comparing average MD of GRAND researchers and the control group

Min. Max. Mean Std. dev.

MD@2009 GRAND 0.00 0.622 0.366 0.171

MD@2009 Control 0.00 0.614 0.390 0.168

MD@2013 GRAND 0.00 0.629 0.398 0.151

MD@2013 Control 0.00 0.640 0.401 0.164

MD@2013–MD@2009 GRAND −0.25 0.449 0.032 0.134

MD@2013–MD@2009 Control −0.53 0.499 0.011 0.138
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increase in multidisciplinarity during the four years of GRAND participation than
the control group, which led to the elimination of this difference.

Our findings indicate that researchers in GRAND benefited from their partici-
pation in GRAND in that they became more multidisciplinary than their Canadian
peers who were not participating in GRAND. As a community, GRAND researchers
started slightly less multidisciplinary than their peers, but at the end of the four
years they became slightly more multidisciplinary. This finding implies that, to some
degree, GRAND met its objective of pulling expertise from different areas together
to produce research that can potentially have impact across areas. At the very least,
this finding provides some evidence that the NCE program fulfils its mandate since
a researcher’s participation in a NCE encourages increasingly multidisciplinary pro-
ductivity.

5 Conclusions and Future Work

In this paper, we introduced a T-shapednessmeasure ofmultidisciplinarity, defined as
the relative ratio of one’s research production in one’s core area of expertise over one’s
total production.Weused thismeasure in a study of theGRANDresearch community,
a multidisciplinary pan-Canadian NCE, conducting research on all aspects of digital-
media technologies.

We found that the GRAND community became increasingly multidisciplinary
over time, according to this measure, more so than the control community of their
Canadian peers who had obtained research grants from the same NSERC/SSHRC
area committees. This result suggests that the GRAND NCE, or, at the very least,
the NCE program, has effectively cultivated multidisciplinary research production.

We believe that thiswork, beyond offering insights in the evolution of theGRAND
researcher community, its activities and its research output, puts forward a gen-
eral methodology for analyzing large research communities and comparing them
against each other. In the future, we plan to examine in depth the record of individual
researchers who best exemplify (or constitute exceptions to) the trends we discov-
ered in order to gain insights on specific activities and best practices for researchers
to take advantage of belonging in such a research network. We feel the T-shaped
measure of multidisciplinary should be further applied to other such networks and
communities of researchers.
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A Framework for Delivering Service
Differentiation Through Operating
Segments: Research Opportunities
and Implementation Challenges

Morris A. Cohen and Jose A. Guajardo

Abstract This paper presents a framework for developing a differentiated strategy
for the delivery of services. It summarizes the methodology introduced in Guajardo
andCohen in (Manuf ServOperManag 30(3):440–454, 2018 [6]) and discussesmod-
eling and implementation implications associated with application of the framework
for the management of value-added services that are bundled with manufactured
products. The framework utilizes the concept of operating segments (introduced by
Frei and Morriss in (Uncommon service: how to win by putting customers at the
core of your business, 2012 [5])) and considers issues associated with the definition
of market segments appropriate for differentiated services as well as for the design
of such services. The paper also discusses operational processes and the tradeoffs
associated with producing and delivering differentiated service products to market
segments. This discussion includes a review of a set of representative analytical
models for service delivery that illustrate OM Service research opportunities.

Keywords Service differentiation · Operating segments · After-sales services
Service operations strategy

1 Introduction

Product design andpost-sales services canbeused to support a differentiation strategy
based on customer perceptions of value created through product use. This approach
is more effective when compared to reliance on global standards and outsourced
suppliers of manufacturing and initial product fulfillment functions for determining
where and how to adopt service differentiation. Since any product can be viewed
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as a bundle of tangible goods and intangible services, differentiation specific to
services must be considered. We note that while the relative contribution of “pure
manufacturing vs. pure service” in a bundle, will vary, the emphasis on services has
been increasing as firms adopt a customer focus to gain competitive advantage.

Quality thus has two dimensions, i.e. for the tangible product and for the bundled
services. Differentiation therefore will be achieved with respect to customers’ per-
ception of the quality they derive from multiple product attributes, associated with
both the tangible and service dimensions of a firm’s products. Our focus in this paper
will be on the attributes associated with the value-added services that are associated
with customer support. The goal of this paper is to review the framework for develop-
ing a strategy based on service differentiation that was introduced by Guajardo and
Cohen [6], which also provides a discussion of a case study illustrating implemen-
tation of the framework. We will focus on the role of analytical models that can be
used to support implementation of a differentiation strategy and use the framework
to note research opportunities and challenges for improving the state-of-the-art.

The framework uses the concept of operating segments, (introduced by Frei and
Morriss [5]). This concept is based on the observation that companies with success-
ful service strategies have concluded that “you cannot be good at everything”. An
operating segment is defined as a list of service priorities shared by a meaningful
group of customers. Customers with similar service priorities are part of the same
operating segment. Importantly, not only are the service priorities different across
operating segments, but so are the operational capabilities needed to deliver them.
Figure 1 illustrates the variation in the relative performance of a firm for its service
product when compared to its competition, as a function of the various attributes
embodied in the product, from the perspective of a given group of customers. Con-
sider, for example, the case of retailers such as Walmart, Sears and Mom & Pop
stores. The operating segments for each can be compared (see Fig. 2 from Frei and
Morriss [5]). If the curve is increasing, then we can say that there is consistency
between the relative performance and the importance of service attributes, as is the
case for Walmart, i.e. they are good at what their customers care most about and less
so for those attributes that their customers find to be less important. Sears and Mom
& Pop are less consistent.

Our framework for service differentiation, (illustrated in Fig. 3), uses the mecha-
nism of operating segments to consider the following questions: (a) who aremembers
of the segments? (b) what service products are offered? (c) how are these products
produced and delivered to the segments? Answers to these questions describe a firm’s
current approach to delivering differentiated services. Firms also must consider what
the answers should be in order to maximize competitive performance. The frame-
work moreover raises the strategic question of, to what extent should a firm adopt
differentiation. The answer to this question could range from “not at all”, i.e. one size
fits all, to “mass customization”, where every customer receives a unique product,
designed and delivered to them, and thus each segment consists of a single customer.
In general market segments are based on demographic, market and product factors.

Each product-service bundle that a firm offers can be defined by a vector of
service attributes and, as noted, preferences for these attributes are shared among the
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Fig. 1 The attribute map

Fig. 2 Retailer attribute maps

members of the relevant customer segment. In particular, we can define the operating
segment in terms of the target values for each service attribute metric as well as
membership rules for belonging to the segment (based on customer characteristics).
The operations challenge is to develop and implement effective policies for the design
and control of the processes required to produce and deliver these products to these
customers, leading to resource management decisions (capacity, allocations, and
prioritization) and performance evaluation (in terms of strategic indicators).
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Fig. 3 Overview of the service differentiation framework

A key challenge for managing service differentiation is based on answering the
questions introduced above in terms of tradeoffs associated with benefits, costs and
risks in order to optimize competitive performance. Note that the questions noted
above arise at all stages of a product’s life cycle, (from design, through sourcing and
production, sales, distribution, after-sales and end-of-life).

The next section introduces and describes the key elements of our framework and
discusses methodologies for defining both market and operating segments. Section 3
explores issues associated with modeling and optimizing the operational processes
to plan, control and evaluate differentiated service delivery. It also considers the
strategic question concerning the decision to adopt differentiation. The final section
discusses research and implementation challenges.
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2 Defining Market and Operating Segments

The basic elements of a service differentiation strategy can be defined as follows:
Let C= (c1 ,…, cm) be the set of relevant observable customer characteristics; (i.e.

based on demographic characteristics such as gender, age, and income) and other
customer characteristics such as price sensitivity. We note that other factors also can
be used to group customers based on product, market and technology factors.

Let P= (p1 ,…, pn) be the set of relevant product characteristics, based on service
priorities. This will include attributes of the services to be delivered that matter to the
customers and that are operationally relevant (e.g., response time, ability to resolve
problems, technical knowledge). Note that these attributes entail differences in the
operational aspects of service delivery (e.g., “fast service” is an attribute that clearly
has operational implications such as larger capacity, better-trained service force).
In general, there can be considerable heterogeneity in service preferences across
market segments and as a result the operational requirements for (optimally) serving
different these segments will vary.

Let S= (s1,…, so) be the set of service process policies used to produce and deliver
a differentiated set of service products. Each policy, si, denotes a process defined by
a hierarchy of decisions associated with the design and management of the service
delivery process, (e.g., setting capacity levels for different classes of resources, and
scheduling and control policies that govern the utilization of these resources).

Step 1: Identification of Meaningful Groups of Customers
The first step in defining segments is to identify the set of “meaningful” groups of
customers, i.e. that accounts for commonality of attribute preferences across groups.

Let, CL= (CL1, …, CLj) be a vector group identifiers, where each distinct group
denotes a collection of characteristics, and membership in the group is based on
that group’s sensitivity to the service attributes in P. Since members of each group
share common priorities for different aspects of the service, we can define groups
by a membership function that maps C and P into CL. Determination of group
membership can be accomplished either through application of business rules (e.g.
based on demographics or market factors), or through the application of statistical
methods, (e.g. cluster analysis).

Step 2: Definition of Operating Segments
We can define the set of rank ordered attributes Pj = (p[1], …, p[j]) characterizing
group CLj’s service preferences. Thus (CLj, Pj) defines an operating segment and
{(CL1, P1), (CL2, P2), …, (CLj, Pj)} defines the set of all potential operating seg-
ments. We therefore reduce this set to a subset of “meaningful” segments, if a given
operational policy can deliver to more than one segment, i.e., multiple segments are
served by a common process or policy. Thus, {(CLk, Pk)} is the final collection of
operating segments for k=1, 2,…, k′ where k′ ≤ j, which represents the firm’s service
product portfolio. The triple, (CLk, Pk, sk) defines the k’th group of customers, their
rank ordered service performance attributes, and the operational policy required to
deliver the service product.
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It is necessary to identify which attributes that can be associated with service that
will be most relevant to the firm for the management of service differentiation. One
approach is to explore the relationship between the performance of the firm, (e.g.
likelihood to recommend the brand, customer satisfaction, market share, profit, etc.),
customer characteristics and customer perception of service quality. The customer
characteristics and quality attributes used to manage differentiation can be based on
business rules, or on cluster analysis. Alternatively they can be based on regression
analysis (see [6]).

3 Producing and Delivering Differentiated Service

We now consider the interactions between various decisions associated with our
framework. These decisions form a hierarchy and are highly inter-dependent as illus-
trated in Fig. 4.

The definition of an operating segment requires selection of targets for service
performancemetrics for its associatedmarket segment. These targets can be based on
historical or competitive considerations or could be tied to customer preferences for
different attributes of the service experience. This would require solicitation of inputs
from customers; i.e. asking them to prioritize the value of various attribute metrics.
Guajardo and Cohen [6] uses stepwise regression of customer survey responses.

The decision to set targets for selected attributes, should consider how different
groups of customers will react to different levels of service performance in terms of
their demand for the product-service bundle. Selection of target values,will of course,
impact requirements for resources, as well as firm profit and competitive position.

Fig. 4 Management hierarchy for service differentiation
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Thus selection of targets could be based on service standards or can be derived from
the solution to an optimization problem, which incorporates a relationship between
demand (market share) and the relative level of service.

Step 3: Define Process Resource Plan
Management of the processes required to produce and deliver services requires a
plan for deployment of resources which determine the capacity and capability of the
service providers and a policy for control, i.e. how these resources are allocated to
customers demanding service. The process resource plan typically involves setting
service capacity (e.g. number of servers). In general customers can have different
requirements for service and servers can have different capabilities for fulfilling
customer needs. A resource plan thus seeks to match supply with demand. A solution
to this problemmust take into consideration the fact that some servers are flexible and
can server multiple segments while others can only serve one segment. The process
resource plan also requires that service capacity be scheduled to meet service targets
for each segment over an appropriate planning horizon.

The process control policy provides mechanisms for matching arriving customers
to a queue in front of a server capable of meeting that customer’s requirements. Real
time routing of customers through the service delivery process ultimately is required
and a control policy for such routing could be based on priority rules or rationing
conditional on the realized state of the system.

Analytical Models—Representative Examples
There is an extensive literature in operations that has looked at both resource plan-
ning and control for service processes. We illustrate how such models could be used
to solve these problems by considering a number of examples. The examples illus-
trate specific requirements to support the delivery of differentiated service, i.e. (1)
endogeneity of demand with respect to service quality, (2) competition based on
different service quality attributes, (3) allocation of resources to multiple segments
with different entitlements for service quality, (4) capacity and capability planning
for multiple classes of service providers and (5) real time control and prioritization
of service delivery.

Our first two examples model the case where there is competition on the basis
of the quality of service. The first model, of Ho and Zheng [10] introduced a fixed
capacity service queueing model where share in a service market is determined by
the relative quality of service delivery. The objective is to maximize the demand
rate, based on an equilibrium condition derived from total market demand, where
market share is endogenously determined by consumer utility, which is derived from
multiple dimensions of service performance. The solution is based on an equilibrium
condition where “tomorrow’s demand rate” equals today’s demand rate and defines
performance targets for each service attribute.

The second formulation by Cohen and Whang [3], develops a product life-cycle
model where customers purchase a product from a manufacturer who provides after-
sales service support in competition with an independent service provider. The man-
ufacturer sets product price and both the manufacturer and the service provider set
quality and the price of service. Customer utility here is influenced by both service
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price and service quality, (which is based on availability of the product, which in
turn is determined by the resources and policies used to deliver support services).
Both of these model formulations illustrate different ways to formulate a model that
captures the impact of competition on the basis of the quality of service.

The next model illustrates customer prioritization in the context of service deliv-
ery. It deals with the situation where there are multiple classes of customers with
different service entitlements, which clearly will occur when differentiation of ser-
vice is being considered. Deshpande et al. [4] analyze a (Q, R) inventory stocking
problem where there are multiple classes of customers associated with differentiated
service targets, as measured by stock fill rate. Stock is issued to customers on a FIFO
basis until on hand stock falls below a threshold and from then on stock is only issued
to high priority customers while low priority demand is backlogged.

The finalmodeling situationwe consider is captured in the papers byGurvich et al.
[7, 9], Gurvich and Whitt [8] and Mehrotra et al. [11]. This strand of the literature
considers joint optimization of resource decisions (number of each type of server)
and control decisions (dispatch rule for assigning customers to servers), where both
the demand for service and the capabilities of the supply (service agents) are differ-
entiated in terms of speed and capability, i.e. some servers have the capability to serve
multiple customer groups (based on their training, experience, and/or incentives).

Step 4: Service Differentiation Decision
Many firms offer one level of after-sales service to their customers. When firms
deviate from this strategy they typically deliver a differentiation strategy in the fol-
lowing ways: (1) Price discrimination (aka revenue management) which is based
on the willingness of customers to pay for different levels of service quality, (2)
Product based, i.e. customers who purchased an expensive product receive a higher
level of support service, and (3) Deliver differentiated service based on customer and
product attributes, e.g. high rollers in a casino who are given perks and discounts to
incentivize them to gamble. It is interesting to note the consumer electronics firm we
have worked with recently introduced “Concierge” service for those customers who
purchased their most expensive high HD TV ($40 K).

Firms must consider the tradeoff between the benefits of differentiating (better
match between supply and demand) and the cost of the increased complexity of the
service process. Finally, we note that firms must consider customer perceptions of
fairness (when some get a higher level of quality than others).

4 Research Challenges and Opportunities

This paper has described a framework for implementing a strategy based on the
delivery of differentiated levels of customer service. Its use raises a number of man-
agerial questions, including assessing the tradeoffs and risks associated with offering
differentiated levels of service. Managers also need to determine where/when differ-
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entiated service should be offered and how this strategy should be implemented in
terms of service product design and delivery.

We note that the framework suggests opportunities for conducting both analyti-
cal and empirical research. We observed, in particular, that modeling to support the
framework introduced here requires consideration of endogeneity of demand with
respect to service quality and competition based on the level delivered service qual-
ity based on specific performance attributes. We also noted that decisions for the
allocation of resources to the multiple segments introduced by differentiation must
consider the different entitlements of each customer segment for service quality.
This gives rise to the need to plan the capacity and capability of multiple classes
of service providers and to manage real time control and prioritization of service
delivery. Needless to say inclusion of all of these factors in a single model is not
feasible since the analytical challenges of dealing with the issues noted above will
lead to significant modeling and solution algorithm challenges. Thus heuristics and
simulation approaches will need to be considered.

While much of the data that is needed to implement our methodology is readily
available from customer surveys and CRM software systems, there are considerable
gaps in the state-of-the-art of models to optimize decisions in the overall hierarchy of
decisions associated with differentiated service delivery. Competition based on rela-
tive performance for service attributes delivered to different market segments should
also be considered. Another factor that should be considered is the implicit decision
hierarchy, ranging from long term strategic and structural decisions to shorter term
tactical decisions, all the way to real-time control. Most of the models of service
delivery focus on one or two stages of the overall process. An additional factor that
should be included is the behavioral response to services. Recent examples along
these lines refer to consumer response to operational transparency in services [1]
and more generally to the notion of customer compatibility [2]. As our case study
illustrated, as reported in Guajardo and Cohen [6], response to service involves com-
plex reactions to a wide range of factors.

There is considerable room to enhance the methodology available for jointly
optimizing operations processes design and control throughout the hierarchy. As
noted, the framework discussed here can be implemented through readily available
data and estimation tools. We also note that the framework suggests a variety of
hypotheses concerning the drivers of alternative strategies, which is fertile ground
for empirical research. Finally, the underlying strategic question—to differentiate or
not to differentiate, and if yes, to what extent has not been adequately addressed in
the literature.
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Higher Education as a Service: The
Science of Running a Lean Program
in International Business

Joan Lofgren, Oleg V. Pavlov and Frank Hoy

Abstract This chapter contributes to understanding higher education as a service
by applying the service science framework to an undergraduate business program
in northern Europe. We utilize the Service Science Canvas, which is a new tool
for service science analysis. This innovative academic program relies exclusively
on visiting faculty from around the world to teach intensive three-week courses.
While access to resources and governance structures were found to be similar to
business programs elsewhere, several elements were found to be highly unusual,
if not unique. First, the intensive curriculum structure promotes value co-creation
among faculty and students. Second, access rights to faculty are negotiated annually,
leading to agility but also risk. Third, stakeholder networks are broadly dispersed,
but on balance serving as a rich resource for the program. Governance has evolved
to ensure quality standards in a constantly changing academic community.

1 Introduction

Higher education is undergoing transformation on many levels, one of which is its
integration into the marketplace where it is viewed as a public or private service. The
variety of administrative arrangements of academic programs and institutions that
exist around the world offer opportunities for academic planners. Yet the comparison
of alternative arrangements is challengingdue to toomany choices, toomanyprogram
attributes to compare. This paper is a step in a continued effort to impose structure
on the comparative analysis of higher education.

Service science offers a useful framework, which casts higher education as an
ecology of service systems that deliver value by generating and transferring knowl-
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edge [1–5]. University programs, like other service organizations, must focus on the
quality of services provided in order to maintain competitive advantage and attract
and retain new customers, i.e., students, plus the faculty, who are the producers of
educational services [6]. Higher education has also undergone significant interna-
tionalization in recent decades [7–9]. Internationalization in higher education can be
seen in the recruitment of faculty, students and staff, the export of education models
as well as multinational operations.

Weapply the service science framework to evaluate an international undergraduate
business program in Finland in Aalto University. This lean program has been very
successful, while it is organized quite differently than traditional business degree
programs. We describe the program by using the Service Science Canvas, which is a
new tool for service science analysis [5]. The Service Science Canvas organizes the
10 elements of the service science theory into a one-pagematrix. The Service Science
Canvas was inspired by the Business Model Canvas introduced by Osterwalder and
Pigneur [10]. The Business Model Canvas has become popular as a planning and
visualization tool in the entrepreneurship community due to its convenience and the
simplicity of use (seewww.strategyzer.com for examples). This paper is a preparatory
step that will allow us to compare the Aalto program to more traditional business
programs.

2 The Mikkeli Business Program

The Bachelor’s Program in International Business located at the Mikkeli Campus of
the Aalto University School of Business (formerly Helsinki School of Economics,
HSE) is a unique program taught in English almost entirely by visiting faculty from
around the world. Courses are run year-round in intensive three-week modules with
students taking one course at a time. The student body comprises about 2/3 Finns and
1/3 foreign degree students, mainly fromAsia. All students are expected to spend two
years doing coursework in Mikkeli and a semester abroad in their third year, usually
in the fall. Thus they are set to complete the European three-year Bachelor’s degree
in about two and half years. Previously tuition-free, the program now charges tuition
of students coming from outside the European Union (EU) and European Economic
Area (EEA), but it also offers scholarships. A small staff of about 10 persons runs
a lean organization that welcomes over 60 faculty to teach 80 courses each year.
The Mikkeli program is a prime example of a university program seen as service
provision. The staff run a “well-oiled machine” designed to support faculty in their
delivery of courses and thesis supervision.

http://www.strategyzer.com
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Table 1 Elements of the service science framework

Resources: anything that can be used in service production: human, technological, financial or
social
Access rights: control access to resources; may be leased, owned, shared, or privileged

Entities: resource configurations capable of value creation in a service system

Stakeholders: parties affected by or affecting service interactions, commonly a customer,
provider (of resources), authority (ensuring compliance) or competitor

Value co-creation: occurs through collective efforts of stakeholders

Networks: patterns of interaction among service systems and between entities in service systems

Ecology: service systems and service entities constitute the service system ecology

Governance: formal and informal mechanisms directing service systems towards certain
objectives

Outcomes: activities of service systems lead to outcomes, i.e. value for customers

Measures: stakeholders evaluate the performance of a service system against key benchmarks,
such as quality, productivity, compliance and sustainable innovation

3 The Service Science Framework

Service science studies the design and management of service systems [2]. The ten
elements of service systems are outlined in Table 1. The Service Science Canvas is
a generic service science template developed by Pavlov and Hoy [5]. Its utility is
similar to the Business Model Canvas introduced by Osterwalder and Pigneur [10] in
the entrepreneurship field. The Service Science Canvas can be applied to any service
system.

4 Service Science of the Mikkeli Program

In the discussion below, we apply each of the ten elements of the Service Science
framework to theMikkeli Program. They are also summarized in the Service Science
Canvas in Fig. 1.

4.1 Resources

Successful academic programs rely on a supply of adequate resources [11, 12]. As
an undergraduate service system, the Mikkeli program has stable budget funding
from public and private sources. Faculty are hired for one or several courses at a
time and must perform well in order to be invited back. The program has extreme
flexibility in human resources and more leverage for maintaining teaching quality
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Fig. 1 The service science canvas for the Mikkeli program

than traditional academic departments. Not having permanent faculty (except for the
Program Director, the only full-time academic) also involves risk, when instructors
cancel last-minute due to illness or other emergencies.

This program leases on a long-term basis two floors in a building on the cam-
pus of the Mikkeli University Consortium in the city center. The program manages
to be very lean by neither owning nor leasing recreational facilities, student hous-
ing or cafeteria facilities. Unlike in the US, there are no university-owned student
dormitories. Students typically rent highly subsidized apartments from the nation-
wide organization that owns and runs student housing in Finland. Students, staff and
faculty can choose among many relatively inexpensive gyms around the city.

4.2 Access Rights

Control over resources is determined by access rights. TheMikkeli program is unique
in organizing its curriculum entirely around short-term faculty, mainly from outside
Finland. Access rights are established through a recruitment process carried out well
in advance of the courses delivered. Instructors are offered a short-term contract
with Aalto University as private individuals, but access to their time often involves
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stakeholder consent at their home universities, which can be difficult to obtain in
times of financial crisis.

4.3 Entities

Academic entities include academic institutions, programs, departments, centers and
schools. TheMikkeli program is a fairly autonomous undergraduate programbecause
it is run on a satellite campus. However, it is fully integrated into the undergraduate
education of the Aalto School of Business, and several quality processes ensure that
it meets university, school, and international accreditation standards.

The student organization Probba is a key entity in the Aalto Mikkeli service
system. It is part of the formal student organization of the Aalto School of Business,
known as KY. It represents interests of students to the university. Elected Probba
representatives give input on a range of issues, from teaching quality to upgrading
the learning environment.

4.4 Stakeholders

TheMikkeli program has four types of stakeholders: customers, providers, authority,
and competitors. First, demand for educational services comes from students, and
therefore students are primary customers. The customer base for theMikkeli program
is very broad, with over 700 applications for 80 study places received each year from
about 70 countries around theworld. Second, faculty, staff, students, alumni and other
stakeholders are all providers of educational services, since they are co-creators of
learning. Third, academic programs are subject to bodies exercising authority such
as ministries of education, boards of trustees, academic affairs committees, etc. that
enforce standards of higher education. The Mikkeli program is well integrated into
the School of Business and Aalto University, which includes following standards set
for accreditation (The School has so-called triple crown accreditation). The Program
Director implements various quality initiatives and checks as the primary manager
of the visiting faculty. Fourth, theMikkeli program competes for high quality faculty
and students with a range of other programs in Finland and abroad. Its unique model
remains a competitive advantage, offsetting its relatively remote location in northeast
Europe.

4.5 Value Co-creation

Value co-creation dictates that academic programs must provide value for all stake-
holders, and all stakeholders participate in the value creation process. The value
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co-creation of the Mikkeli program includes preparing students for working in inter-
national business or further study by providing knowledge and skill development in
the field of international business.

4.6 Networks

TheMikkeli program relies on a network of over 100 visiting faculty, many of whom
return to Mikkeli year after year. A strong network of alumni also contribute to the
program, for example, serving as guest speakers in courses. The international network
of visiting faculty is based on relationships developed over years of negotiating
access rights. While the flexibility to not invite an instructor back is always in the
background, there is a core of veteran faculty teaching the same course each year
and they are a source of expertise for development projects.

4.7 Ecology

Undergraduate programs are integral parts of a broader educational ecology, the
global landscape of educational services and their stakeholders. TheMikkeli program
is part of an ecology of international business programs competing for faculty and
students globally.

4.8 Governance

The Governance element shows organizational structures that are used by university
programs. Quality processes in the School of Business include data on faculty qual-
ifications, assurance of learning and feedback loops. The program and school are
part of a well-established higher education governance system in Finland that some
years ago transitioned from completely state-funded to including some hybrid, or
foundation models of public-private funding (Aalto is one of them).

4.9 Outcomes

The main outcome of an academic program is the production of qualified graduates.
The fast pace of the Mikkeli program shapes graduates who fare well in a rapidly
changing business environment.
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4.10 Measures

Key performance indicators (KPIs) are now commonplace in university programs
and Aalto Mikkeli is no exception. Ministry of Education KPIs currently include the
number/proportion of students completing over 55 ECTS credits per year as well as
degrees granted.

5 Conclusion

Our service science analysis highlights some common issues of educational service
systems. For example, flexibility in talent management is important in responding to
the needs of the market, and effective governance is key to ensuring quality. More-
over, value co-creation increasingly involves customers. The analysis also indicates
the strengths of the Mikkeli program such as its flexible, lean structure and interna-
tional network. Its weaknesses arise from the risks of negotiating teaching resources
on an annual basis. Future work may include an examination of the cultural dimen-
sions and internationality of the program to add to the Service Science Canvas for
Mikkeli.More generally, the follow upworkwill compare the Aalto program tomore
traditional business programs within the framework imposed by the Service Science
Canvas.

References

1. Maglio PP, et al. Service systems, service scientists, SSME, and innovation. Commun ACM.
2006;49(7):81–5.

2. Spohrer J, et al. Steps toward a science of service systems. Computer. 2007;40(1):71–7.
3. Lella, G., et al. Universities as complex service systems: External and Internal perspectives.

In: IEEE international conference on service operations and logistics, and informatics (SOLI).
2012. Suzhou, China.

4. Spohrer J, et al. Service science: reframing progress with universities. Syst Res Behav Sci.
2013;30(5):561–9.

5. Pavlov O, Hoy F, Toward the service science of education. In: Maglio PP, et al., editors.
Handbook of service science, vol. 2. Springer: New York; 2018.

6. Ali F, et al. Does higher education service quality effect student satisfaction, image and loy-
alty? A study of international students in Malaysian public universities. Qual Assur Educ.
2016;24(1):70–94.

7. Knight J, Altbach P. The internationalization of higher education: motivations and realities. J
Stud Int Educ. 2007;11:290–307.

8. Knight J. Internationalisation: key concepts and elements. In: Gaebel M, et al., editors. Interna-
tionalisation of European higher education. An EUA/ACA handbook. Raabe: Stuttgart; 2009.

9. Lofgren J, Leigh E. The Mikkeli programme: international education and flagship response to
globalisation. In: Nygaard C, Branch J, editors. Globalisation of higher education, the learning
in higher education series, Institute for Learning in Higher Education. Libri: Faringdon; 2017.



60 J. Lofgren et al.

10. OsterwalderA, PigneurY. Businessmodel generation: a handbook for visionaries, game chang-
ers, and challengers. New York: Wiley; 2010.

11. MassyW. Reengineering the university: how to be mission centered, market smart, and margin
conscious. Baltimore, MD: Johns Hopkins University Press; 2016.

12. Zaini R, et al. Let’s talk change in a university: a simple model for addressing a complex
agenda. Syst Res Behav Sci. 2017;34(3):250–66.



A Hypergraph-Based Modeling
Approach for Service Systems

Mahei Manhai Li, Christoph Peters and Jan Marco Leimeister

Abstract Currently, research on service science has emerged as its own discipline,
where service systems are its basic unit of analysis. However, without a clearly
defined modeling approach for service systems, analyzing a service system is chal-
lenging. We therefore propose a conceptual hypergraph-based modeling approach,
which can be used to model services for both traditional goods-dominant businesses,
as well as service-businesses. We define key elements of a service system, while
drawing upon hypergraph theory and present three modeling properties which are
required to model a service systems graph (SSG). The focus of SSGs is to describe
the relationships between the various resources, actors and activities, thus configur-
ing a service system. It provides the foundation for computer graphic simulations
and database applications of service business structure for future research.

Keywords Service systems · Service system graphs · Modeling
Service modeling · Service system modeling · Service systems engineering
Hypergraph

1 Introduction

Throughout the emergence of Service Science, service systems have always been a
key concept of the discipline [27]. Since the seminal paper on service dominant logic
[30] both service-centric businesses and traditionally goods-dominant businesses
have begun to apply a service perspective on their organization in order to remain
competitive and innovate [20]. Especially research on the transition to services has
gained traction by terms, such as servitization [16].
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Service as a way of thinking has gradually evolved and is used by both manu-
facturing and service-businesses, since production can be also be seen as internal
services for providing an end-customer a value proposition [15]. Thinking in service
systems can help identify service innovation potentials [5, 8]. However, we model
service systems using a multitude of modeling approaches focusing on actors and a
processual perspective [6, 19, 26, 28] or more technical perspectives. Yet, it can be
challenging for practitioners to utilize the concept of service systems from a business
perspective [1]. Since service scientists “study, manage, and engineer service sys-
tems, solving problems and exploiting opportunities to create service innovations”
[24], our research goal is to provide a tool to model and analyze service systems. Our
research question is therefore as follows: How can we model basic service systems
both correctly and graphically?

2 A Service Systems Perspective

The service system’s inherent focus lies in finding the right configurations of
resources for actors in order to create value in the right context (value-in-context,
formerly referred to as value-in-use) through the use of services to customers [7, 16,
30]. Vargo and Lusch [30] have addressed the configuration in applying their concept
of service dominant logic and called it resourcing. A service system is guided by
a value proposition, which in turn has a corresponding configuration of actors and
resources [7, 30].

We define a service system as a value co-creation configuration of resources
[22]. This perspective is rooted in service dominant logic [23]. Resources include
both operand and operant resources [21]. Different configurations of resources are
connectedby respective valuepropositions, sometimes also seen as service exchanges
[29].

Recent research revisits the importance of value propositions and engagement
of service systems [11], in which organizations seek to find the right constellation
of actors (“who”) within a service system that enables actors to find the correct
resources (“who” and “with whom”) for a specific context (“when”) in order to
co-create value [11, p. 1], whereas the creation of value (“value-in-use”) happens
through activities between actors, also referred as interactions [30]. This coincides
with an input-output perspective, in which the realization of value happens through
a transformation process of resources by actors [11].

The actors are essential to realize the initially proposed value. They act upon
the resource configurations to achieve the value proposition. Since a service system
includes different types of resources and actors, who create value to a customer,
we define the term “service objects” that pairs corresponding resources and actors,
for a value proposition. Realizing the value proposition for the customer is imper-
ative. From a service-provider perspective, it is decisive to know the constellation
of resources that actors require. An actor can be individuals, teams, organizations or
even software systems, if they mobilize the required resources. The service system
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therefore needs to be orchestrated to bring all resources and actors together. Hence,
our service system graph is focused on service orchestrators as key stakeholder.

In conclusion, the constituent elements of a service systems are: resources, actors,
service objects and activities. These elements should be configured to realize value.
These elements serve as form of lightweight ontology for our service system mod-
elling approach. Key contribution of this paper is the definition of their relationships
using hypergraph theory.

3 Developing Service Systems Graphs (SSG)

First, we define the key concepts of our service system using hypergraph theory,
which has its origins in graph theory and generalizes upon the concept of graphs [3].
A hypergraph G� (V, E) exists as a pair of edges E and set of vertices V, where the
edges e ∈ E does not only connect two, but any number of vertices v ∈V, thus calling
E a set of hyperedges. A hyperedge e ∈ E is therefore a subset of all vertices V, which
are connected by it, e ⊆ V. Additionally, E is a subset of P(V)\∅, where P(V) is the
power set of V.

Since service systems require resources as input factors, we define a set R with r
∈ R as all required forms of resources. Service systems also require actors [9]. We
define actors as a set A with a ∈ A representing an actor. Since we define A as the
set of required actors, it would be better to consider A as a team or organizational
unit that is required for providing the service. An actor a can thus be an individual,
a group, an organizational unit or even software systems.

A service system for a specific value proposition requires both actors and related
resources. We called a pair of actor and required resources, “service objects” and
define all service objects as a set O with o ∈ O being a single service object. Formal-
ized, a service object is a tuple of the required resources and the required actors spe-
cific to a value proposition. Hence, service objects are the subject matters of service
systems, which are defined in a specific context as input sets of respective outputs.
Let O ��∅ be the set of required service objects of any service-driven organization,
with o ∈ O defined as a service object. Thus, a service object is a tuple consisting of
resources and actors. Formalized, service objects are defined as follows:

Definition 1 A finite non-empty set O with tuple of (R, A) is called service object
where

i. R is a finite set of resources with R � {r1, r2, . . . , rn};
ii. A is a family of subset actors of R with A� (ai) in which ai ⊂ R and R � ⋃n

i�1 ai
for i ∈ {1, 2, …, n}.

Definition 1 shows that service object O is essentially a hypergraph [3]. Therefore,
the service object O, the tuple (R, A) is a hypergraph of service objects, which
inherently represent all possible value propositions of said service system. In other
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words, the potential of a service systemcanbe unlockedby reconfiguring its resources
and assigning it a suitable actor.

Hypergraph theory has extensively focused on its sets of vertices [10], whereas we
put equal importance to its hyperedges. Due to the roles of actors in service science,
we inscribe the semanticmeaning of actors into hyperedges.A service object includes
both actors and resources, both paramount for the realization of the service.

The service object is the static part of a service system. It constitutes the necessary
input resources R, which actors A require, before an actor can provide value to a
service consumer. In otherwords, it represents the potential value an actor can provide
to a potential consumer.

The vertices (sometimes known as nodes) of a hypergraph Gi represent resources
and hyperedges of Gi represent actors, whereas we define required actors and
resources as service objects. Following hypergraph theory, hyperedges can intersect
with each other, illustrating shared resources.

The service object can be the end result, as well as intermediate results of any
service, each representing value propositions in terms of service exchanges. If the
abovementioned elementary object is put together with other service objects, another
service system can be configured. This is an analogous characteristic to “tradition-
al” manufacturing cases (e.g., [15]), in which outputs are used as inputs for other
processes, thus creating a path. We will revisit the path characteristic shortly, when
introducing service activities.

An element graph is a graph of order�1, that is, |Gi|�1 for i ∈ {1, 2,…, n} [3]. It
represents a service object o0 ∈Owith tuple (a0, R0) where |R0|�1. It is apparent that
the elementary graph itself has edges. We changed the representation from a solid
dot by adding a circle around it to indicate that it also has an hyperedge and hence
constitutes a service object, as depicted in Fig. 1. We argue that single resources can
always be considered as element graphs. However, we recommend only drawing the
hyperedge if it is either an explicit output of a service object or if the element graph
itself is a single input.

Fig. 1 Hypergraph G
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Although we have mapped service objects, which consist of actors and resources,
we have yet to map a sequence of activities into our modeling approach. Up until
now, a hypergraph can be used to model non-directional set of elements that contains
the information of relationships among elements with the help of hyperedges. To
map the relationship of elements of different hypergraphs, directional hypergraphs
can be used to map the relationship of elements towards other elements of different
graphs [13]. However, it is not possible to map entire hypergraphs towards other
hypergraphs or toward elements of other hypergraphs. We need to expand upon the
existing definitions of hypergraphs. We do so by introducing an approach to map a
service object to other service objects withψ . In the following section we will define
how to map hypergraphs to other hypergraphs. This enables us to model service
systems with hypergraphs.

Definition 2 O is a finite non-empty set of service object and O is a hypergraph of
service objects. A mapping ψ(ψ+, ψ−)

with ψ : O : O × O → Boolean where O × O ⊂ 2O

is called a service activity of service objects.

Service activities for service objects are represented by the binary mapping
between different service objects. One service object is seen as input, whereas the
other is seen as output, while the value realization is enabled by an activity that makes
the transition from one service object to another possible. The mapping ψ is a tuple
of (ψ+, ψ−), which is a directed or counter-directed mapping of hypergraphs. In this
paper,ψ andψ+ are used synonymously for directed mapping (Fig. 2), accompanied
by the drawing of an arrow line. This is not to be confused with directed hypergraphs,
which only allows relationships between elements of different hyperedges [13].

Fig. 2 Directed mapping of
hypergraphs
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Fig. 3 Example service
system graph with Ri ⇔ Oi
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Definition 3 Let R be a finite nonempty set of resources, A a finite nonempty set of
actors and O a set defined as tuple (R, A) be a hypergraph of a service object and �

be a set of functions as service activities. Then the tuple (R, A, �) is called the SSG
or service system graph,

where � : �(O) → �+(O) with ∃ o ∈ O | �−(o) ∩ �+(o) � ∅.

Function �(O) defines which service objects are required as input factors and
function �+(O) defines the output service objects.

A service system graph is a directed graph, which models the value creation
and value propositions of a chain of services. The service system is a family of
subset service objects. Thus, strictly speaking, a single service object can include a
configuration of service object and corresponding activities. This means that service
systems can consist of service systems.

To illustrate the relationships of a service system, we present the detailed example
of a SSG (R, A, �): Fig. 3 shows the SSG with a set of resource R�{r1, r2, …, r10},
a family of the subset A� (a1, a2, a3, a4, a5); a1 �R1 �{r2, r3, r5}; a2 �R2 �{r1,
r2}; a3 �R3 �{r4, r6, r7}; a4 �R4 �{r1, r9, r10}; a5 �R5 �{r5}; and the function
� � (ψ1, ψ2, ψ3, ψ4) where ψ1 � ((a1, {r2, r3, r5}), (a5, {r4, r6, r7})); ψ2 � ((a4, {r1,
r9, r10}), (a0, {r4})); ψ3 � ((a5, {r4, r6, r7}), (a0, {r8})); ψ4 � ((a3, {r4, r6, r7}), (a0,
{r5})).

4 Properties of Modeling Service Systems

Compared to the definition of hypergraphs, SSGs allow the existence of a predicate
between two hypergraphs, which is represented by ψ t . In order to model, we will
present a selection of three modeling properties in the following section:
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Fig. 4 a Multiple required service object and b multi-delivered service object

Multi-required (MR) service object: In an application environment, one service
object is required by multiple activities, that is, it can be the input of more than one
activities. According to the definition of SSG 〈R,A, �〉 and �(�−, �+) we said a
service object is a multi-required service object if

⋂n
i�1 ψi(o) �� ∅ where ψ ∈ �−

and ∃ o ∈ O, n≥2. In Fig. 4a the service object O3, O4 are multi-required service
object for activities ψ2, ψ5 and ψ3, ψ4.

Multi-delivered (MD) service object: One service object can be delivered bymore
than one activity. It is similar to or operators. According to the definition of SSG(R,
A,�) and tuple�(�−,�+) a service object is called a multi-delivered service object
when ∃ ⋂n

i�1 ψi(o) �� ∅, where ψ ∈ �+ and ∃ o ∈ O, n≥2. In Fig. 4b the service
object O3, O4 are multi-required service object for activities ψ2, ψ5 and ψ3, ψ4.

Sequence of service process: To model the service system, we still require to
define the sequence of activities: Based on service system graph SSG(R, A, �) and
the service object O, subset of activities �after ⊂ � and �before ⊂ � with

�before �
{

n⋃

i�1

ψi |
n⋂

i�1

ψi(o) �� 0whereψ ∈ �+ and ∃ o ∈ O

}

and

�after �
{

n⋃

i�1

ψi |
n⋂

i�1

ψi(o) �� 0whereψ ∈ �− and ∃ o ∈ O

}

,

then a ∈ �after follows each b ∈ �before.

We employ service system graph as a modeling approach to both formalize the
relationships of configurations and visualize them using the inherent graphical nota-
tion. The next section discusses possible applications and areas of future research.

5 Application Scenario

Our modelling approach SSG has several application scenarios. The most evident
one lies in its role as a tool to analyze both the organization’s status quo and to
structure possible alternative service system configurations. This chapter includes
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a detailed modeling example to show how this tool can be utilized. We focus on
presenting both the graphical representation and the formal realization of a real-world
service system scenario. The graphical illustration helps service systems engineers
and business decision makers to structure their current business using a service
systems perspective. It can also help authors make different system configurations of
the same service apparent, thus giving decision makers the option to choose “paths”
to reach their desired goal.

To illustrate our SSG, wemodeled a possible service system based on our research
project, an implementation of a CRMsystem at amid-sizeGerman company “Power-
Corp”. PowerCorp faces the challenge of implementing a complex CRM system, for
which they have tasked a team of IT consultants, service support providers, experts
from the software provider and researchers. For the success of the IT-enabled orga-
nizational change project [25], four core services have been commonly understood
as crucial: First, the technical task of installing and configuring the CRM system
based on the PowerCorp’s existing IT-infrastructure. Second, the users require suffi-
cient training using workshops or online courses that are specifically tailored to the
needs of both the user’s and the system’s technical configurations. Third, the imple-
mentation of the CRM system requires extensive organizational analyses, which are
usually provided by IT-consultants (including system tests). Fourth, the organization
requires extensive after sales service support in case new requirements or questions
arise. Part of the support requirements is also realized by a crowd support approach,
which utilizes the potential of peer-advice hidden among PowerCorp’s business units
[18].

Figure 5 shows a service system with its service objects and activities. O1–O4

are the key service objects that are required for a successes project O14. They cover
the above-described core services. Each service object consists of resources and an
actor. See below for a complete and detailed list of all elements.

For a successful CRM system implementation, an organization also requires
involvement from business units not just an external project team consisting of
consultants. By relying on key users, valuable contextual domain-knowledge can

O1 O2

O3 O4

O5

O11
O12 O9

O10

O8

O6 O7

O13

O1  System Integration and Setup
O2  Training Support Service
O3  Implementation & Testing Service
O4   After Sales Service

Solution A: Configuration
Solution C: Configuration
Consulting Configuration
Hotline service Configuration
Turn Key service provisioning

O14

O9  Consulting Practices
O10 Hotline Service
O11 Solution A: Basic Support Practices
O12 Solution B: Implementation Practices
O13 Solution C: Total Solution Practices

O5  Internal domain-knowledge service
O6 Solution A: Basic Support Service
O7 Total Solution Service
O8 Turn-Key Service 

O14 Project Success

Fig. 5 Service system graph of the CRM implementation project
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be integrated to overcome potential organizational pitfalls. We therefore define the
service object O5 as an internal domain-knowledge service.

All five service objects are necessary, while using a SSG helps in clearly denoting
where they come from. We view O1 and O2 as basic support services, whereas
a total solution would include all implementation and testing services, as well as
ongoing after sales services (O7). If these services are guaranteed and the necessary
adaptations were made by incorporating rich domain-specific knowledge provided
by O5, the reins can finally be handed over in terms of a turn-key service (O8) to the
board of directors. The provisioning of the turn-key service (O8) to project success
is represented by ψ5.

To understand how we reach O7, we see them as MD service objects. This helps
us realize that there are two possibilities in providing a total solution to PowerCorp:
(A) By configuring total solution practices (O13) to the contextual conditionsψ2. (B)
Configuring the basic support practices O11 accordinglyψ1 and configuring both the
hotline services O9, ψ3 and consulting portfolio O10, ψ4. It lies with the decision
maker (e.g. service systems engineer) to choose which path to order to reach project
success. As Fig. 6 shows, the different service system configurations are very similar
to “paths”, with two alternative paths highlighted in the graphic.

The resulting service system is linked to a detailed list of resources and actors. This
information is important for implementing a SSG as a software system. Relying on
our formal definitions, we use can derive machine-readable data formats to integrate
other systems. The following paragraphs give a detailed information on the service
systems structure and thus according to the application scenario, SSG(R, A, �) is
described as follows:

R�{r1: CRMSoftware, r2: Hardware, r3: Crowd Support System, r4: Netware; r5:
Customer Specialist, r6: Project Specialist; r7: Software Trainer, r8: Hardware Engi-
neer; r9: Software Developer, r10: SystemAnalyst, r11: Project Leader; r12: Telephone
Service Support, r13: Server with OS; r14: Documents, r15: Tester; r16: System Plat-
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Fig. 6 Service activities with optional path
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form r17: Key Users; r18: CRM Platform, r19: Crosse Support/Online Platform, r20:
Running Application Hotline}.

A� (a1 �{r1, r2, r3, r4, r7}: Package A definition, a3 �{r6, r8, r9, r10, r11, r12,
r13, r14, r15}: Implementation Team, a4 �{r6, r8, r9, r10, r11, r12, r13, r14, r15, O11}:
Total Solution Concept with Team, a5 �{O1, O2}: Solution A Team with Training,
a6 �{O1, O2, O3, O4}: Project Solution Concept with Team, a7 �{O7, O5}: Service
Contract and Project Team, a8 �{r6, r9, r10, r11, r14, r15}: Business Analyze and
Implementation Team, a9 �{r12, r13}: Project Team, a10 �{r5} Customer Project
Team).

� �{ψ1 Solution A Configuration, ψ2 Solution C Configuration, ψ3 Consulting
Configuration,ψ4 Hotline service Configuration,ψ5 TurnKey service provisioning}
with ψ1(O11)�O6; ψ2(O13)�O7; ψ3(O9)�O3; ψ4(O10)�O4; ψ5(O8)�O14}.

O�{O1(a0, {r16}),O2(a0, {r17}),O3(a0, {r18}),O4(a0, {r19}),O5(a10, {r5}),O6(a5,
r16, r17), O7(a6, {r16, r17, r18, r19}), O8(a7, {r16, r17, r18, r19, r5}), O9(a8, {r6, r9, r10,
r11, r14, r15}), O10(a9, {r12, r13}), O11(a1, {r1, r2, r3, r4, r7}), O12(a3, {r6, r8, r9, r10,
r11, r12, r13, r14, r15}), O13(a4, {r1, r2, r3, r4, r6, r7, r8, r9, r10, r11, r12, r13, r14, r15}),
O14(a0, r20)}.

6 Discussion and Future Work

In conclusion, a SSG can be utilized to model complex service systems. Consider
Fig. 3, where O5 is the service object for the end-customer a5.We see the equivalents
of “OR” and “AND”operators. To create service objectO3, one can either choose (ψ2

ANDψ4) or one can choose activityψ1. For the first, both actor a2 and a4 are required,
whereas a2 utilizes shared resources from two different actors. As an alternative path
to O3, ψ1 is also an option. This enables us to model different configurations of one
service system as sub-systems, leveraging the systems of a systems principle [4].

This enables service engineers to model their service systems both from a process
perspective and from a structural perspective. Theoretically, we employed the input-
output perspective for our modelling approach thus strengthening a service approach
that does not differentiate between traditionally goose-dominant logic [16].

Furthermore, the formal description can be transferred into a corresponding
database. This would enable an integration of our service systemmodel with existing
Enterprise Systems and applications. Similarly, the SSG approach would also greatly
benefit from a set of computer-aided tools to model a service system based on our
concept. Such a tool would greatly benefit from an interface to other databases.

Future SSG research should also consider focusing on manufacturing [13] and
operations applications. SSG enables us to cross the divide of process and structural
models, with the latter often including bill of materials [14]. Since both approaches
are based on simple graphs, a hypergraph based SSG enables the combination of
both, whereas future research could focus on projections from SSG, which could be
used to map the relation of traditional process or structural graphs to a SSG [2].
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To sum up, the paper presents the foundation of a hypergraph-based service sys-
tem graph, which can be used to model service systems both formally, as well as
graphically. Our concept grounds the concepts of a service systems using hypergraph
theory and helps to demarcate the distinction between service systems and service
ecosystems [12]. Finally, future research could also include applying SSG into real-
world scenarios and the limitation of our service system conceptualization through
additional specifications.
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Zone of Optimal Distinctiveness:
Provider Asset Personalization
and the Psychological Ownership
of Shared Accommodation

Anita D. Bhappu and Sabrina Helm

Abstract In this paper, we conceptually explore how value co-creation in peer-to-
peer lodging services is constrained by a fundamental tension between a provider’s
personalization and psychological ownership of a shared accommodation and cus-
tomers’ psychological ownership of it. Our conceptual framework contributes to
theory development about the unique nature of service in the sharing economy.
Drawing on literature about service-dominant logic, service interactions, the theory
of extended self, the experience economy, psychological ownership, and strategic
management, we contend that there is a zone of optimal distinctiveness wherein both
a provider’s and a customer’s psychological ownership of shared accommodation, as
well as the provider’s personalization of this asset, are optimized. It is beneficial for
providers of peer-to-peer lodging services to stay within this zone of optimal distinc-
tiveness when personalizing their leveraged assets in the sharing economy. Optimiz-
ing the psychological ownership of shared accommodation is desirable because it
helps to satisfy the basic human needs of both a customer and a provider involved in
a peer-to-peer lodging service, thereby increasing value co-creation in their service
relationship. Also, a customer with high psychological ownership of shared accom-
modation will take better care of this asset, thereby reducing a provider’s risk for
property damage.

1 Introduction

Whereas ownership has traditionally been the normative consumption ideal [1], cus-
tomers in the sharing economy access goods through services rather than actually
acquiring and continually owningmaterial assets. Sharingplatformshaveproliferated
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access-based consumption of private property by promoting the shared possession
or short-term rental of material assets during peer-to-peer service delivery [2, 1].
In particular, the sharing economy has had a significant impact on the travel and
hospitality industry [3] with successful platform businesses—such as Airbnb and
HomeAway—offering peer-to-peer rented accommodations that compete with tra-
ditional business-to-consumer hotel chains. Airbnb has four million rental lodging
options across more than 191 countries, which represent more accommodations than
offered by the top five hotel chains combined [4]. HomeAway has two million peer-
to-peer vacation rentals in 190 countries listed on its platform [5]. This volume of
available shared lodging is a commanding example of the market disruption posed
today by peer-to-peer services that comprise the sharing economy.

In this paper, we conceptually explore how value co-creation in peer-to-peer lodg-
ing services is constrained by a fundamental tension between a provider’s person-
alization and psychological ownership of a shared accommodation and customers’
psychological ownership of it. Our conceptual framework contributes to theory devel-
opment about the unique nature of service in the sharing economy. Drawing on lit-
erature about service-dominant logic, service interactions, the theory of extended
self, the experience economy, psychological ownership, and strategic management,
we contend that there is a zone of optimal distinctiveness wherein both a provider’s
and a customer’s psychological ownership of shared accommodation, as well as the
provider’s personalization of this asset, are optimized.

We begin this paper by outlining why shared accommodation is a service. We
then describe how a provider’s asset personalization creates competitive advantage
in the sharing economy for their peer-to-peer lodging service. Next, we discuss the
effects of provider asset personalization on the psychological ownership of shared
accommodation. We then present three propositions that comprise our conceptual
framework about the zone of optimal distinctiveness for shared accommodation, and
define it. Finally, we end by offering some concluding remarks about expanding and
testing our conceptual framework.

2 Shared Accommodation Is a Service

Peer-to-peer lodging can be considered a service because it relies on the sharing of
accommodations, and goods sharing is one of the competencies that service is often
based on [6]. The act of renting one’s house, apartment, or room—a lodging—to a
peer is legally a non-ownership service “in which consumers acquire some property
rights to an asset and are offered a certain degree of freedom in using this asset
for a specified period while the burdens of ownership remain with the owner” ([7],
p. 172). Service interactions between peerswho share accommodations and exchange
some form of compensation resemble a traditional service relationship [8, 9]. In
a service relationship, both customers and providers are assumed to have unique
requirements, resources, and competencies that are applied and integrated to co-
produce the service. Through personal interaction involving feedback that is both
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direct and informal, a customer and a provider acquire knowledge about each other,
as individuals and role occupants, which enhances their service co-production. They
may develop trust, goodwill, and a felt sense of obligation towards each other, which
creates an expectation of future interaction. As such, reciprocity is both evident and
valued in services such as peer-to-peer lodging that are based on relationships [10].

Service-dominant logic [11] is a paradigm for understanding value co-creation
during service delivery. It posits that providers create superior value propositions
about goods and services, and that customers determine this value when they use or
consume these goods and services. The co-created value that they ultimately realize
is dependent not only on their co-production but also on value-in-use [12], which
is determined by the customer during consumption. Therefore, the co-creation of
value extends beyond a provider inviting a customer to participate in the processes
of production or design [13]. Service-dominant logic asserts that a customer must
incorporate a provider’s offering into their life for value co-creation to exist [14]. As
conceptualized, co-production goes beyond a dyadic exchange between a customer
and provider. It can include a complex combination of resources provided by other
organizations or persons [12, 11]—a service system—that is comprised of entities
that “interact by granting access rights to one another’s resources” ([15], p. 666).
In the case of peer-to-peer lodging, the co-production of shared accommodation
is facilitated by a provider of lodging, a network of personal and organizational
resources provided by a commercial sharing platform, and a customer who quite
literally incorporates the provider’s shared accommodation into their lives for the
duration of their vacation or business stay.

3 Asset Personalization Offers Competitive Advantage

Customers in the sharing economy seek one-of-a-kind lodging experiences, which
are shaped in large part by staying in places that showcase the personality and social
identity of individual providers. Providers (whether strategically or unintentionally)
design the service experience that customers can co-create [14]. Reference [16] iden-
tifies four dimensions of a service experience—entertainment, education, escapism,
and esthetics, which can increase its value to customers. Even though all of these
dimensions could be relevant to peer-to-peer lodging services, we focus on esthetics
because it specifically relates to providers’ personalization of shared accommodation
and customers’ interpretation of their distinctive design [3]. “Experiences mark the
next step in the progression of economic value, requiring businesses to shift from a
delivery-focused service paradigm to one that recognizes that service is simply the
stage and goods the props to engage individual customers in a personal way” ([3],
p. 2379). The architecture, furniture, and decorations of shared accommodation can
help providers of peer-to-peer lodging services differentiate their offering in a given
market location [16]. In other words, asset personalization can be a source of com-
petitive advantage for providers in the sharing economy because it enables them to
signal their shared social identity with specific customer segments. In offering such
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superior value propositions to these target customers, providers should have increased
opportunities for value co-creation with customers and realize both monetary and
non-monetary benefits [14]. This is why providers who list rooms, apartments, and
homes for rent on Airbnb and HomeAway are encouraged to showcase their individ-
uality by personalizing the space to reflect their individual tastes and preferences. It
creates high variance in peer-to-peer lodging services offered on these sharing plat-
forms, which enhances their own perceived uniqueness and competitive advantage
relative to business-to-consumer hotel chains.

4 Asset Personalization Influences Psychological
Ownership

Although a provider’s asset personalization can distinguish their shared accommo-
dation from other peer-to-peer and business-to-consumer lodging services, it can
also hinder a customer’s psychological ownership of the shared accommodation.
Psychological ownership—the state of having possessive feelings about material
objects [17]—is instrumental for both providers and customers of peer-to-peer lodg-
ing services to feel “at home” in shared accommodation [18]. A customer may have
difficulty being comfortable, or even visualizing themselves, in a space that it is
highly personalized with a provider’s possessions. Some Airbnb and HomeAway
accommodations have no room for guests to unpack and organize their belongings;
every surface andwall is filledwith the provider’s personal artifacts andmemorabilia,
which reinforce that the lodging is not owned by the customer. At the same time,
mimicking the generic esthetic of business-to-consumer hotel chains could pose sim-
ilar constraints for a provider’s psychological ownership of the property where they
permanently reside and/or that they legally own. A provider’s psychological own-
ership of their residence or vacation home increases as they personalize the place.
If a shared accommodation becomes too depersonalized, it may lose its competitive
advantage and the distinctiveness that engenders a sense of belonging for customers
who temporarily occupy it. Therefore, optimizing the psychological ownership of
shared accommodation is arguably very important for both customers and providers
of peer-to-peer lodging services.

The motivational forces that feed psychological ownership are grounded in three
basic human needs that have been categorized by [17, 18] into efficacy, identity, and
place. First, possessing something gives individuals the opportunity to satisfy their
need for being in control, including space [19]. This affords individuals a sense of
power and security or, in other words, a sense of efficacy. Second, ownership serves
an important function in terms of personal and social identity. Possessed objects
and spaces can serve as symbolic expressions of the self for the purposes of both
self-definition and self-image projection to others [20, 21]. When individuals invest
time to know and get familiarized with an object or a space, it becomes part of their
extended self [17, 18], which ([20], p. 140) describes as a “metaphor comprising not
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only thatwhich is seen as ‘me’ (the self), but also thatwhich is seen as ‘mine’.” Lastly,
possessed objects and spaces can provide a sense of place or belonging. According
to ([22], p. 124), possessed objects and spaces provide a sense of home, symbolically
speaking, or “a fixed point around which to construct one’s daily activities.” This
sense of home affords individuals with a metaphorical refuge, thereby creating a
personal history and sense of location in society [17, 18]. Possessed objects and
spaces, thus, serve to symbolically satisfy the human need to be physically anchored.

When a possessed object or space fulfills one of these three basic human needs, it
allows an individual to develop feelings of psychological ownership towards it. It is
still unclear, however, whether both providers and customers in the sharing economy
are able to sufficiently satisfy their needs for efficacy, identity, and place with the
objects and spaces that they share during peer-to-peer lodging services. For them to
feel psychological ownership, they must be attracted to the shared accommodation
and be able to experience andmanipulate it. Furthermore, the shared accommodation
needs to be open—available, receptive, and hospitable—to enable the them to feel at
home in it [18]. Reference [1] argues that having shared or temporary possession of an
object or a space engenders an individual’s “proprietary feelings” towards it, which
increases its perceived value [23]. Reference [1] has even suggested that such shared
physical assets can become part of a customer’s extended self. Whereas ownership
has been the normative consumption ideal [1], customers in the sharing economy
primarily appreciate physical assets for their value-in-use [2]. These customers may
prefer immaterial or “light” possessions and consumption practices associated with
sharing [2] and form more fluid relationships with objects and spaces. Regardless,
value co-creation in peer-to-peer lodging services is constrained by the ability of
both a customer and a provider to feel sufficiently at home in, and take psychological
ownership of, the accommodation that they share.

Therefore, we now offer the following propositions, which are also depicted in
Fig. 1:

P1: A provider’s psychological ownership of shared accommodation is positively
related to their personalization of this asset.

P2: A customer’s psychological ownership of shared accommodation is curvilin-
early related to a provider’s personalization of this asset; it increases initially
but then maximizes and starts to decrease thereafter.

P3: There is a zone of optimal distinctiveness wherein both a provider’s and a
customer’s psychological ownership of shared accommodation, as well as a
provider’s personalization of this asset, are optimized.

5 Zone of Optimal Distinctiveness

Optimal distinctiveness refers to the strategic management paradox that requires
entrepreneurial ventures to be both different from and like their competitors in a
given market location [24, 25]. As discussed earlier, asset personalization can help
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Fig. 1 The zone of optimal distinctiveness for shared accommodation

a peer-to-peer lodging provider to gain competitive advantage. However, providers
have to balance their service differentiation with the need for customers to perceive
their offering as legitimate. This is especially critical when service providers are new
market entrants and have limited reviews and ratings to help customers assess their
reputation [24, 25]. In our conceptual framework, we expand the strategic manage-
ment paradox of optimal distinctiveness by including the need for both a provider and
a customer to also have psychological ownership of a shared accommodation. This
additional complexity is specific to the dynamic and entrepreneurial environment of
peer-to-peer lodging services; business-to-consumer hotel chains are not subject to
this constraint when trying to achieve optimal distinctiveness. Furthermore, we do
not assume “that there is a single, relatively static convergence point in organiza-
tional characteristics from which distinctiveness is judged in a market” ([25], p. 98).
Rather, we assume that there is a zone of optimal distinctiveness to reflect that peer-
to-peer lodging providers “employ a repertoire of actions to construct relations and
reinforce boundaries while acquiring reputation and legitimacy” ([24], p. 282) for
their service offerings over a period of time.

It is beneficial for providers of peer-to-peer lodging services to stay within this
zone of optimal distinctiveness when personalizing their leveraged assets in the shar-
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ing economy. Increasing the psychological ownership of shared accommodation is
desirable because it helps to satisfy the basic human needs of both a customer and
a provider involved in a peer-to-peer lodging service, thereby increasing value co-
creation in their service relationship. Also, a customer with high psychological own-
ership of shared accommodation will take better care of this asset, thereby reducing a
provider’s risk for property damage. Psychological ownership engenders feelings of
responsibility that manifest as protective and nurturing behaviors. When customers
feel responsible as the caretakers of a property, even though they are not its legal
owners, they act as the “psychological principals” or stewards of this asset [26, 18].

As we have conceptualized it, the zone of optimal distinctiveness should apply
to providers who reside or vacation in their shared accommodation irrespective of
whether they legally own this asset. Normatively, we assume that providers and
customers are engaged in service relationships and exchange some form of compen-
sation related to peer-to-peer lodging.Our conceptual framework, therefore, excludes
property management and rental companies that employ functionally-equivalent
providers who do not occupy the shared accommodation; they engage in service
encounters with customers rather than service relationships [8, 9].

6 Concluding Remarks

By drawing from literature acrossmultiple disciplines, we have laid out a provocative
conceptual framework about value co-creation in peer-to-peer lodging services. Our
defined zone of optimal distinctiveness expands the strategic management paradox
of seeking differentiation and legitimacy in entrepreneurial ventures to also include
the need for psychological ownership of shared accommodation by both customers
and providers in this service domain. In doing so, it highlights how the co-creation
of value in shared accommodation is different than in business-to-consumer lodging
services. From a theoretical perspective, it would be interesting to investigate how
value co-creation, as conceptualized by service dominant logic, directly impacts
psychological ownership. Reference [18] asserts that individuals become invested in
the ownership of a product when engaging in the act of creating it; the co-created
offering essentially represents an investment of their resources, values, and identity. It
would also be interesting to explore how service relationships between customers and
providers affect the zone of optimal distinctiveness over time. “Socially embedded
exchange relationsmay leave buyers ‘stuck’ in suboptimal long-term relationships…
The result is a ‘dark side’ to relationships…where buyers benefit from relationships
in the present but at the cost of neglecting to identify or to choose a set of suppliers
better suited to future needs” ([27], p. 894). Finally, future research could also extend
our conceptual framework to other service domains in the sharing economy, such as
carsharing, by exploring how psychological ownership is related to the stewardship
of leveraged assets [26].

To empirically test our conceptual framework, future research can employ dif-
ferent methods. First, secondary data collection can provide first insights into per-



80 A. D. Bhappu and S. Helm

ceptions of asset personalization and psychological ownership among providers and
customers of peer-to-peer lodging services. For example, qualitative content anal-
ysis of publicly-available descriptions and photographs posted by providers on a
shared accommodation platform such as Airbnb [28, 29], as well as of online cus-
tomer reviews posted on the same sites [30], can serve as an unobtrusive approach
to access honest customer and provider opinions [31, 32] for assessing whether
provider asset personalization, psychological ownership, and optimal distinctiveness
emerge as themes in these publicly-available communications. In addition, exper-
imental designs can allow for the testing of causal relationships between provider
asset personalization, psychological ownership, perceived value co-creation, and the
stewardship of shared assets. These relationships could also be psychometrically
assessed by surveying providers and customers of peer-to-peer lodging services. All
of these research opportunities would contribute to further theory development about
the unique nature of service in the sharing economy.
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Data Mining Methods for Describing
Federal Government Career Trajectories
and Predicting Employee Separation

Kimberly Healy, Dan Lucas and Cherilyn Miller

Abstract Data mining methods can be applied to human resources datasets to dis-
cover insights into how employees manage their careers. We examine two elements
of career trajectories in federal government HR data. First, we apply association rule
mining and sequential pattern mining to understand the prevalence and direction
of interdepartmental transfers. Then we apply logistic regression and decision tree
induction to understand and predict employee separation. In this specific application,
we find that interdepartmental transfers are uncommon, except between branches of
the armed services and out of these branches to the Department of Defence. We also
find that demographics, compensation, and political transitions are significant factors
for retention, but they account for only a small portion of the probability of a federal
employee leaving service.We expect these methods would perform better in industry
with a small amount of additional data gathered upon hiring and exit interviews.

1 Introduction

Prior to the emergence of service science as a distinct discipline [1], service and
operations research were conducted without consideration of human resource man-
agement. However, many problems afflicting a service have human issues as their
root causes [2]. Some work has been done since to model this interaction, including
policy models and mathematical/statistical models such as the Markov model [3].
This history is summarized well in [4]. These models require significant business
understanding to set parameters. For this reason, students of service management
may be interested in data mining approaches requiring less initial configuration to
help them discover under what circumstances employees will leave a department,
either for other departments within the same employer, for employment elsewhere, or
for retirement. These insights will allow service managers to consider turnover risks
as they develop their service models. A recent release of data by the Office of Per-
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sonnel Management within the United States federal government under the Freedom
of Information Act provides an excellent dataset for demonstrating these techniques,
including association rule and sequential pattern mining, logistic regression, and
decision tree induction.

1.1 Problem Definition

Over 40 years of United States federal government employment data was released to
the public for the first time in downloadable format in May 2017. The data was made
available through three Freedom of Information Act inquiries by BuzzFeed News.
This data can now be retrieved from the Internet Archive at http://www.archive.org
[5]. The records span from 1973 to March 2017. They include federal employees’
employment details, such as occupation title, salary, and supervisory status, along
with employee demographic details such as age, education level, and location.

1.2 Objective of Report

• Objective 1—Describe career trajectories of federal employees
• Objective 2—Predict employee separation over the course of a calendar year using
data available in the third quarter of the previous year.

2 Data Understanding

The Federal Employment Dataset comes from the U.S. Office of Personnel Manage-
ment via the Freedom of Information Act (FOIA). The data files contain four decades
of the United States federal payroll spanning the years 1973–2017. The data files
within the three dated chunks are partitioned by Department of Defense (DoD) data
and Non-Department of Defense (Non-DoD). The data includes quarterly snapshots.

Status files give static data about employees during the quarter of the dated file.
Attributes of the Status data files include ID, EmployeeName,Date of Filing, Agency
and Sub Agency, Station, Age, Education Level, Pay Plan, Pay Grade, Length of
Service (LOS), Occupation, Occupation Category, Adjusted Basic Pay, Supervisory
Status, Type of Appointment, Work Schedule, and Non-Seasonal or Full-Time Per-
manent Indicator.

Dynamic files give activity data about employee turnover. The files indicate
whether an employeemoved into (Accession) or out of (Separation) a position during
the quarter of the dated file.Attributes of theDynamic data files include ID, Employee
Name, Agency and Sub Agency, Accession or Separation Indicator, Effective Date
(of Accession or Separation), Age, Pay Plan, Pay Grade, Length of Service, Station,

http://www.archive.org
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Occupation, Occupation Category, Adjusted Basic Pay, Type of Appointment, and
Work Schedule.

There are several limitations to this dataset, including:

• The dataset does not include detailed salary data, including bonuses or additional
compensation.

• Thousands of employees’ data are withheld by the U.S. Office of Personnel Man-
agement, including:

– Name and duty stations of employees from the Department of Defense agen-
cies, FBI, Secret Service, DEA, IRS, U.S. Mint, Bureau of Alcohol, Tobacco,
Firearms, andExplosives, lawenforcement officers, nuclear engineers, and some
investigators.

– No data is provided for employees from the White House, Congress, Judicial
branch, CIA, NSA, the Department of State’s Foreign Service, the Postal Ser-
vice, Congressional Budget Office, Library of Congress, Panama Canal Com-
mission, and among others.

• The data obtained from the last two FOIA inquires does not include the primary
identification attribute, the pseudo-employee ID. This precludes tracking individ-
ual careers from September 2014 to March 2017.

3 Analysis I—Career Trajectories

The Career Trajectory analysis used stratified samples of the data to track the move-
ment of employees from 1973–2012. We used sequential pattern mining and associ-
ation rule mining techniques. We focused on tracking the movement of employees
from one department to another. We relied on the employee ID number attribute to
track an employee’s movement from quarter to quarter.

3.1 Sample Description

The sampling of employees was done in two parts. In the first phase, strata were
created based on government agencies. Then, systematic random stratified sampling
was used to select 0.3% of government employees from each stratum. In order to
remove the sampling bias for employees retained for longer periods, the sampling
is done from a list of distinct employees. In the second phase, the stratified sample
of randomly selected employees were joined with complete history (from 1973 to
2012) of every selected employee.
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Table 1 Association rules for non-department of defense staff

Con Ant Support Support (%) Rule conf (%) Lift (%)

HE SZ 211 1.0715 42.5 4.0901

HS TD 335 1.7012 38.7 4.4391

HS EM 90 0.45704 33.7 3.8637

TD HS 335 1.7012 19.5 4.4391

AG IN 277 1.4067 16.7 1.1755

HS DJ 187 0.94962 13.5 1.5521

DJ HS 187 0.94962 10.9 1.5521

SZ HE 211 1.0715 10.3 4.0901

3.2 Modeling and Analysis

The first technique we used was association rule mining. This technique can be used
to identify frequent patterns among antecedent and consequent observations. Ref-
erence [6] provides an introduction to this method. Criteria such as lift, support,
and confidence were used to determine the importance and prevalence of each rule.
Association rule mining was primarily used in order to determine how likely it was
that an employee transferred to a particular agency, given their previous employ-
ment at another agency. The support of an association rule is the percentage ratio of
the records that contain both the antecedent and consequent to the total number of
observations in the data set.

The confidence is the percentage ratio of the number of records that contain both
the antecedent and the consequent to the number of records that contain just the
Antecedent: α(A → C) � P(C|A) � P(A ∩ C)/P(A). The lift is the percentage of
the records that contain both the Antecedent and the Consequent—to the percentage
of records that contain the Consequent and to the percentage of records that contain
the Antecedent. The formula for the lift is as follows: l(A → C) � s(A ∪ C)/s(A) ·
s(C). The lift tells us how much better the association rule is at predicting the result
rather than simply assuming the result on its own.

Table 1 provides a summary of the association rules worth noting from the non-
dod data sets and Table 2 provides a summary for the dod data sets. Note that agency
codes are provided here for brevity. Meanings of agency codes can be found at the
Office of Personnel Management’s website [7]. We began with the rules that had
the greatest support. Then, we evaluated the confidence of the rules. We were most
interested in the rules with the higher confidence percentages. Note that while there
are some agency transitions that have a substantial confidence and support, we should
also focus on the lift. If the lift score is below 1, this indicates that the antecedent and
the consequent appear less often together than expected. We filtered out any rules
that had a lift significantly less than 1. If the lift was near 1, then we evaluated the
support of the rule. The larger the support, the more actionable the rule.
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Table 2 Association rules for department of defense staff

Con Ant Support Support (%) Rule conf (%) Lift (%)

AR AR 4151 42.129 42.1 1

NV NV 2776 28.174 28.2 1

AF AF 2434 24.703 24.7 1

DD DD 2150 21.821 21.8 1

DD [AF, AR] 74 0.75104 24.2 1.1083

DD [NV, AR] 70 0.71044 23.3 1.0693

Table 3 Sequential rules for department of defense staff

Pattern Support

<AR, AR, AR, AR, AR> 726

<AF, AF, AF> 725

<NV, NV, NV, NV, NV> 669

<AR, AR, AR, AR, AR, AR, AR> 639

<AF, AF, AF, AF> 630

<NV, NV, NV, NV, NV, NV> 603

<AR, AR, AR, AR, AR, AR, AR, AR> 564

<NV, NV, NV, NV, NV, NV, NV> 555

<DD, DD, DD> 553

<AF, AF, AF, AF, AF> 549

<NV, NV, NV, NV, NV, NV, NV, NV> 514

<AR, AR, AR, AR, AR, AR, AR, AR, AR> 501

The second technique used in our analysis was sequential pattern mining which
focuses on the discovery of rules in sequences. Reference [6] provides an introduction
to this method. The sequence of an employee’s transition from one agency to the next
is very helpful to know for making career trajectory predictions. The rules presented
in Tables 1 and 2 were found using a method which did not take time into account;
sequential patternmining considers the sequence of agencies in an employee’s career.
Once again, we evaluated the results with special attention given to the confidence
and the support of the rules. In this part of our analysis, the sequential pattern mining
rules were created by utilizing the GSP algorithm in the SPMF software.

First, the data was condensed to a year-to-year basis before importing into the
SPMF program which allowed for a summarized view of the patterns in the data.
The rules generated did not describe any switching between agencies. Therefore, we
were able to conclude that on a year to year basis, employees remained in their current
agencies at a rate higher than would be expected by chance. The Army, Navy, and
the Veterans Administration were associated with very long rules showing continued
employment. These rules can be seen in Tables 3 and 4.
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Table 4 Sequential rules for non-department of defense staff

Pattern Support

<VA> 62

<VA, VA> 45

<VA, VA, VA> 40

<VA, VA, VA, VA> 32

<VA, VA, VA, VA, VA> 27

<AG> 25

<VA, VA, VA, VA, VA, VA> 24

<HS> 23

<IN> 22

<VA, VA, VA, VA, VA, VA, VA> 21

<DJ> 20

<HE> 19

<HS, HS> 19

<IN, IN> 19

Table 5 Sequential rules for
inter-departmental transitions
among DoD staff

Pattern Support

<AR, DD> 125

<NV, DD> 87

<AF, DD> 82

<DD, AR> 79

<NV, AR> 73

<AR, NV> 72

<AR, AF> 69

<AF, AR> 57

<DD, AF> 50

Table 6 Sequential rules for inter-departmental transitions among non-DoD staff

Pattern Support

<DJ, HS> 3

<HE, SZ> 3

Next, we ran another sequential pattern mining analysis, however we only con-
sidered the instances when an employee switched agencies. The results in Table 4
show some of the most common transitions and their support. These results provide
further evidence that interdepartmental transfers are rare. Most of the rules are asso-
ciated with transfers between the branches of the armed forces or between one of the
branches and the Department of Defense (Tables 5 and 6).
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4 Analysis II—Identifying Factors Contributing
to Separation and Predicting Separation

We examined data from 1973–2012 to see what factors predict that a non-seasonal
full time permanent federal employeewill leave employment (separate)within a year.
We relied on the ability to use employee Pseudo-IDs to track an employee across
multiple quarters. Since the data from 2013 onward did not have Pseudo-IDs, the
data was removed from this analysis.

In addition, we sought to understand whether presidential elections influence
employees’ retention. We added indicators to the data indicating whether that year
was an election year, whether control of the White House transitioned from one
political party to another, and, if so, which party assumed control.

4.1 Sample Description

We randomly selected employees employed in the third quarter of each year.We then
counted the quarters in which each was employed during the next calendar year. A
count of 4 indicated that the employee was retained (1). A count of 0–3 indicated that
the employee was not retained (0). This is an imprecise method as some agencies
were not subject to the Freedom of Information Act request, so transfers into these
agencies would be indicated as a non-retention outcome. We then removed from the
sample any employees exhibiting rare values (fewer than 30 observations) for the
variables agency, appointment type, or pay. We adjusted for inflation by assuming a
constant rate of 3% annually since 1980.

4.2 Modelling and Analysis

We trained a logistic regression model to determine which attributes have a statisti-
cally significant impact on retention when considered together. This model outputs
a probability that a record belongs to the target class. Reference [8] provides an
introduction to the algorithm and a tutorial for training a model using R. In order to
improve our understanding of the minority class, we undersampled from the major-
ity class at a rate of 15%. We found the variables listed in Table 7 to be statistically
significant predictors at the given coefficients.

This model has a McFadden R2 of only 0.081, suggesting that most factors con-
tributing to separation are not represented in this dataset. We do find a statistically
significant result indicating that employees are less likely to be retained in the year
following the transition from Democratic control of the White House to Republican
control, all other factors held constant. It is important to note that there is also a statis-
tically significant result indicating that transitions in party-control are correlatedwith
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Table 7 Coefficients of logistic regression model

Coefficients Estimate Std. error z value Pr(>|z|)

(Intercept) −1.94E+01 2.50E+00 −7.765 8.19E−15

Grade 1.24E−02 4.96E−03 2.493 0.012656

appt_type15 −2.80E−01 4.46E−02 −6.27 3.60E−10

appt_type30 −4.05E−01 9.81E−02 −4.127 3.68E−05

appt_type32 −6.41E−01 1.27E−01 −5.042 4.60E−07

appt_type38 −6.63E−01 4.30E−02 −15.43 <2e−16

appt_type40 −5.63E−01 2.92E−01 −1.927 0.054039

appt_type50 −3.87E−01 2.47E−01 −1.569 0.116739

appt_type55 −3.55E+00 1.05E+00 −3.37 0.000751

Year 8.22E−03 1.27E−03 6.47 9.78E−11

Election year −1.64E−01 3.67E−02 −4.474 7.68E−06

Transition of white
house to other party

2.66E−01 5.69E−02 4.677 2.92E−06

Transition of white
house to republican
control

−2.05E−01 7.15E−02 −2.87 0.004111

Education level 9.44E−02 2.64E−02 3.582 3.41E−04

Pay 3.54E−05 4.97E−06 7.12 1.08E−12

Age 5.84E−02 5.96E−03 9.806 <2e−16

Length of service 1.94E−01 1.68E−02 11.576 <2e−16

Age:Length of service −3.96E−03 3.17E−04 −12.49 <2e−16

Pay:Age −4.87E−07 1.00E−07 −4.862 1.16E−06

Pay:Length of service 7.59E−08 2.07E−07 0.366 0.714046

Education level:Age −2.03E−03 5.81E−04 −3.489 0.000485

Education level:Length
of service

1.69E−03 4.09E−04 4.128 3.66E−05

Education level:Pay −1.79E−06 3.60E−07 −4.957 7.15E−07

Pay:Age:los.numeric −7.92E−09 3.89E−09 −2.038 0.041536

Education level:Pay:Age 3.44E−08 7.10E−09 4.845 1.26E−06

an increase in the likelihood that an employee is retained. This transition coefficient
is greater inmagnitude than the Republican coefficient. As such, the reasonable inter-
pretation would be that transition to a Democratic White House increases employee
retention more than transition to a Republican White House. Neither has a negative
impact on employee retention.
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Education level appears in several interaction terms in the logistic regression.
Some of these terms have negative coefficients while others have positive coef-
ficients. Given the expected magnitude of the Education variable (approximately
101), the magnitude of its coefficient (approximately 10−1), the magnitude of the
Education:Length of Service interaction variable (approximately 102) and its coeffi-
cient (10−3), a unit increase in the education variable would be expected to increase
the log likelihood of retention by a factor of 1.1 before considering the negative
coefficients on interaction effects including education. The expected magnitude of
Education level:Age is 102 with a coefficient of 10−3 and themagnitude of Education
level:Pay is 106 with a coefficient of 10−6. In the case of a unit increase in education
with all other factors held constant, these factors would decrease the log likelihood
of retention by a factor of approximately 1.1. This means the expected impact of
a unit increase in education on retention is approximately zero. We are left with a
weak conclusion that the effect of education on retention is idiosyncratic based on
the employee’s age, length of service, and pay.

We also developed a decision tree model using the C5.0 algorithm in order to
develop rules that might help understand these interaction effects. This model is
described in [9]. The decision tree developed for all employees is provided in Fig. 2.
As with the logistic regression, this model was trained with an undersampled set
to improve our understanding of the minority case. It has an overall accuracy on
unseen data of 65.8%, and its accuracy given that the actual class is 0 is 55.5%.
Its accuracy given the actual class is 1 is 75.0%. This gives an average by class of
65.2%. This compares favorably to the null model in which we always predict that
an employee will be retained, yielding an overall accuracy of 90.0% but an average
by class of 50.0%. The pruned tree does not reference education level. It describes
a complex interaction between age, length of service, and pay. As age and length
of service increase, retention generally drops. For employees with non-permanent
appointments paid less than $43,000 per year who are between the ages of 40–54,
however, retention increases with length of service greater than 9.5 years. As pay
increases, retention generally increases. However, for employees with permanent
appointments paid more than $43,000 per year between the ages of 50 and 54,
retention drops significantly above 30 years of service. The retention of employees
under age 54 with non-permanent appointments is not affected by length of service.
This suggests that employees with a permanent appointment tend to work until they
can earn their pension, unless they began their service later in life. A plot of variable
importance is shown in Fig. 1.
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Fig. 1 Variable importance for decision tree

Fig. 2 Decision tree predicting separation
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5 Summary

Through pattern mining, we discovered that interdepartmental transfers are rare in
the federal government. They tend to bemore common in theDepartment of Defense.
Outside of the Department of Defense, we find only two significant sequential rules:
employees from the Department of Justice are more likely than most to transition
to the Department of Homeland Security, and employees from the Department of
Health and Human Services are more likely to transition to the Social Security
Administration.

Through logistic regression and a C5.0 decision tree, we determined that the most
important factors for predicting departure of employees of the federal government
are length of service and age. Among employees who are started their careers later
in life, pay becomes an important factor.

These methods could be applied within a company using a richer dataset. For the
pattern mining approach, significant insights could be added by including data about
the previous employer and the next employer for departing staff. There are some
attributes which could enrich the logistic regression and decision tree induction,
including previous employer(s), disciplinary actions, employee performance review
scores, and supervisor performance review scores.
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Using the Service Science Canvas
to Understand Institutional Change
in a Public School System

Shari Weaver and Oleg Pavlov

Abstract Reforming STEM education in the United States continues to be a topic
of active discussion and research.Why do some school districts succeed while others
fail at implementing similar educational interventions? To answer this question, we
apply the service science theory to characterize a pK-12 district that is viewed as a
complex educational system.Our analysis utilizes the Service ScienceCanvas, which
is a convenient methodological tool that includes common elements of the service
science framework.

1 Introduction

In recent years, much attention has been given to improving STEM education in the
United States. According to the 2015 TIMSS, the U.S. ranks 10 internationally in
math achievement and 11 in science,which iswell belowcountries such as Singapore,
Korea and China [11]. While there was some growth in math when comparing the
5 years prior, there has been no improvement in science in that timeframe. This
limited progress remains despite the substantial financial contributions of government
agencies such as the National Science Foundation (NSF) committed to this effort.
In fiscal year 2016, the Department of Education allocated $71.698 billion and the
National Science Foundation allocated $7.463 billion to STEMEducation Initiatives
[8].

In a more specific example, over $575 million was spent in a multiyear initiative
to improve low-income minority student outcomes by ensuring access to effective
teaching through the development of a system to bettermeasure teacher effectiveness.
While the initiative achieved its goals around implementation of a more targeted and
rigorous teacher professional development program and evaluation system, student
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outcomes did not improve. The report summarizing these findings concluded that
goals around student outcomes may not have been achieved because of the narrow
focus of the study on teacher effectiveness alone and not taking into account the
broader academic context. The authors suggested that other factors “ranging from
early childhood education to students’ social and emotional competencies, the school
learning environment, and family support” may need to be addressed [12].

In this paper, we propose that in order to increase the effectiveness of STEM
initiatives, school districts should be analyzed systemically and holistically. Our
method involves using service science principles to design a mechanism to charac-
terize school systems that have implemented STEM initiatives. Once characterized,
we can compare school systems that have had ranges of implementation success as
determined by sustainability of programmatic change and observable outcomes. The
system analysis will then enable us to ascertain key system components that influ-
ence initiative implementation success with the purpose of better informing school
and community leaders seeking to effect change.

Service science is a field devoted to studying service systems and value co-creation
[6]. A service system is defined as a system in which interacting components work
together to achieve measurable goals [1, 13]. For instance, pK-12 school systems
can be classified as a service system when exchange, application or acquisition of
knowledge is considered a benefit. This classification enables us to describe a school
system using the ten foundational concepts on which service science is based.

2 Service Science Canvas

Pavlov and Hoy [10] developed a methodological tool, the Service Science Canvas
(Fig. 1), that enables the analysis of any system and then applied it to an entrepreneur-
ship program in a higher education institution. We propose applying the Service
Science Canvas to examine a pK-12 public school district implementing a STEM
initiative as a result of participating in the STEM Integration for Education Leaders
program at Worcester Polytechnic Institute (Fig. 2). In this yearlong program, the
STEM Education Center works with teams of educational leaders from school dis-
tricts to support the development of a strategic STEM integration plan. In the past six
years that the program has existed, 22 districts in Massachusetts have participated
with varying degrees of sustainable success as observed by STEM Education Center
staff.

In the section below, we will define each element of the Service Science Canvas
as it would apply to a pK-12 public school district. Then, as a case study in the
application of this methodological tool, we will consider a pK-3 elementary school
in a district that participated in the STEM Integration for education leaders program
that has demonstrated success in implementing STEM initiatives.
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2.1 Resources

Potential resources in a system have been defined as anything or anyone that is
useful in service production [13]. In an educational system, resources include faculty
and staff, physical classroom and shared space, funding and curricular materials
[10]. There is an ongoing debate about the effect of school resources on student
performance/achievement. Greenwald et al. [3] asserts that resources as measured by
per pupil expenditure are related to student achievementwhileHanushek [5] found no
consistent correlation between school resources and student achievement. However,
Hanushek [5] concluded that adequate resources are needed to ensure student success
but that adding resourceswithout changing the decision-making process in how those
funds are used will not result in an increase in achievement. The general consensus
is that it is not just the amount of resources but how those resources are allocated
or implemented that impacts improvement in student outcomes. The major flaw
in this debate is that resources are defined monetarily rather than considering the
people resources such as the capacity of teachers, families, and communities. In
terms of STEM program implementation, targeted allocation of funding to address
STEM initiatives through selected hiring, purchasing of curricular materials and
space allocation ensures success.

The pK-3 school analyzed invested in resources by hiring a STEAM teacher who
teaches all students in the building on a 6-day rotating schedule. This teacher also
collaborateswith grade level teams to assist in STEAMintegration in each classroom.
The library has a dedicated maker space with activities that rotate on amonthly basis.
A summer STEAM campwill be developed and implemented in the summer of 2018
for early elementary students.

2.2 Access Rights

Access rights involve the policies and procedures that govern resource access and
usage and are categorized as owned outright, leased-contracted, shared, and privi-
leged [9b]. Academic programs share access to buildings and equipment [10]. While
competition for this shared access exists in pK-12 public schools, it is often limited
to common spaces such as computer labs, the library, etc. Additionally, access to stu-
dents’ time is viewed as shared access. Teachers, particularly in the newly emerging
STEAM classes, compete for time to interact with students within the limitation of
the school day. The school studied ensures access to students by building the STEAM
class into the schedule as special similar to music or library.



100 S. Weaver and O. Pavlov

2.3 Entities

Entities have been defined as any resource configuration that is able to initiate actions
that can, through acquiring, sharing or applying resources, improve its own state [1,
13]. Entities in the pk-12 academic system include academic departments, grade
level teams, the Department of Elementary and Secondary Education, and the local
school board. Grade level teams in the studied elementary school meet regularly to
develop curricular materials that integrate STEAM. The STEAM coordinator meets
with each team to provide input and feedback.

2.4 Stakeholders

Spohrer et al. [13] identify customer, provider, authority and competitor-criminal as
the four primary types of stakeholders.While not as clear-cut as an economic system,
stakeholders in school systems can be identified as students, faculty and staff, and
administrators, and charter and private schools respectively. Pavlov and Hoy [9]
details three stakeholders in a university educational system as students, faculty, and
administrators. Public k-12 schools have another dimension of stakeholders which
include students’ families and communitymembers [2].Manymechanismshavebeen
put in place by the building principal in the school studied to ensure that stakeholders
are involved in decision-making processes and in STEAM initiative implementation.
One example includes involving community members in the development of an
outdoor education space in the school’s courtyard that includes a garden and a future
fishpond.

2.5 Value Co-creation

For any service system initiative to be sustainable, all stakeholders should derive
some value from the collective activities of all entities of that system [1, 10, 15].
The value must be perceived by students, faculty, parents, and the community. In
pK-12 systems, value is inherent in education as it relates to economic return in the
long run. There is also value in the relationship between innovative, highly effective
curricular activities and student and teacher motivation and engagement.

In the school studied, students and teachers participate in content-rich, engaging
STEAM curriculum that results in value co-creation. Increased engagement with
parents and community through direct involvement in school activities and in explicit
communication about the value of STEAM education would strengthen confidence
and sustain service excellence.
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2.6 Networks

Networks develop as entities form patterns of interactions with each other as well as
with stakeholders [10, 13]. Networks can be defined as relationships and result from
collaborative advantages and the development of cooperative strategies [1]. In pK-12
schools, networks develop between faculty within and across grade levels, schools
and community based organizations, and districts and higher education institutions.

Participating in the STEM Integration for Academic Leaders provided opportuni-
ties to network on multiple levels both as a direct component of the program and as
district initiatives that resulted from program participation. In the STEM Integration
program, cohorts are designed to bring together leadership teams from at least three
different districts. This allows for networking for faculty and administrators across
districts.Within a district, the teams include representatives fromvarious grade bands
which enables vertical networking between elementary, middle, and high school fac-
ulty. This type of vertical teaming enables the generation and communication of a
clear vision for STEM education throughout the district.

Within the school, grade level teams meet regularly to develop STEAM curricu-
lum. Additionally, the STEM coordinator meets with individual teachers as well as
the grade level teams to support them in the development, implementation, and eval-
uation of STEAM curricular modules into their existing curriculum. Networks that
are being explored include local faith-based organization and businesses.

2.7 Ecology

Ecology refers to networks of different types of service systems and their entities.
In pK-12 education, faculty can be involved in professional education organiza-
tions such as National Science Teacher Association (NSTA) or National Council
of Teachers of Mathematics (NCTM). Department leaders or school administrators
form networks with individual schools in the same district. In some locations, con-
sortiums have formed that include department heads or school administrators from
multiple districts. This is particularly valuable in geographic areas that have multiple
small districts that can benefit greatly from sharing resources.

2.8 Governance

Governance mechanisms between an authority entity and other governed entities
provide a structure to a service system [13] moving the system toward a goal by
defining a process to proceed toward that goal and resolve any disputes that might
arise [1]. McCrone et al. [7] describe two governance models displayed in schools
in the UK. The first is a business model in which a school leader, the principal or
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superintendent, is responsible for governance making the directives that are followed
by faculty, staff, and students. A second model, shared governance, enables stake-
holders to be involved in school governance [4]. An example seen in the U.S is that
of the school council which generally includes a representative group of administra-
tors, faculty, parents, students, and community members. This council meets with
district administrators and the school board to discuss and make recommendations
on a variety of educational issues.We assert that the success of this governing system
varies widely depending upon resources, entities, access rights and value-co creation
interactions.

2.9 Outcomes

Spohrer et al. [13] outlines ten possible outcomes. The main desired outcome is that
the value is realized although often when implementing educational initiatives, the
value proposition is not understood, agreed to, or able to be realized. The main out-
come sought in pK-12 schools is to graduate students who are college or career ready.
The Massachusetts Board of Elementary and Secondary Education define students
who are college and career ready as those who can “demonstrate the knowledge,
skills and abilities that are necessary to successfully complete entry-level, credit-
bearing college courses, participate in certificate or workplace training programs,
enter economically viable career pathways, and engage as active and responsible
citizens in our democracy”.

When implementing innovative STEM initiatives, outcomes sought include the
successful implementation of those STEM initiatives and an increase in the number
of students who take STEM classes throughout their school experience and who, on
graduation, express an interest in pursuing a STEM career.

2.10 Measures

Stakeholders evaluate services systems based on four primary types of measures;
quality, productivity, compliance, and sustainable innovation [10, 13]. The quality
of a pK-12 system can be measured by the number and type of STEM courses
offered, teacher effectiveness, and student engagement. School productivity is often
rated by graduation rates and achievement on standardized test and performance
based assessments. Compliance can be evaluated by adherence by faculty and staff
to district and school initiatives. Level of STEM integration and the commitment
by districts to financially support STEM initiatives in the annual budget provide
evidence of sustainable innovation.
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3 Conclusion

This article builds on previous literature which proposed the utilization of service
science to characterize education systems [14]. Specifically, we modified the Service
ScienceCanvas, designed by Pavlov andHoy [10], to identify the 10 general elements
and principles as displayed in the particular service science system of a pK-12 school.
As a case study, this toolwas applied to a STEM initiative in a pK-3 public elementary
school following their participation in the STEM Integration for Academic Leaders
program administered by Worcester Polytechnic Institute.

While this article contributes to the understanding of the pK-12 public school as
a service science system, broader application of the Service Science Canvas requires
further study. Future research should include application to multiple participating
districts to determine if comparisons can be made between these districts. Future
research may include developing computational models to simulate service system
dynamics which would enable us to identify points of leverage and potential unin-
tended consequences to inform potential policy implementation.

References

1. Barile S, Polese F. Smart service systems and viable service systems: applying systems theory
to service science. Serv Sci. 2010;2:21–40.

2. Epstein J. School/Family/Community partnerships: caring for the children we share. Phi Delta
Kappan. 1995;76(9):701–12.

3. Greenwald R, Hedges L, Laine R. The effect of school resources on student achievement. Rev
Educ Res. 1996;66(3):361–96.

4. Hanberger H.: Evaluation in local school governance: a framework for analysis. Educ Inq.
2016;7(3).

5. Hanushek E. Assessing the effects of school resources on student performance: an update.
Educ Eval Policy Anal. 1997;19(2):141–64.

6. Lyons K, Tracy S. Characterizing organizations as service systems. Hum Factors Ergon Manuf
Serv Ind. 2013;23(1):19–27.

7. McCrone T, Southcott C, George N. Governance models in schools. Slough: NFER; 2011.
8. National Research Council: Rising Above the Gathering Storm, Revisited: Rapidly Approach-

ing Category 5: Condensed Version. The National Academies Press;2011.
9. National Center for Education Statistics (2016). Digest of Education Statistics; 2016. https://

nces.ed.gov/programs/digest/2016menu_tables.asp..
10. Pavlov O, Hoy F. Toward the service science of education. Handb Serv Sci. 2018;2.
11. Provasnik S, Malley L, Stephens M, Landeros K, Perkins R, Tang JH. Highlights from TIMSS

and TIMSS advanced 2015: mathematics and science achievement of U.S. students in grades
4 and 8 and in advanced courses at the end of high school in an international context (NCES
2017-002). Washington, DC: U.S. Department of Education, National Center for Education
Statistics;2018. http://nces.ed.gov/pubsearch.

12. Stecher BM et al. Improving teaching effectiveness: final report: the intensive partnerships for
effective teaching through 2015–2016. RAND Corporation;2018. https://www.rand.org/pubs/
research_reports/RR2242.html.

13. Spohrer J, Anderson L, Pass N, Ager T. Service science and service-dominant language, vol.
2. Otago Forum 2: Academic Papers;2008. pp. 1–18.

https://nces.ed.gov/programs/digest/2016menu_tables.asp.
http://nces.ed.gov/pubsearch
https://www.rand.org/pubs/research_reports/RR2242.html


104 S. Weaver and O. Pavlov

14. Spohrer J, Giuisa A, Demirkan H, Ing D. Service science: reframing progress with universities.
Syst Res Behav Sci. 2013;30:561–9.

15. Vargo S, Maglio P, Akaka M. On value and value co-creation: a service systems and service
logic perspective. Eur Manag J. 2008;26:145–52.



Data-Driven Capacity Management
with Machine Learning: A Novel
Approach and a Case-Study for a Public
Service Office

Fabian Taigel, Jan Meller and Alexander Rothkopf

Abstract In this paperwe consider the case of a public service office inGermany that
provides services such as handling passports and ID card applications, notifications
of change of addresses, etc. Their decision problem is to determine the staffing
level for a specific staffing time-slot (e.g., next Monday, 8 am–12.30 pm). Required
capacity is driven by features such as the day of theweek, whether the day is in school
vacations, etc. We present an innovative data-driven approach to prescribe capacities
that does not require any assumptions about the underlying arrival process. We show
how to integrate specific service goals (e.g., “At most 20% of the customers should
have to wait more than 20 min”) into a machine learning (ML) algorithm to learn a
functional relationship between features and prescribed capacity from historical data.
We analyze the performance of our integrated approach on a real-world dataset and
compare it to a sequential approach that first uses out-of-the-boxML to predict arrival
rates and subsequently determines the according capacity using queuing models.
We find that both data-driven approaches can significantly improve the performance
compared to a naive benchmark and discuss benefits and drawbacks of our approach.

1 Introduction

In this paper we consider the problem of finding the right level of capacity for service
operations. We use the case of a public service office in Germany that provides
services such as the application and issuance of passports or ID cards, notifications
of change of addresses, etc. Their decision problem is to determine the staffing level
for a specific time slot (e.g., next Monday, 8 am–12.30 pm). Practitioners’ intuition
is that required capacity depends on the day of the week, whether this day falls
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on school vacations, etc. Our case is a typical example of over-the-counter service
industries:multiple servers/stations that process customer orders in a first-come-first-
served manner. Customer/order arrivals and the service time are uncertain and arrival
rates are typically time-dependent. For-profit firms and governmental organizations
face the same problem of determining the right capacity (i.e., number of servers)
for different time intervals. Customers expect good service in terms of short waiting
times and decision-makers want to avoid excessive costs for idle capacity.

Manywell-established approaches in the literature determine capacity levels based
on distributional assumptions for the inter-arrival and inter-departure times of the
customers. Such an approach, however, ignores the uncertainty around an estimated
distribution parameter and in many practical instances the approach lacks the suit-
ability to be implemented.

We present a novel, data-driven approach to prescribe optimal capacity levels by
directly modeling the functional relationship between capacity decision and features
that potentially drive the required capacity. Our integrated approach does not require
any assumptions about the underlying arrival process. Given a sufficiently large
data set of historical observations of features and associated arrival processes, our
approach derives a decision rule that directly prescribes theminimal capacity to fulfill
given service objectives. In this paper, we consider a single objective (e.g., at most
20% of the customer should have to wait more than 20 min), but we note that our
approach can be extended to simultaneously incorporating additional service goals
(e.g., at most x% abandonment rate or y minutes average waiting time).

2 Literature

Closely related to our approach is thework by [1]whopropose a data-driven approach
to determine capacities in a call-center model with multiple customer classes and
multiple server pools using historical call-arrival data. In their approach arrival rates
of incoming calls are not assumed to be constant or known. Insteadofmaking assump-
tions about the distribution of the arrivals, they use empirical estimates for the arrival
rateswhich they derive from samples of historic call-arrival-epochswith similar char-
acteristics. Based on these estimated distributions they can determine the expected
penalty costs from abandonments with respect to a chosen capacity and hence min-
imize the sum of the expected penalty costs and the costs for capacity.

They can show that with an increasing amount of available data, their data-driven
approach approximately achieves the same costs as one using a simulation-based
approach with known arrival rates. However, their results also show that with a
decreasing amount of observation, the average costs of their approach increase. We
consider this as critical, since [1] requires samples of historic call-arrival-epochs
with similar characteristics. Let for example a set of such similar epochs contain
all Monday mornings without vacations, in the first week of a month, with no spe-
cial weather event. This still rather broad specification limits the amount of similar
observations to less than 10 given we have one year of data available. Hence, the
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choice of relevant characteristics and how we determine similar observations will
influence the decision. In contrast to [1], we integrate these considerations in our
decision model. Our model groups historical demand observations such that they
allow for the best decision. Another methodical difference is that our approach does
not require to estimate arrival rates, since we directly consider the capacity decision
that would have been optimal given past arrivals.

The model presented in [2] also considers a call-center staffing problem and
proposes a data-driven approach that determines capacities for each unit period of
the planning period (e.g., each hour of a day) by minimizing the mean cost over
given historical arrival rates. They do not require explicit assumptions about the
distribution of arrivals, however, they implicitly assume, that all historic observations
from a specific time slot/unit period are similarly valuable for making the capacity
decision for an upcoming period. Hence, they do not consider that external features
could potentially explain parts of the variations in the historical data which is the
main structural difference to the approach we present in this paper. Furthermore,
their approach requires specific costs for waiting and abandonment which are not
available in a setting like the public service office where specific service goals related
to waiting time are more adequate.

3 Methodology

In this chapter we present a novel, data-driven approach to prescribe optimal capacity
levels by directlymodeling the functional relationship between capacity decision and
features that potentially drive the required capacity. We first formulate the general
model and show the flexibility of our approach. In the second subchapter we describe
an implementation based on themachine learning technique of decision tree learning.

3.1 Distribution-Free Approach for Feature-Based Capacity
Decisions

In this section we introduce a novel approach to prescribe a capacity level μ(x) for
a time-slot given a feature vector x that represents information characterizing this
particular time-slot, e.g., day of the week, whether the time-slot falls on a school
holiday, etc. These prescribed capacities should fulfill certain service objectives G
(e.g., ratio of staffing time-slots where at least 80%of the customers are servedwithin
a certain time). The actual capacity level μ(x) is then determined by minimizing the
capacity level that is required to fulfill the service-level objectives i � 1, . . . , O for
at least a ratio of Gtarget

i of the observations:

min
μ(.)

μ(x) (1)
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s.t.Gi (μ(x)) ≥ Gtarget
i (2)

We can interpret Eq. (2) as second-level service goals that allow to consider the
trade-off between capacity and specific service-level objectives that are measured on
a time-slot basis, e.g., themaximumwaiting time or the average waiting time per cus-
tomer.We note that Eq. (2) allows to control for multiple service goals independently
which is a main difference compared to classical queuing approaches. Traditionally,
decision makers have to focus on a single service goal. In the setting of our case
study, the decision maker seeks to achieve that at most 20% of the customers within
a certain time-slot should have to wait for more than 20 min. This is the only service
goal, hence, O � 1. Such a constraint can be controlled and relaxed via Eq. (2). E.g.,
if Gtarget

1 � 0.95, we allow the service goal to be missed in 5% of the cases. This
makes the approach more robust against outliers.

Our data-driven approach learns the functional relationship μ
∧

(x) from a set of
historical data T � {(

μ(∗)
n , xn

)}
n�1,...,N where each observation consists of an ex-

post optimal decision μ(∗)
n and a feature vector xn for each historical time-slot n �

1, . . . , N .
In order to determine the ex-post optimal decisionsμ(∗)

n , we evaluate the historical
arrival processes yn which consist of the individual arrival times of each customer for
each historical time-slot n � 1, . . . , N . Hence, we solve the data-driven counterpart
of Eqs. (1)–(2) for a given set of learning data T:

min
μ̂
∧

(.)

N∑

n�1

μ̂(xn) (3)

s.t. Ĝi

(
μ̂
∧

(.), T
)

≥ Gtarget
i (4)

Clearly, solving Eqs. (3)–(4) for a general function μ(.) is infeasible due to too
many degrees of freedom. For this reason, we need to specify a certain form of the
functional relationship. For our approach we chose a tree-based model which we find
highly suitable due to its high flexibility in modeling complex feature-demand rela-
tionships as well as integrated feature selection mechanism. Besides these method-
ological properties, tree-basedmodels have proven to performwell in various settings
(see, e.g., [3, 4]).

3.2 Tree-Based Implementation

The general idea of tree-based machine learning algorithms is to partition the input
feature space into disjunct “regions” by recursively finding the feature along with a
split value that minimizes an objective function over a given set of historical “training
data” T. This procedure is recursively repeated until either an additional split would
not lead to a substantial improvement or a minimum number of observations is
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reached. The interested reader is referred to the excellent presentation of tree-based
models in [5] for further details.

The intuition behind this approach is that the decision wemake for a specific time-
slot is based on the decisions that would have been optimal in “similar” segments in
the past. Our algorithm determines what is “similar” such that it allows for the best
decisions (instead of mean predictions as with the standard tree-learning algorithm).
Our solution encompasses the following four steps:

1. Data preprocessing: To make the algorithm computationally feasible, we build a
N×M-dimensional look-up tableW whereN is the number of available historical
staffing segments andM is the maximum number of servers that is available per
time-slot. The entries in W are the ratios of waiting times violating the service
target for the arrival process in a particular (historical) staffing time-slot given a
specific capacity μ, i.e.:

wn,μ �
∑

j

1
(
znj

(
μ, yn

)
> tmax

)
/
∣
∣ yn

∣
∣

where
∣
∣ yn

∣
∣ is the number of customers that arrived in time period n and znj (., .)

is the waiting time of arrival j in time period n and δtmax (z) � 1 i f z > tmax and
0 otherwise. The evaluation of the arrival process, i.e., computing znj (., .) is the
computationally expensive part. With the look-up table, we have to do this only
once for each capacity and historical time-slot. We can use this look-up table to
obtain the ex-post optimal capacity decisions that we need as a training data set
for our algorithm and to evaluate the resulting decisions. We note that additional
service goals would require additional look-up tables.

2. Ex-post optimization: FromW we can obtain the ex-post optimal capacity deci-
sion for each time slot n � 1, . . . , N by:

μ(∗)
n � min

μ

{
wn,μ < (1 − α)

}

where the service level α is the ratio of customers that are supposed to be served on
time. We use these capacities in the learning data set T � {(

μ(∗)
n , xn

)}
n�1,...,N .

3. Tree-learning: We “learn” the structure of the tree by determining the partition
of the parameter space that allows for the best capacity decisions. In detail, we
recursively apply the following splitting step:

(x∗
p, s

∗) � argmin
(xp,s):p∈{1,...,k}∧s∈Xp

(L
({(

µ(∗), x
)

∈ ST|xp ≤ s
})

+ L

({(
µ(∗), x

)
∈ ST

∣
∣xp

}
s
})

(5)

where Xp is the set of all values of xp, i.e., the p-th feature, in the learning data
and the loss functionL(ST ) for a set ST ⊆ T is the aggregated excessive capacity
defined as follows:
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L(ST ) � ∑

n:
(
μ

(∗)
n ,xn

)
∈ST

(
μST − μ(∗)

n

)+

(6)

and

μST � min
μ

⎧
⎪⎨

⎪⎩
μ| 1

|T |
∑

n:
(
μ

(∗)
n ,xn

)
∈ST

I
(
μ(∗)
n ≥ μ

) ≥ Gtarget

⎫
⎪⎬

⎪⎭
(7)

where Gtarget is the ratio of time slots where the service level goal should be
reached. Equation (6) is the unutilized capacity if µST is the capacity assigned
to all historical observations in a set ST , which replaces the MSE as the basic
loss function. Hence, Eq. (5) determines the split that allows for the best decision
by grouping possibly similar situations. If Gtarget � 100% then Eq. (5) yields
the maximum capacity in that subset. Essentially, the algorithm tries all possible
splits (i.e., all combinations of xp and s) and finds the combination thatminimizes
the sum of the losses from the subsets resulting from the split.

4. Apply staffing function: Given the feature vector x′ for a new, unseen, staffing
time-slot, we now obtain the staffing decision by sorting x′ into a region r by
comparing the splits in the tree with the associated values of x′. More formally,

μ̂
(
x′) �

R∑

r�1

μr I
(
x′ ∈ r

)

where r � 1, . . . , R are the partitions of the feature space that were learned in
the previous step. Figure 1 shows an example for a decision tree representation
of the integrated learning approach. The obvious difference to a regression tree
as depicted in Fig. 2 are the leaf labels that are prescribed staffing levels of the
integrated tree and predicted quantities for the classical regression tree.

Our main contribution is the integration of the specific optimization problem
(minimizing capacity subject to certain service goals) into the estimation of a model
that learns the functional relationship between features and output.We expect that this
approach is especially useful if (a) arrival rates are not stationary and if (b) the non-
stationarity is feature dependent. To clarify these two conjectures, we consider the
following simple example. On average, there are 100 customers per shift, but only 25
arrive in the first half of the shift whereas the second half of the shift sees on average
75 customers. Without any features, a separated approach bases the decision on the
100 estimated mean arrivals and typically misses the service goal due to the higher
number of arrivals in the second half of the shift. Our integrated approach, would
prescribe a capacity that would have achieved the service goal for past realizations
of these arrival processes. Hence it would take the non-stationarity into account.
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Fig. 1 Exemplary tree
representation of an
integrated model. The labels
in the leaves are prescribed
capacities

Fig. 2 Exemplary tree
representation of a standard
prediction tree. The labels of
the leaves are predicted
numbers of arrivals

In order to clarify conjecture (b), suppose we have a single binary feature, e.g.,
school holiday: yes/no that affects the arrival rates in the following way: During
school holidays, arrival rates are constant throughout the shift with on average 100
arrivals. Without school holidays, we have non-stationarity as described above. In
such a setting, a standard estimation model that aims at predicting the mean arrivals
would not consider the school holidays feature, since it does not affect mean demand.
Whereas our integrated approach would consider the feature if it improves the pre-
scribed decisions, i.e., if it reduces the overall unutilized capacity, if different capac-
ities are assigned to the subsets that are split by the school holiday feature. This is the
main effect of the modified splitting function in Eq. (5) in step 3 of our procedure.
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4 Case Study: Staffing Service Counters at a Public
Services Office

In this section, we validate our approach from the previous section by applying it to
the problem of finding optimal capacity levels for the staffing problem at a public
services office in Germany. At this office citizens can apply and collect passports
and ID cards, change their address, etc. We compare the results of our integrated
approach with the more traditional separated approach that uses a standard decision
tree model to estimate arrival rates and subsequently applies the Erlang-C formula
to optimize capacities. While the separated approach based on Erlang-C may not be
the most sophisticated solution available in the literature it is a relevant benchmark
due to its prevalence in practice. For more details on the Erlang-C model, see for
example [6].

In our case study the current labor agreements force employers to assign employ-
ees to fixed shifts which is a time window, for example, from 8 am to 12.30 pm.
Hence, we have one 4.5-h staffing time-slot per day. We have one year (251 working
days) of historical data including for each individual customer the time-stamp the
customer arrived. These time-stamps are generated by an automated ticketing sys-
tem: customers enter and draw a ticket and are called first-come-first-served once a
server is free. Applying the service target to ‘serve 80% of the customers in a waiting
time below 20 min’ to this historical data set, only for 35% of the staffing time-slots
the service goal was reached. We denote this ratio by Gactual � 35%. That is, for
more than 65% of the days, respectively shifts, more than 20% of the customers had
to wait more than 20 min.

Labor laws in Germany prohibit employers to track the individual service times
at service desks. However, we know that a typical service task takes around 20 min,
the minimum service time is 5 min and maximum service time can be ‘substantially
longer than the typical time’. Hence, for each arrival we draw a service time from a
triangular distribution with min�5, max�60 and peak�20 min.

As features we use day of week, whether the day is a school holiday, in the first
week of the month or a bridge day (i.e., a working day between weekend and a
single holiday). The prediction model achieves an out-of-sample MAPE of 13.5%
in predicting the number of arrivals per time-slot. Just using the mean as prediction
would result in a MAPE of 20%.

To evaluate both approaches on the given real-world dataset we use leave-one-out
cross validation. I.e., one-by-one we take one observation from the data-set which we
do not use for training the model, train the model and then evaluate the performance
for the left-out observation. As performance measures, we consider the ratio of time-
slots, where the service target was achieved, i.e.:

Ĝ
(
μ̂(.), T

) � 1

|T |
∑

(
μ

(∗)
n ,xn

)
∈T

I
(
μ(∗)
n ≤ μ̂(xn)

)
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Fig. 3 Shows the achieved
service target and required
capacity. The integrated
approach does not dominate
the separate approach, but
allows for trade-off between
service target and capacity

For Gtarget � 1 the integrated approach yields Ĝ
(
μ̂(.), T

) � 96% with a mean
assigned capacity of 11.5. The benchmark approach with separate estimation yields
Ĝ

(
μ̂separate, T

) � 82.4% with a mean assigned capacity of 9.25. Considering the
service target, the integrated approach is clearly better. However, it also requires
higher capacity. Using the parameter Gtarget we can trade-off required capacity and
achieved service target in a controlled manner.

Figure 3 shows the ratio of achieved service target with respect to the required
mean capacity. Compared to the naive approach, where we assign a fix capacity for
all days, we can reduce the number of days where the service target is missed from
16 to 13 days (with 11 as fixed capacity respectively mean capacity in the integrated
approach), from33 to 24 days (fixed/mean capacity 10) and from63 to 53 (fixed/mean
capacity 9) using the integrated data-driven approach. The separated approach does
not allow to assess different service targets. Hence, we can only compare the single
result we obtainwith the sequential approachwhich is Ĝ

(
μ̂separate, T

) � 82.8%with
amean capacity of 9.19.With the integrated approach we achieve similar results with
this capacity. We note that comparing both approaches is difficult since the flexibility
of the separated approach is limited due to the lack of an adequate model parameter
to evaluate different combinations of capacity and Ĝ

(
μ̂separate, T

)
.

Our previous analysis considered that a decision maker needs to assign a single
capacity level for a whole shift (from 8 to 12:30 am). In the following, we also
evaluate integrated and separate approach for hourly time-slots and find that our
integrated approach clearly outperforms the separated benchmark based on Erlang
C. The following table shows the detailed results. We see that with the same capacity
requirement our approach reduces the number of time slots where more than 20% of
customers have to wait more than 20 min by 90 which is a 40% improvement in the
performance criterion (Table 1).

We suppose that the better relative performance of the integrated approach for
hourly staffing segments compared to full shifts, where the performance is similar, is
due to the following reason: For the longer staffing segments the fluctuations in the
arrival processes average out. Since the typical pattern is an increasing arrival rate
between 8 and 9 am, a peak between 9 and 11 am and a decline until 12.30, planning
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Table 1 Comparison of separate and integrated approach for hourly time-slots

Integrated Separated

Mean required capacity 9.381 9.383

Number of time slots service goal is missed 134 224

G
∧

(., T ), i.e., ratio of time slots where service goal
is reached (%)

86.7 77.7

based on the average arrival rate provides acceptable results. For hourly planning,
the separated approach leads to significantly worse results since it would assign the
same capacity to time-slots with increasing and decreasing arrival rates, as long as
the average rate is similar. Amore detailed examination is part of our future research.

5 Conclusion and Further Research

In this paper we present a novel, data-driven approach to prescribe optimal capacity
levels by directlymodeling a functional relationship between features that potentially
drive the required capacity and the actual capacity decision. Our main contribution
is the integration of the specific optimization problem (minimizing capacity subject
to certain service goals) into the estimation of a model that learns the functional
relationship between features and decision.We expect that this approach is especially
useful if (a) arrival rates are not stationary and if (b) the non-stationarity is feature
dependent. For the staffing problem at a public services office we find that integrated
approach significantly outperforms the commonly used benchmark approach in the
case of hourly planning time-slots.

Based on the basic model presented in this paper, our next steps for the case of
the public service office will be to analyze the effect of the length of a planning
segment on the relative performance of the integrated approach and the separated
benchmark. We will also consider more complex service targets since, for example,
from a customer’s perspective, the mean waiting time is more relevant than the ratio
of time-slots where an arbitrary service target is achieved. Our model allows to
simultaneously take multiple service targets into account.

We will also extend our approach to other important capacity planning problems
such as call-centers, where we can consider abandonments and multiple agent and
customer classes. Call center typically track exact time-stamps for incoming, answer-
ing and ending calls. Hence, historical service times are given and we can avoid to
work with generated service times. Since service times might as well be feature-
dependent, we expect additional potential for integrated data-driven approaches like
the one we present in this paper.

Furthermore, the comparison with more sophisticated benchmarks such as the
data-driven approach described in [1] is a topic of further research. We expect that
given a clustering of similar historical observations the involved optimization proce-
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dure described in [1] will lead to competitive results. However, in a complex practical
setting, finding such a clustering might be challenging. We will investigate whether
the clustering that comes as a byproduct of our approach can be used for the data-
driven approach in [1].

References

1. Bassamboo A, Zeevi A. On a data-driven method for staffing large call centers. Oper Res.
2009;57(3):714–26.

2. Bertsimas D, Doan XV. Robust and data-driven approaches to call centers. Eur J Oper Res.
2010;207(2):1072–85.

3. Caruana R, Niculescu-Mizil A. An empirical comparison of supervised learning algorithms. In:
Proceedings of 23rd international conference on machine learning. New York, NY: ACM; 2006.
p. 161–8.

4. Caruana R, Karampatziakis N, Yessenalina A. An empirical evaluation of supervised learning in
high dimensions. In: Proceedings of 25th international conference on machine learning, 2008.
p. 96–103.

5. Hastie TJ, Tibshirani RJ, Friedman JH. The elements of statistical learning: data mining, infer-
ence, and prediction, 2nd. In: Springer Series in statistics. New York, NY: Springer; 2013.

6. Gans N, Koole G, Mandelbaum A. Telephone call centers: tutorial, review, and research
prospects. Manuf Serv Oper Manag. 2003;5(2):79–141.



Harnessing Big Data and Analytics
Solutions in Support of Smart City
Services

Shailesh Kumar Pandey, Mohammad Tariq Khan and Robin G. Qiu

Abstract Connecting and leveraging different types of electronic data sources (e.g.,
mobile and networked sensors, devices, and systems) to create an integrated plat-
form is always a challenging task. To meet the needs of smart city development,
developing that platform to process collected data in real time to support smart city
services becomes essential. A robust and scalable framework for integrating big data
and analytics solutions thus is required, aimed at providing seamless integration
of heterogeneous data to manage city transportation, traffic, energy consumption,
schools, hospitals, and other public services in a smart and sustainable manner. This
paper extends our preliminary framework studies by discussing how we can imple-
ment physical and social sensing using the proposed big data and analytics platform to
enable better and smarter services than ever before in great detail.With the support of
big data and analytics technologies, we use city mobility services to demonstrate the
great potential of the proposed integration and aggregation framework. Specifically,
real time data from Citi Bike is collected, processed, and modeled. The developed
prototype in support of city mobility management and operations shows a variety of
potential benefits of the proposed digital ecosystem platform.

1 Introduction

Today data generated from equipment, devices, social media, mobile apps, and IoT
gadgets can be well collected and processed [1, 2]. Big data technologies can facil-
itate analyzing massive and unstructured data to extract information and discover
knowledge [3]. Moreover, open source products and APIs make it cost effective. In
this paper, we use New York Citi Bike system [1, 4, 5] as our use case to demonstrate
the capabilities of a big data and data analytics ecosystem. This ecosystem in its
entirety has been developed using open-source software and commodity hardware.
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Fig. 1 Observation of Citi Bike riders’ morning trips

Citi Bike is the largest America’s bike sharing system with 12,000 bikes and 750
stations across New York metropolitan area. A rider can get annual membership or
a one-day pass and then take a bike out from any of bike stations and return it to
any other in the network. Users use shared bikes to commute to work or school, run
errands, get to appointments or social engagements, and do much more [4, 5]. Citi
Bike is available for use 24 h/day, 7 days/week, and 365 days/year. It had achieved 50
million trips in Nov 2017 [1]. Uneven demand at time and place results in unbalanced
stations in terms of bike availability [6–8]. In morning hours bikes are clustered
around the commercial locations, users pick the bikes from residential or subway
locations and drop near their workplace (Fig. 1). In the evening hours we observe
the reverse trend. Bikes at the stations are balanced manually (Fig. 2). Frequently,
trucks are used to transport bikes form one station to another, to cope upwith the very
dynamic demand pattern on a daily basis. This study aims to minimize this manual
redistribution effort [9].

2 Integrating Machine and Human to Enable and Support
Smart City Services

There aremany sources that predict exponential data growth toward 2020 and beyond
[3, 10]. It is predicted that size of the digital universe will double every two years.
With this abundance of data, we need special storages and computing platforms that
can ingest and analyze data at lower cost. Historically data processing and analysis
that has been done by high performance computing machines are no longer cost
efficient with the current data explosion. This paper shows how to use commodity
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Fig. 2 An example of manual bike rebalancing operation

hardware to establish a big data infrastructure, specifically with open source software
realizing operational maturity and established Hadoop data ecosystems, to deploy
an enterprise grade solution. Over time, different entities in smart cities can use this
platform in the form of service, Big Data as a service (BDaas).

2.1 Big Data as a Service—The Design Principle

The reason to choose a distributed system over a standalone workstation was that an
increasing size of data over time implies that a distributed file system must be used
to store it and the distributed techniques are required to ensure sufficient scalabil-
ity. The major advantage of using Hadoop distribution is that all major Hadoop
vendors—Cloudera, Hortonworks, IBM, and MapR—offer cloud-based deploy-
ments. These vendors allow users to download distributions that can be deployed
on-premises or in private clouds on a variety of servers, including Linux and Win-
dows systems. This provides an important advantage of replicating our architecture
on cloud and providing global access to data.
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2.2 Architecture

The architecture deployed in our big data lab includes 5workstations runningHadoop
Daemons (Fig. 3). We have one Master node and four slave nodes running Horton-
works Data Platform version 2.6.2 [11] and base OS Ubuntu 16.04. Five of the nodes
in the cluster act as the repositories of the data we collect from different sources.
These nodes interact with each other especially during the data replication and collec-
tion process (Fig. 4). Table 1 shows the core components deployed in this discussed
cluster.

Hadoop components supported by Ambari are deployed at three service layers,
which are named as core, essentials, and supports service layers respectively. Figure 5
provides a snapshot of an Ambari deployment at the Big Data lab, Penn State.

Core Hadoop: The fundamental component of Apache Hadoop is Hadoop Dis-
tributed File System (HDFS). HDFS is a distributed file system that provides scala-
bility, fault-tolerance, reliability and economic data storage. Due to its master-slave
architecture it enhances computations by leveraging YARN (Yet Another Resource
Negotiator) to support multiple data access applications. The rack awareness feature
allows for redundancy and minimal loss of data as every block of data resides on
multiple racks. High availability eliminates the single point of failure, which can be
further enhanced using HDFS federation by logically segregating the contents of the
data. Due to operational simplicity, once the cluster is setup it requires minimum
intervention. As a result, large clusters of the order of 2000 nodes are thus easily
created and manageable.

Essential Hadoop: The following Apache components are deployed at the essen-
tial service layer. They are designed to ease working with Core Hadoop.

Apache Pig: This tool is required to design high-level data flow programs that
can be compiled into sequences of MapReduce programs. The essential components
of Pig are a compiler and scripting language called Pig Latin. For executing a pig
script, the data needs to go through three stages: Load, Transform and Dump. Once
the data from HDFS is loaded into Pig using Grunt shells, it can be used to execute
queries and perform analysis.

Apache Hive: This tool was developed in order to enable SQL features on the
data in HDFS. It’s often referred to the data warehouse of Hadoop ecosystem since

Fig. 3 A cluster of 5 nodes
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Fig. 4 Overview of the deployed big data ecosystem

it offers processing and analytical capabilities of raw unstructured data stored in
HDFS. Since all the queries are converted to map reduce jobs, the performance can
be slower yet it provides the facility to write user defined functions (UDF) is highly
customizable when it comes to analytical queries.

Apache HBase: A distributed column-oriented database that provides real-time
read-write access to files stored in HDFS. The schema-less format of data storage
allows the data to be stored in a de-normalized fashion, making databases easily
sharable.

Apache Spark: This component is one of the core components of a big data
processing framework in a distributed architecture. Spark provides a platform for
batch and stream processing and in most cases has replaced Map Reduce jobs due to
its in-memory data engine. Resilient distributed dataset (RDD) allows an immutable
collection of objects that can be distributed across the cluster. On the processing front,
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Table 1 Core cluster Hadoop components

Core cluster
components

Functions

Data Node (DN) • Acts as data repositories for data collected from different source
• Interacts with name nodes during data replication and collection process
• Runs on any underlying system (NTFS, FAT 32)

Name Node (NN) • Manages filesystem namespace
• Consists of filesystem tree that handles the metadata for all files
distributed across the cluster

• Coordinates with data nodes for data distribution

YARN • Serves as a cluster resource management system for Hadoop
• Enables interactive querying and streaming data applications
simultaneously with batch jobs

Zookeeper • Manages high performance cluster coordination service for Hadoop
• Provides infrastructure for cross-node synchronization
• Enables different components of Hadoop to work in collaboration

Spark uses a combination of driver core responsible for splitting an application into
individual tasks and individual executors that are assigned to process the workload
assigned to them. This feature allows Spark to operate on RDD’s in parallel resulting
in fast data retrieval with the option of scaling the executors on an application basis.

Fig. 5 Snapshot of an Ambari deployment
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Fig. 6 Data lake architecture overview

Hadoop Support: The following components are deployed at the support service
layer. They provide access to monitor Hadoop installation, which ensure all the
components are functioning normally.

ApacheOozie:A server-basedworkflowengine that ensures a collection of actions
can be performed seamlessly in the Hadoop ecosystem in order to build application
pipelines. It consists of DAC (Direct Acyclic Graph) to represent the sequence exe-
cution of various components. It performs this scheduling of jobs using control and
action nodes. The entire flow of the execution which includes the start, fail and end
nodes as well as the mechanism to control the path of the flow execution, including
decision, fork and join nodes are managed by control nodes. The execution of the
workflows is triggered at specified intervals, which is performed by the designated
action nodes.

Nagios: Nagios is an open Source tool used for monitoring, response, alerting,
reporting,maintenance and planning. It provides its services using a dashboardwhich
is very convenient for analysing metrics and identifying any issues before they take
the infrastructure down.

Kafka: Kafka is a distributed, resilient and fault tolerant publish-subscribe mes-
saging system, which enables high performance and horizontal scalability. Kafka has
been used for de-coupling system dependencies and is the only messaging system in
the world to provide exactly once semantics for streaming purposes.

Apache Nifi: It provides a web-based interface to enable seamless integration
between different data collecting systems and provides guaranteed delivery. Data
provenance can be easily tracked for every possible processor configuration making
troubleshooting data pipelines easier.

Modern analytical framework should be capable of seamlessly integrate data from
different sources with some intelligence. This architecture creates Data Lake (Fig. 6)
where data can be stored value and time sensitivity.
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Based on the type of data that is stored in systems, data can be processed in-
memory in parallel or stored in less frequent accessed database. Data Lake does
not only consolidate all the available data with provided ETL like framework, but
also supports Hadoop components by accelerating data analytics processes in many
application cases.

Since Penn State does not provide any public IP for this study that can be accessed
from outside, IBM Cloud has been used as our intermediate components. A Node.js
application has been hosted by IBMCloud that provides REST endpoints to all those
services that want to connect our Big Data Lab. JSON data pushed to a REST URL
is saved on a NoSQL database hosted on the cloud, which can be access from any
deployed application in the premise infrastructure. Currently an android Citi Bike
rider mobile app is pushing rider’s geo spatial data through this REST service.

3 Implementation

The Citi Bike API publishes data every five minutes for which we use a cron job to
ingest the data into our ecosystem. With Spark, we have the advantage of real time
streaming and processing of data. With libraries like machine learning (ML) andML
Lib, now it’s easier to apply various machine learning models to perform predictive
and descriptive analytics. We used various libraries like urllib, json, requests, pandas
in python for data manipulation, cleaning and aggregation in order to pre-process
the data and store good quality data in HDFS. Data is collected in HDFS every
five minutes and this data is aggregated at the end of a day. The purpose of this data
aggregation is tomake possible various observations that are based on the timestamp.

Our work for New York Citi Bike is one suitable example to explain the usage
of Penn State Big Data Lab infrastructure as a service [4, 5] (Fig. 7). The following
items describe all the steps involved in the data processing and analysis of the Citi
Bike implementation.

3.1 Data Collection

Citi Bike publishes relevant data in two different formats, Station data and Trip
data. Station data includes real time data providing the status of a bike station, such
as available bikes for rent, free docking spots, etc. Station data follows General
Bikeshare Feed Specification (GBFS) that is refreshed at the interval of five minutes.
Oozie manages all the jobs, written in python, in the ecosystem that runs at the
interval of five minutes to pull station data from Citi Bike endpoint and then saves
it locally in HDFS. A separate block in this script gets the weather data for each
station from a separate provider. Citi Bike Trip data includes all riders’ trip data
and is published every quarter and contains information about trip duration, bike id,
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Fig. 7 An example of the usage of Penn State Big Data Lab infrastructure

source station, destination station etc. Currently this data is manually downloaded
and saved into HDFS by a python script.

3.2 Data Processing

Once data is accumulated for a complete month in HDFS, Spark job is run for data
aggregation. Aggregated data can be stored either in the Hadoop ecosystem (Hive,
HBase) or in any NoSQL database. Our system can be easily configured for other
data store including RDBMS. We are currently using python wrapper, pyspark, of
spark (Fig. 8). Note that wrappers for R can be used interchangeably without any
configuration changes.

3.3 Modeling and Visualization

Citi Bike uses Apache Spark to perform exploratory data analysis (EDA), involved in
developing machine learning pipelines and using the APIs and algorithms available
in the Spark MLlib DataFrames API. The reason behind selecting this data intensive
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Fig. 8 Examples of task executions for the Citi Bike implementation

computing approach is to rapidly analyze exploding volumes of data at the point of
creation and at scale. The adopted framework is mainly used for real time analytics.
In addition to supporting real time analysis, data-driven modeling and visualization
are also well supported. For example, hypothesis testing using multivariate analysis
had been done for hourly trend, daily trend, rain and temperature for the Citi Bike
implementation. The best model performance result was recorded when Random
Forest was applied (Fig. 9).

4 Conclusions

By simply leveraging Penn State’s big lab infrastructure, we have designed and built
a big data analytics framework using open source tools. This platform allows us to
harness big data and analytics solutions to provide optimum supports for heteroge-
neous and disparate data processing and accordingly decision making. In addition to
Apache Hadoop, Spark and NoSQL, the use of cloud integration in our infrastruc-
ture has empowered the customers to remotely access our data and thus facilitate
them in providing timely feedback and thereby making it possible work in an agile
environment.

In this study we streamed bike station data in real time while retrieving historical
riders’ trip data from Citi Bike system. We proposed an integration and aggregation
framework, aimed at facilitating in building a robust and analytics solution system.
Currently, the built big data ecosystem functions as a multi-tenant analytics platform
where other projects can be easily deployed on this infrastructure. This platform can
also be used to phase out legacy data pipeline systems, resulting in significant cost
saving and simplification of how we implement enterprise-grade infrastructures for
big data and analytics solution ecosystems.
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Fig. 9 An exmaple of modeling and visualization
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The Pay Equity Dilemma Women Face
Around the World

H. Muge Yayla-Kullu and Lana McMurray

Abstract “Pay discrepancies are bad for business, and yet they are rife in finance”
(Morgan 2018). There has been very recent social movements around the world,
especially in service industries to question and reduce the gender pay gap. In this
research, we examine the pay equity dilemma women face and how it is different
in various regions of the world. Our research focuses on the cultural characteristics
(such as power distance, individualism, uncertainty avoidance, and masculinity) and
how a society’s norms affect pay inequality. We also go deeper in our discussions
regarding the service industries. By better understanding the underlying reasons of
pay inequality, changes can be made that will improve not only a business’s bottom-
line, but also the quality of lives all around the world.

Keywords Gender gap · Inequality · National culture · Services management

1 Introduction

“The gender pay gap in financial services is astonishing. It is almost 100 years since
InternationalWomen’sDaywas first observed, and still we findwomen at some of the
country’s [UK’s] top financial institutions are paid half as much as men... Barclays
International has published a mean gender pay gap of 48%. For bonuses, it’s 79%,
meaning that for every £100,000 of bonuses handed out to men, women are only
getting £21,000. The respective figures are 37 and 64% for RBS, and 33 and 65%
for Lloyds” [12].

Women face discrimination in thework place. Report after report show us the grim
details on the gender inequality in the workplace especially in management positions
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which are essentially service jobs. The World Economic Forum 2017 index reports
that the global gender gap is increasing and is going to take 217 years to close, [3].
Also, “Globally, women are paid less than men. Women in most countries earn on
average only 60–75% of men’s wages” (Facts and Figures 2017). Moreover, “for
every 100 women promoted past entry level positions, 130 men are promoted” [14].
Clearly men and women are not moving at the same promotional pace especially at
the higher level managerial positions.

Women all around the world are affected by wage inequality. We have already
mentioned the issue in the UK. In the United States, it has been 55 years since the
enactment of the Equal Pay Act and women are still earning 82 cents for every dollar
a man earns [7]. This law was passed in 1963 and at that time the gender gap was
54 cents for every dollar a man earns. Even with the enforcement of the Equal Pay
Act, it is estimated that the pay gap will not close many years to come. In Iceland,
thousands of women left work 14 mins early in an orchestrated effort to protest their
14% gender wage gap in 2016. At that time, the wage gap was 72 cents to every
man’s dollar [7]. Less than a month later France followed suit protesting their 15.1%
gender wage gap [1].

Carol Sankar, negotiation trainer, leadership advisor, and founder of The Confi-
dence Factor For Women, reports that she is asked a routine question by women at
her numerous training and speaking events. “Don’t you think I should wait a few
more years before asking for a raise?” Carol explains how this reflects the feeling of
doubt and of being under-qualified that permeates the thoughts of women in middle
and senior level management roles [13]. A study by Glassdoor showed that 68% of
women accept the salary they offered compared to men at 52% per a survey [5].

The benefits of establishing pay equality has been also part of the recent discus-
sions in business circles [15]. “Firstly, gender diversity pays; it’s good for the bottom
line. Credit Suisse found that companies where women make up at least 15% of
senior managers had more than 50% higher profitability than those where female
representation was less than 10%. Other benefits include a reduced chance of group-
think, enhanced connection to customers, and access to a wider talent pool. Secondly,
the picture so far isn’t great. A more gender diverse team brings benefits, but only
one in four board members of financial services firms are women. Only 6% of chief
executives of financial services firms are women. There is clearly a long way to go.
Thirdly, culture is important. Witnesses have told us that the “alpha male” culture
in financial services at senior levels is deterring women. Jayne-Anne Gadhia, chief
executive of Virgin Money, described this as a culture of winning at all costs, rather
than doing the right thing. Recurring cultural themes of our inquiry include sexual
comments from male superiors, stereotyping by the “old boys’ club” and its arcane
recruitment practices, the “motherhood penalty”, opaque bonus criteria, and presen-
teeism, whereby performance is judged by visibility rather than output” (Morgan
2018).

“The gender wage gap has now been intensively investigated for a number of
decades, but also remains an area of active and innovative research” [2, p. 789].
Evidence demonstrates that the gender pay gap exists and is a complicated issue that
can’t be dismissed with the notion that women’s personal choices or low self-esteem
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are the root cause. Wage inequality has many contributing factors, the motherhood
penalty, lack of negotiation skills, limited work experience, housework, the treatment
of female based jobs compared to male dominated roles, to name a few. Our theory
will focus on the fact that most of these factors can be attributed to the societal
norms dictated to the people living there. In addition, research shows that “of the
current 19-cent gender wage gap, 41% (or about 8 cents) remains unexplained. In
other words, 41% of the difference in pay between men and women has no obvious
measurable rationale” [4] in the current body of knowledge.

Could national culture be one of under-investigated reasons? It’s common knowl-
edge that every nation has its own distinct way of expressing itself. It’s a collective
display of personality that we call culture. What is not commonly known is the influ-
ence culture plays in the gender wage gap. Can women living in different countries
expect and accept their salaries to be lower because of the culture they live in? Do
some dimensions have more influence on the women’s pay gap relative to others?

The goal of this study is to understand the relationships between individual charac-
teristics of national culture (such as power distance, uncertainty avoidance, individ-
ualism, and masculinity) and the gender pay gap. We explore the social mechanisms
that can help to explain the pay gap inequality. We want to provide an understanding
of these social dimensions, increase awareness of cultural barriers that hold women
down, and uncover strategies that can aid women in reaching their economic poten-
tial.

2 Background Theory and Hypotheses

Social psychologist Prof.GeertHofstedepioneered researchoncross-cultural groups.
In his ground breaking study, he developed a theory that organized the behavior of
society into a framework known as Hofstede’s cultural dimensions’ theory. He iden-
tified that “Collective mental programming of people in different cultures exists.” He
referred to culture as the “software of our minds. What we share with those around
us” [9, 10]. What Hofstede’s [9, 10] research found was that people gathered in the
same geographic location share unwritten rules. This group think is the foundation
of the mental programming that is passed down from parent to child and forms the
society.

Hofstede [9, 10] identifies four dimensions of national culture.More than 116,000
questionnaires were collected from employees at IBM in 40 countries around the
world. He devised a cross-country comparison of the assumptions and values and
ascribed each country a numerical value on a 100-point scale called an index. The
naming convention is specific for each dimension its associated. This scale pro-
vides a comparative perspective to examine different cultural dimensions, namely
Power Distance Index (PDI), Uncertainty Avoidance Index (UAI), Individualism
Index (IDV), and Masculinity Index (MAS).
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2.1 Masculinity

We believe masculinity is the most important cultural dimension as it directly relates
to how women are seen from the eyes of the society. In a masculine society, gender
roles are clearly defined. Men are supposed to be from Mars, women from Venus.
Masculine societies are much more openly gendered than feminine societies [9, 10].
Clear discrimination between men and women is readily accepted and expected.
A country with high masculinity expresses itself as competitive and showy; and
the decisive and assertive traits are necessary for everybody. On the other hand, a
feminine society, the genders are emotionally closer. Competing is not so openly
endorsed, and there is sympathy for the underdog.

In Global Gender Pay Inequality, Labor markets are explained to have two key
margins. (1) pure discrimination where women are paid less for the same work of
equal value. (2) differences in value created due to occupational choice (Rockey
2017). Considering Hofstede’s dimension of masculinity where women and men
roles are clearly defined and enforced, this attitude would suggest the reason why
jobs that are predominantly occupied by females are paid less than male centered
roles is the cultural perception of “women” and “men”.

Claire Cain Miller writes in her article, “Despite generous social policies, women
whowork full-time are still paid 15–20% less thanmen, new research shows a gender
pay gap similar to that in theUnited States” [11]. The author further writes, “Children
hurt mothers’ careers. This is, in large part, because women spendmore time on child
rearing thanmen do, whether by choice or not.” That’s a gendered role in place, a sign
of high masculinity. The author notes that men’s pay is not affected by the birth of a
child. This study also found that Women without children are paid almost 40%more
than women with children. This is unfortunate because women overall are already
behind the men by 20% [11]. Hence, we posit that masculinity dimension will be
highly correlated with gender pay gap differences across the board.

Hypothesis 1. In a country with high masculinity, gender pay gap increases.

2.2 Power Distance

We believe the second most important dimension among all is the power distance.
It shows the extent to which the less powerful members of organizations and insti-
tutions (like the family) accept and expect that power is distributed unequally. The
acceptance of inequality in power lies with the people at the bottom [9, 10]. Each
country is different in how people look at power. When different levels of power are
evident, some cultures accept that this power is unquestionably right and should go
unchallenged while others feel that everyone has a right to speak truth and tame it.
Furthermore, to what degree do we expect the powerful to be sovereign and manage-
able determines our sense of autonomy where we can place controls on that power
[9, 10].
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In the pay inequity context, we are looking to see to what extent that the attitude
of non-questioning of authorities translates into a woman’s questioning her boss’s
decision to give promotion to incompetent-but-male colleagues. Does the female
demand what is rightfully theirs or do they give in and “feel grateful that they even
have a job”? In a country with low power distance such as Iceland (PDI = 30), a
woman would expect to be given a fair wage for a day’s work and would not hesitate
to protest any discrepancies [7]. Whereas Russia with a high power distance score
(PDI = 93) ranks second in Top 20 countries with the biggest percentage pay gaps
as reported in MoveHub [8]. Hence, we hypothesize that a nation’s power distance
characteristics plays an important role in women’s pay inequity around the world.

Hypothesis 2. In a country with high power distance, gender pay gap increases.

2.3 Individualism

Next, we discuss individualism. It is the extent to which people feel independent,
as opposed to being interdependent as members of larger wholes. It means that
individual choices and decisions are expected. On the other end, collectivism means
that “one knows one’s place” in life, which is determined socially. A self-imposed
cultural barrier that women naturally erect that can interfere with economic potential
is putting others above themselves. There are many societies that women choose
to stay at home and raise children. The in-group association and the society’s role
for women influences their actions. Women welcome and follow the pre-determined
roles. So, majority of these women willingly sacrifice their independence because
they feel that the whole society is in better harmony if they stayed home. Hence,
we hypothesize that in a collectivistic culture, women may follow the norms of the
society where they choose to stay at home or get lower level jobs for the well-being
of the male-dominant societies.

Hypothesis 3. In a country with low individualism, gender pay gap increases.

2.4 Uncertainty Avoidance

Lastly, uncertainty avoidance deals with a society’s tolerance for uncertainty and
ambiguity. It is the extent to which members in a society feel uncomfortable when
ambiguity occurs and people try avoiding it. It is about anxiety and distrust in the
face of the unknown, people having fixed habits and rituals and a wish to know the
truth [9, 10]. An example of uncertainty avoidance in our context would be women
staying in jobs that affect their health because it’s what they are used to, resigning
would create ambiguity and uncertainty of finding another job is overly stressful. For
example, somewomen in France are suffering from an invisible occupational disease.
This condition is caused by injury in workers with repetitive duties. It is due to the
neglect in their work environment and the dismissal of their injuries by management.
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According to Rachel Saada, an expert on labour law in France these are, “stresses the
ambiguities” [6]. Labour doesn’t recognize the impact to women’s health or financial
sustainability because they don’t have a concrete process for addressing the dangers
in “women’s work.” The avoidance of the term hardship and how it applies to work
that women do is causing the problem [6]. Interestingly, France has an UAI score of
86.

This cultural dimension is related to the fear of doing something unknown and
it can impact women’s decisions in the workplace—maybe more than men. Uncer-
tainty avoidance is another cultural characteristic that women need to learn how to
navigate through. Exploring the culture more thoroughly and understanding how to
successfully deal with this dimension is an essential skill to learn. We hypothesize
that uncertainty avoidance is another cultural characteristic that cause lower wages
for women around the world.

Hypothesis 4. In a country with high uncertainty avoidance, gender pay gap
increases.

3 Methodology

In order to test our predictions, we use gender gap data published by the World Eco-
nomic Forum as our dependent variable.We use themost recent data published in The
Global Gender Gap 2017 Report. The report is prepared by a joint effort between
the World Economic Forum, Harvard Kennedy School of Government, and Insti-
tute for Business and Social Impact at the Haas School of Business at UC-Berkeley.
“Report benchmarks 144 countries on their progress towards gender parity on a scale
from 0 (imparity) to 1 (parity) across four thematic dimensions Economic Partici-
pation and Opportunity, Educational Attainment, Health and Survival, and Political
Empowerment and provides country rankings that allow for effective comparisons
across regions and income groups.” We have calculated the “Gender Gap” variable
by “1-Global Index” as the Global Index measures equality and we are interested in
the “inequality”.

Our independent variables come from the well-established national culture litera-
ture. Hofstede’s dataset has been utilized by thousands of studies. Hofstede’s national
culture dataset is a product of “a large research project, involving 116,000 ques-
tionnaires, about the work-related value patterns of matched samples of industrial
employees in 50 countries and three regions at two points in time. Half of the vari-
ance in the countries’ mean scores can be explained by four basic dimensions, here
labeled power distance, uncertainty avoidance, individualism versus collectivism,
and masculinity versus femininity. These dimensions are offered as a framework
for developing hypotheses in cross-cultural organization studies. Index scores of the
countries on the four dimensions correlate significantly with the outcomes of about
40 existing comparative studies” [9]. Since its inaugural release, Prof. Hofstede and
his team have continuously updated this dataset expanding it tomanymore countries.
The data is publicly available at https://www.hofstede-insights.com/.

https://www.hofstede-insights.com/
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When we merge the two datasets, we end up with 81 countries spanning all parts
of the world.

4 Results and Discussions

In this section, we present a summary of our regression results that take gender pay
gap as our dependent variable in this paper. We find that masculinity, individual-
ism, and power distance have statistically significant cultural dimensions explaining
the gender pay gap confirming our predictions. High masculinity, low individualism
(high collectivism), and high power distance adversely affects women’s role in soci-
ety and reduces the amount of pay they receive in return of their fair share of the
work (Table1).

As expected, masculinity is high when a society has distinct definitions for each
gender with child-care or household help is expected to be done bywomen. If women
want to work, they are allowed to do menial jobs which pay significantly less. Hence,
such societies have the most impact on gender gap (βMAS = 0.083). Second most
impactful dimension turns out to be the individualism (βI DV = −0.071). In more
collectivistic cultures, women’s place is at home and not the workplace. In such
countries, even the economic participation of women is less than other countries
causing an increase in the gender gap. We also find that power distance plays a
significant role in gender gap (βPDI = 0.064). Power distance measures how much
inequality is accepted by the powerless. Our finding shows that when women accept
to be the “low class citizen” themselves, it hurts their position in the society.

Table 1 Results of the preliminary analysis

National culture dimensions Gender gap

Power distance 0.064*
(0.033)

Individualism −0.071**
(0.031)

Masculinity 0.083***
(0.028)

Uncertainty avoidance 0.038
(0.025)

Constant 21.661***
(3.448)

N 81

R2 0.3756

adj. R2 0.3427

F 11.4279

Standard errors in parentheses *p < 0.10, **p < 0.05, ***p < 0.01
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Our results shows that it is very important that we educate women in the first
place. For a more equal world, we should teach women that cultural norms does not
determine their destiny and the fight starts with them by not accepting these norms.

5 Concluding Remarks

Gender pay gap and inequality at the workplace especially at the higher level man-
agement roles is prevalent around the world. Even the most developed countries like
UK and US suffer from widespread inequality practices when it comes to women
versusmen. There is growing research on the issue and increasing attention to remedy
the situation in most parts of the world.

In this research, we aim to look at the problemwith a cultural point of view and try
to understand the implications of societal norms on the workplace inequity. We use
Hofstede’s four dimensions and look at their relationshipwith gender pay gap indices
in different parts of the world. We find that masculinity, individualism, and power
distance are significant national culture dimensions that help explain the differences
in gender gap.

We believe our contribution to the literature is significant since this is the first
paper looking at this specific relationship. We hope that our findings help build the
body of knowledge on the topic and remedy the situation sooner than later for the
good of the whole world.
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Project and Resource Optimization
(PRO) for IT Service Delivery

Haitao Li and Cirpriano A. Santos

Abstract This paper identifies the needs and challenges of IT service project deliv-
ery. A hierarchical Project and Resource Optimization (PRO) architecture is pre-
sented to provide a comprehensive and systematic roadmap for coping with the
decision needs at the strategic, tactical, operational and executional levels. We high-
light the data-driven feature of PRO with emphasis on the modeling and algorithmic
methdologies to provide dynamic and adaptive decision-support.

Keywords Project management · Resource management · Mathematical
programming · Analytics · Data-driven

1 Introduction

Information Technology (IT) is at the heart of any business. While flexible and
efficient service delivery is the central goal in managing IT service projects, the
gap between flexibility and efficiency has been widening [8]. On one hand, business
firms and organizations endeavor to improve productivity, efficiency and speed for
service delivery; on the other hand, they would also like to deliver flexible and
customized services to meet their clients’ unique needs and requirements. While
efficiency can be relatively easy to achieve with more standardized and streamlined
processes, it is often harder to achieve it with highly flexible and customized services.
The tradeoff between flexibility and efficiency in the service industry is analogous
to the well-known tradeoff between variety (process-based approach) and volume
(product-based or continuous approach) inmanufacturing.Whilemass customization
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is a production paradigm that has both advantages [14], it is time for researchers and
practitioners to define and create a new paradigm for service delivery.

According toTheFuture ofCorporate IT [9], there are several driving shifts behind
this challenge. The first is that a significant proportion of IT projects nowadays is
information-based rather than process-based. A process-based project follows the
traditional way of managing well-defined tasks/jobs and their relationships in the
project. In contrast, an information-based project is largely driven by innovation,
analytics and collaboration across organizations, geographical locations, and part-
ners involved in the project. It calls formore flexibility and agility for service delivery.
For example, managing the supply chain of a manufacturer often requires collabora-
tion/coordination of suppliers/vendors and logistics providers at different stages in
the chain. IT plays an important role in such an integrated supply chain by providing
ERP systems to enable data/information to be shared in a seamless way throughout
the supply chain. Then business analytics is needed to utilize the available data for
better decision-making.

The second shift is that IT must be better integrated in business services for the
need of global delivery. Both infrastructure and applications should be developed and
built-in to achieve competitive advantage. For example, the cloud technology makes
it an efficient infrastructure to store and share data across organization and geographic
locations in a seamless way. Thus applications built upon the cloud infrastructure
may suit well for the need of global service delivery.

The third is the growing need for externalized service delivery, as a result of
knowledge/information sharing and collaboration beyond the boundary of a sin-
gle firm/organization. Innovation often calls for cross-disciplinary knowledge and
collaboration, so that one firm alone will be unlikely to have all the expertise and
capabilities required for service delivery. The challenge arises to optimize the mix
of internal and external resource utilization and cost for service delivery.

The aforementioned three shifts compel pertinent needs for the transformation of
project and resourcemanagement to better align an organization’s available resources
with its strategic directions and operations. Project and resource managers aught to
seek answers to the following questions:

• What are the new decision problems to address? Identifying and solving the right
problem tailored to the unique needs of an organization is the way to go.

• Is the required data available, sufficient and reliable enough to be employed?
• How to achieve it? From the methodological perspective, what methods or syn-
thesis of multiple methods are needed?

In this positioning paper, we first identify the existing issues and challenges in the
current practice and research of the IT service industry. Then an integrated decision-
support architecture called Project and Resource Optimization (PRO) is presented to
copewith the challenges.We next describe various data-driven optimization schemes
to implement the PRO modules. In particular, we present a generic modeling and
solution framework to offer dynamic and adaptive decision-support, and elaborate
how various analytical methodologies, namely, Descriptive, Predictive and Prescrip-
tive, can be synthesized for providing effective, efficient and reliable solutions.
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2 Issues and Challenges

Human Resource (HR) of professionals is the most important asset a service firm
can own. Having the right resource at the right place, at the right time and right cost
has been the slogan for effective workforce management for decades [23]. HR in IT
is often heterogeneous in nature with multiple attributes, e.g., business domain, skill
type, job level, location, workforce type and capacity [28]. Some existing issues and
challenges in ITHR include: (i) Lack of proactive planning, especially at the strategic
level. Resource allocation and assignment are often made as last-minute decisions,
so that it may become difficulty to identify internal resources with the right skill on
time. (ii) Lack of global view and accessibility of workforce pool, i.e. information
about resource capability, capacity and availability is stored and shared locally within
an isolated organization; (iii) Resource allocation and assignment decision is made
manually and in a decentralized way. These often result in hiring more contingent
workforce (CWF) than the regular workforce (RWF) with low internal workforce
utilization and morale. Because CWF is usually more costly due to higher direct
cost and learning, lower internal workforce utilization directly causes higher service
delivery cost and lower profitmargin. (iv) Delivery teams are aligned by technologies
with siloed mind-sets and poor understanding of end-to-end performance of business
impact. (v) Coping with risks and uncertainties reactively by piecemealing change
and reorganizing selectively to reduce disruption.

A large body of the existing research in workforce management address the short-
termpersonnel scheduling and assignment decisions, e.g., in airline [45], public trans-
portation [44], healthcare [10], software development and consulting [29] among
others. We refer to Ernst et al. [13], Van den Bergh et al. [43] and De Bruecker et al.
[12] for systematic and comprehensive reviews in this line of research.

At the strategic and tactical level, a long-term manpower planning model was
developed by Gass et al. [20] and Gass [19] to optimize the quantity and skill-mix
of military workforce. Anderson [1] considered a strategic level staffing problem
to manage the acquisition of knowledge and skills with nonstationary stochastic
demand. Gans and Zhou [17] studied a time-varying capacity planning problem with
skill levels, learning and turnover. Gresh et al. [22] developed a resource capacity
planning (RCP) tool to determine the shortages and excesses of resources over mul-
tiple time periods. A simulation application called SimManwas developed by Huang
et al. [25] to assess the impact of demand uncertainty on a workforce capacity plan-
ning solution. Cao et al. [7] presented a suite of methodologies called OnTheMark,
which include various stochastic optimization models and methods, for effective
management of human resource supply chains. The recent work of Davis et al. [11]
developed a workforce management application for a cohort of individuals with
similar attributes under uncertainty.

The existing approaches toworkforce resourcemanagement tend to address issues
and decision needs in a siloed way, although the concept of hierarchical decision
framework was advocated by Gass [19] and Pinedo [33] long time ago.
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3 Solving the Right Problems: The PRO Architecture

To address the existing issues and challenges in the IT service industry calls for
a holistic approach. We present a unified framework called Project and Resource
Optimization (PRO) architecture for this purpose. It aims to optimize the strategic
alignment, tactical planning and operational utilization of resources, for better project
delivery and improved return on investment (ROI). The PRO architecture is also a
data-driven optimization framework. We shall elaborate what data will be needed for
implementing PRO, and what data-driven means in the context of optimization.

A sketch of the PRO architecture for an IT service firm is provided in Fig. 1. Each
decision module represented by a rectangular takes input data from its right-hand-
side, and provides decision-support to a typical decision-maker at its left-hand-side.
At the strategic level on the top, it addresses the Labor Strategy Optimization (LSO)
as coined by Li et al. [26] to align the firm’s workforce resources with its overall
IT budget for the following fiscal year. The LSO module assists executives to opti-
mize the allocation of IT budget in such a way that all the business units get the
funding of projects that support the firm’s business strategies. It also identifies any
gaps in the capacity and capability of resources for the firm to address in a proactive
fashion. Then at the tactical level, the Project Portfolio Optimization (PPO) [27],
module assists a portfolio manager to optimize the selection and planning of project
opportunities that best align with the firms strategies, under limited resources, i.e.
budget and workforce resources. Next, after the optimal portfolio of projects has

Fig. 1 Sketch of the PRO architecture for an IT service firm
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been determined, the Resource Planning (RP) module at the operational level can
be employed by a resource manager to optimize the matching between the avail-
able resources with the job opportunities with multiple attributes for measuring the
matching quality [36]. What follows next is the project scheduling and sequencing
decision that can be optimized for a project manager to enhance the efficiency of
project execution, e.g., through the project scheduling with multi-purpose resources
(PSMPR) [29], in the context of resource-constrained project scheduling [37].

The four modules in the PRO architecture are not isolated but are inter-related
through two-way communication. The outputs of a predecessor module provide
inputs to its successor; and reversely, the successor sends feedbacks to its predecessor
module. For example, the optimized IT budget allocation and workforce capacity
from the LSO module serve as the input, and specifically, the resource capacity,
to the PPO module. And in turn, the portfolio composition and project milestone
prescribed by PPO may re-shape the budget allocation in its upstream LSO module,
and also serve as the inputs to its successor RP module.

4 How to Achieve It: Data-Driven Optimization

For one module in the PRO architecture, let the input data be represented by a vector
b of dimension 1 × n, c of dimensionm × 1, and amatrixA of dimensionm × n. For
now, we assume that b, c and A are all deterministic and given as constants. Define
x ∈ R

n as an n × 1 vector of decision variables. Then a generic mathematical pro-
grammingmodel for themodule can be expressed asMax(Min) : g(b, x), subject to
f (A, x) ≤ c, where g(·) and f (·) is the objective function and a systemof constraints,
respectively, all being linear. Table1 conceptually describes the model formulations
of the four modules, including the decision variable x, objective function g(·), and
constraints f (·).

All of the four models may involve a mixture of continuous and integer (binary)
decision variables, thus need the mixed-integer linear programming (MILP, cf. [32])
and/or various metaheuristics [21] to handle. One more note we shall add is that
the model formulations presented here serve as examples, but do not mean to be
exclusive. Each model component should be customized according to the decision
needs and features of an organization. One may also extend the basic constructs to
cope with variants and extensions of the problem setting.

4.1 Paradigms for Data-Driven Optimization

We now elaborate how the data-driven feature of the PRO architecture works. Six
paradigms are delineated to implement the data-driven optimization.
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Table 1 Conceptual model formulation of the PRO modules

x g(·) f(·)
LSP • Amount of each resource

• Workforce transformation
and cross-training
• Gap and idleness of
resources

• Maximize the total gross
margin

• Meeting target revenues
of market offerings
• Demand dependency
based on bill-of-labor
• Available workforce
capacities

PPO • Project selection
• Start time of projects
and/or project milestones

• Maximize the total NPV
• Maximize the priority of
selection
• Minimize total staffing
cost
• Minimize overall project
completion time

• Portfolio composition
requirements
• Total budget constraint
• Threshold on priority
ranking
• Temporal constraints
among projects and/or
project milestones
• Resource constraints of
workforce, hardware and
equipment per period

RP • Resource-job matching
• Job loss and resource
idleness

• Minimize the total
staffing cost

• Assignment constraints
• Constraints to identify job
loss and resource idleness

PSMPR • Project task scheduling
and sequencing
• Multi-skilled personnel
assignment

• Minimize the project
makespan
• Minimize the total project
execution cost

• Assignment of
multi-skilled personnel
• Assignment of hardware
and equipment
• Temporal constraints
among project tasks

• Input Data: The most elementary form of data-driven optimization has its root
in math programming where an optimal solution to a linear or integer program
varies with the input data [24]. When either b orA is uncertain or involves random
parameters, it can be replaced by its corresponding point estimate (mean) b̄ or Ā,
which is the well-known deterministic or certainty equivalent (CE) optimization
approach.

• Sensitivity Analysis: It is also known as the what-if analysis or post-optimality
analysis in math programming [24] to examine how the optimal objective value
and the optimal solutions respond to the changes of the input parameters. Note that
this approach is still deterministic in nature, as it does not consider any uncertainty
prior to obtaining an optimal solution.

• Rolling Horizon: This is a widely applied paradigm in real life deployment of
a multi-period optimization. The original decision variable x is decomposed to
x1, x2, . . . , xT, where xt is the decision to be made in period t , and T is the total
number of periods in the decision horizon. In period t : (i) the point estimates b̄
and Ā of the input parameters are updated based on the newly observed informa-
tion/data arrived in t ; (ii) then the original model is solved for xt, xt+1, . . . , xT;
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(iii) only xt is implemented for the current period t . The system evolves to the next
period and (i)–(iii) repeat.

• Two-Stage Stochastic Programming: This paradigm applies for the situation
where the decision variable x consists of the here-and-now decision in the first-
stage, and the second-stage recourse decision only to be made after the actual
realization of the randomparameters are observed [6]. Here, themodel formulation
directly uses the probability distribution of random parameters to compute the
expected value of certain measure as a function of the recourse variables. The
probability distribution can be estimated by various descriptive statistical methods
with the available data of the random parameters.

• Stochastic Dynamic Programming: When the problem at hand involves deci-
sions to be made over multiple time periods or stages, subject to uncertainty, the
stochastic dynamic programming, also known as the Markov decision process
(MDP, [35]) approach is a good candidate. The kind of decision-support provided
by this paradigm is called a policy, which maps a stage-state pair to a decision for
the current stage. Because the decision is prescribed based on the current state of
the system, it offers a true dynamic and adaptive solution, known as the closed-loop
policy [4]. Its data-driven feature works in two-ways: (i) by using the exogenous
information to update the state of the system; (ii) by using the historical data to
estimate the probability distribution of certain random parameters.

• Simulation-Optimization: This paradigm integrates both the simulation and opti-
mization methods for a static (one-stage) problem, or for offering an open-loop
policy to a multi-stage problem. Among various recipes for integration [15], a
successful one is to integrate Monte Carlo (MC) simulation within a metaheuristic
framework (cf. [2, 16]), where the metaheuristic is employed to search the solu-
tion space and to avoid local optima, and the MC simulation is used to evaluate a
candidate solution during the search. The data-driven feature comes into play by
estimating the probability distribution in the MC simulation.

The first three paradigms are all deterministic in nature in that they assume the
input data are either known as constants, or can be replaced by the point estimates via
the certainty equivalence assumption.All the last three paradigms explicitly copewith
uncertainty. The choice depends on the nature and needs of the problem at hand, e.g.,
static versus two-stage or multi-period, open-loop or closed-loop policy needed. In
the PRO context, the two-stage stochastic programming approach has been applied
for the LSO by Li et al. [26] and the stochastic RP (SRP) by Li et al. [28]. The
stochastic dynamic programming approaches have been developed for multi-period
stochastic resource planning (MPSRP, [41]) and a stochastic resource-constrained
project scheduling problem (SRCPSP, [30, 31]).
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4.2 Dynamic and Adaptive Decision-Support

Given its apparent generality and flexibility, and the advantage of dynamic and adap-
tive decision-support, the stochastic dynamic programming or Markov decision pro-
cess (MDP) approach is further elaborated with its generic modeling framework and
solution strategies. An MDP model consists of the following five components.

• Stage: A stage t = 1, 2, . . . , T denotes a point of time or process when a deci-
sion needs to be made. In resource planning, a stage is often a week; in project
scheduling, a stage is the time point when a new task may start.

• State: The state variable St of stage t contains all the information/data needed
for making the decision at t . For example, the state variable in resource planning
includes all the available resources and job opportunities; the state variable in
project scheduling includes the completed tasks, tasks in progress and the current
available resource capacity.

• Decision: Let Xt ∈ D(St ) denote the set of feasible decisions that can be made
at t , where D(St ) is the feasible region corresponding with the state St in stage
t . Xt in resource planning is the resource-job matching decision; and in project
scheduling it refers to the set of tasks that can be started at t .

• State Transition: The state of the system transits from St to St+1 if the decision
Xt is made at t , and the exogenous information observed at t + 1 is W̃t+1 through
the transition function SM(·), i.e. St+1 = SM(St , Xt , W̃t+1). In resource planning,
W̃t refers to the availability status of resources and job opportunities, which is a
random parameter; in project scheduling, W̃t may refer to the random disturbance
that makes task durations to be uncertain.

• ValueFunction: The value function g(St , Xt , St+1)measures the immediate return
(or cost) gained (or incurred) when the system is in state St at stage t , the decision
Xt is made, and the system transits to state St+1. In resource planning, g(·) is
the staffing cost incurred in the current stage; in project scheduling it can be the
increment of project makespan in the current stage.

With the above model components well-defined, the overall objective function of
the MDP model can be expressed as:

Max E{
T∑

t=1

g(St , Xt , St+1)} (1)

The goal is to determine the best policyπ among the set of all policies�, such that
the objective function (1) is maximized. Let Xπ

t denote the decision made in stage t
following policy π . The cost-to-go function to be maximized in t can be written as:

Jt (St ) = E

T∑

τ=t

g(Sτ , X
π
τ , Sτ+1) (2)
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That is, an optimal policyπ∗, given the current state St in stage t , shouldmaximize
the total expected value for the current and all the remaining stages by following π∗.
The optimal closed-loop policy can be obtained by computing the recursive function
of Bellman [3]:

Xπ
t = arg min

X⊂D(St )
E{g(St , Xi , St+1) + Jt+1(S

M(St , Xt , W̃t+1))} (3)

Directly solving (3) for the PRO modules suffers curse-of-dimensionality due to
three types of high-dimensionality: (i) large state space, (ii) large number of scenarios
of random parameters, and (iii) large solution space (often combinatorial in nature).
For instance, the number of states and the possible random scenarios in stochastic
resource planning, about the availability status of resources and job opportunities,
grow exponentially with the number of resources and job opportunities [41]; in
stochastic project scheduling with resource constraints, there are numerous states
and random scenarios due to all the possible task durations [31], and finding the
optimal sequence of tasks under resource constraints is NP-hard [18], even for the
deterministic version of the problem.

Therefore, developing computationally tractable algorithms, namely, the approxi-
mate dynamic programming (ADP), is a key to success for theMDPs of real life PRO
modules. ADP has its root in neuro-dynamic programming (NPD) of Bertsekas et al.
[4] and reinforcement learning (RL) [42]. We refer to Si [39] and Powell [34] for a
systematic review and treatment on this topic. The essence of ADP is to replace the
exact cost-to-go by some form of its approximation. As reviewed by Li and Womer
[31], there are two general strategies to achieve this. The first is to devise an explicit
functional approximation for the cost-to-go. This approach works well for problems
having special structure amenable to linear programming or network optimization,
and has been applied by Simao et al. [40] for fleet optimization, and by Solomon
et al. [41] for the multi-period stochastic resource planning problem.

The second strategy is to replace the exact cost-to-go implicitly by some heuristic
base policy in the rollout framework of Bertsekas et al. [5]. It can be viewed as a
heuristic version of the policy iteration algorithm in dynamic programming. This
approach is attractive for various combinatorial optimization problems, for which
effective and efficient heuristics are available. It has been successfully applied for
stochastic vehicle routing [38] and stochastic resource-constrained project schedul-
ing [31].

4.3 Synthesis of Analytical Methods

Either of the two approximation approaches in ADP requires multiple analytical
methods to function. It is an excellent arena for designing and implementing hybrid
algorithms that integrate various descriptive, predictive and prescriptive techniques.
We provide several recipes for integration below.
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• Sample Path viaMC Simulation: An important technique in ADP is the forward
iteration through the sample path generated by MC simulation. This avoids the
need of complete enumeration of states in the backward recursion of the classical
dynamic programming.

• Solving Sub-Problems by Optimization Methods: The direct value function
approximation approach relies on efficiently solving the sub-problem in each iter-
ation through various math programming methods: linear programming, network
optimization and integer programming. The key solving technique in the rollout
framework is the base policy via some heuristic procedures, i.e. either the custom-
built special-purpose heuristics, or the metaheuristic algorithms.

• Approximating Value Function by Predictive Analytics: Various predictive
techniques including regression, forecasting in statistics, and machine learning
in artificial intelligence (AI) can be employed to improve the quality of value
function approximation.

5 Journey Ahead

The need for efficient yet flexible service delivery creates opportunities to develop
innovative decision-support paradigms for project and resource management in the
IT service industry. The Project and Resource Optimization (PRO) architecture pre-
sented in this paper delineates a hierarchical systemof decisionmodules ranging from
the strategic and tactical levels to the operational and executive levels. We elaborate
six data-driven optimization paradigms in the PRO context. Additional exposition is
provided on the stochastic dynamic programming approach to provide dynamic and
adaptive decision-support in the most general and flexible fashion.

Moving forward, we envision the following directions for researchers and prac-
titioners. It is our belief that innovations originate from real life decision needs and
features. It will be a fruitful path for researchers from academia to work with sub-
ject matter experts (SMEs) in industry to identify new characteristics of the PRO
modules tailored to the needs of a firm, build innovative model formulations, and
develop effective, efficient and reliable solution algorithms. The existing research has
focused primarily on workforce resources, while the hardware resources (HWR) and
software resources (SWR) also play an important role in IT service organizations.
One promising direction for future research may incorporate HWR and SWR into
the PRO modules to reduce the acquisition cost and improve utilization.
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Abstract Information technology (IT) service providers compete to win highly-
valued service contracts in a tender-like kind of process. The process starts with
clients submitting a request for proposals, for which competing providers prepare
a solution that covers the client requirements, and then begin the negotiation with
the client trying to win the deal. Traditionally, IT providers design solutions by
establishing a laundry list of services that the customer needs. Then, they try to
cost and price each of these services individually. The more recent trend is that IT
providers identify and design solutions that integrate a set of services bundles, usually
called offerings, to allow for standardization and usage of economies of scale. This
makes defining cost models for such integrated solution challenging as there is no
consistent way to specify these costs for individual offerings which may have their
own characteristics. In this work, we provide a unified framework that provides a
consistent approach for specifying cost models for different service offerings while
being flexible enough to handle individual differences among them.

1 Introduction

Information Technology (IT) service providers often compete via a bidding process
to win outsourcing service contracts [1–4]. Such deals consist of complex IT ser-
vices such as cloud computing, mobile computing, backup, help desk, among others
[2, 4–6]. Providers prepare and price solutions and then present such solutions to the
clients trying to win the deals.

Obviously, to have a competitive solution, service providers need to design a
low-cost solution that fulfills the client’s requirements. Traditionally, the approach
to define such a solution was to establish a laundry list of services that the customer
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needs,where each service represents a distinctive element delivering a specific feature
and value. A solution can then be defined as a hierarchy of such distinctive services
and their costs [7]. Recently, however, an increasing trend for IT services business has
been to identify and define solutions based on service offerings. A service offering
refers to a set of related products and services grouped together as a bundle [8].
Benefit of implementing service bundling for providers are differentiating them from
competitors and decreasing their costs due to standardization and economies of scale.

In an IT services business scenario, one or more service offerings may be required
to build integrated solutions that fulfill client requirements. It is challenging for IT
providers to come up with cost models for such integrated bundled solutions. Cost
models are the parametric equations or formulae used to estimate the costs of a prod-
uct or a service element. There are three main reasons for this difficulty. The first
reason is the lack of consistent approaches to developing cost models for individual
offerings. An offering team may have their own custom approaches for building cost
models for their respective offerings based on experience and the client requirements
their offering fulfills. However, the cost model for an integrated solution should take
the overlaps, gaps, similarities and differences of cost models for the multiple offer-
ings that form the solution into consideration. This is especially true when the same
service element is included in multiple offerings of an integrated solution. Examples
of such latter common services are project management, account management, and
account security. The second source of difficulty is that offering teams with the spe-
cialized knowledge and expertise in building an application-oriented offering, may
not always use the best practices in place which may lead to inconsistencies, as well
as knowledge and expertise gaps among multiple offerings. Thirdly, when building
a cost model for an integrated solution, solutioners need to understand cost models
for different offerings and manually combine them into a single cost model, which
is a labor-intensive, time-consuming and error-prone process.

Therefore, IT providers need an efficient, consistent approach to build cost models
for different service offerings tomake it easier for building cost models for integrated
solutions. This approach needs to be simple and unified given the growing portfolio
of offerings which are highly technical in nature, and the fewer skilled resources.
In this work, we present a unified framework that provide a consistent approach for
specifying cost models for different service offerings while accommodating flexibil-
ity to handle individual differences among them. We also present a proof-of-concept
implementation of our framework showing its effectiveness.

The rest of this paper is organized as follows: In Sect. 2, we review the relevant
literature. We then describe our methodology in Sect. 3. In Sect. 4, we provide our
proof-of-concept implementation, and lastly, in Sect. 5, we conclude our work and
list directions for future work.
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2 Literature Review

In this section, we present the state of the art in cost modeling for different services
offerings as follows. The services we refer to in our work that are included in the
offerings that form integrated bundled solutions follow the taxonomy presented in
[9]. Such services follow a hierarchy where the top level of the hierarchy refers to
the highest level for the services and each service at that level is further decomposed
into lower levels. We refer the readers to the references [10–13] for understanding
more details on services in IT service contracts.

Motahari Nezhad and Shwartz [14] described the new set of opportunities and
challenges faced by service clients to consume offerings frommulti-vendor services.
The author presented a conceptual architecture for an open services platform which
can allow vendors to offer services together with third party providers seamlessly.
There aremanyways to build analytical models for predicting costing of services.We
refer the reader to [15] for understanding how these analytical models are created and
factors that contribute towards it. The studies in [16, 17] present different approaches
for evaluating the costs of outsourced IT services based on the written comments
from sales personnel pursuing these opportunities.

Different costing models are studied by Li et al. [18] for cloud storage services
where they rely on different relevant factors such as storage types, market, and con-
figurations to analyze costs. The authors in [19] studied the different models for
IT services for a queueing system. Basu et al. [20] provided another costing model
for cloud services, where they developed optimal cost models for cloud providers
by using the cloud users as a function of two vectors; a set of parameters directly
proportional to the customer utility and ones that have a negative effect on the utility.
The relationship between architectural and costing characteristics for different IT
services are highlighted in [21] where the authors show that there is cost discrimi-
nation between the same products being offered to different customers at different
costs. However, their analyses are based on the value proposition of the firm, is
focused on Software-as-a-Service (SaaS), and applies directly to characteristics of
SaaS. Further, there are also multiple literature studies around the area of costing
services and their characteristics. For the sake of conciseness, we refer the readers
to the references in [22–25].

As seen from the above literature, there has been a lot of prior studies in the
cost modeling of specific IT services included in solutions prepared by IT service
providers to respond to clients’ requirements. However, to the best of our knowledge,
none of these papers study the service bundling in standardized offerings nor present
a unified framework for specifying cost models for such offerings in a systematic,
consistent manner. This is the objective of our work.
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3 A Unified Framework

3.1 Overview

An offering definition refers to the configuration of services bundled in an offering.
An offering definition consists of two key constructs: a cost driver and a cost com-
ponent. Cost drivers refer to factors that drive the cost of a service element in an
offering. A cost component captures the cost of a service element in the offering and
specifies cost customization options. Each cost component has a set of cost drivers
associated with it. This association helps us to model which factors are influencing
the cost of a service element. Further, the cost drivers and cost components are all
service dependent and are defined by the offerings owner for each offering/service.

We introduce a typical service offering called “virtualization” from an IT service
provider, as a running example in this work. In practice, the virtualization offering
is aimed at creating a consolidated, virtualized end-user desktop solution for a cus-
tomer. This offering includes a bundle of services such as hardware and software
products, and labor to monitor a virtualized desktop environment. Figure 1 shows
hierarchies of cost drivers (a) components (b) and component specification (c) for the
virtualization offering definition. For this specific example, we specify the logical
grouping of the cost drivers under major categories: “virtualization services” and
“infrastructure” required to provide the services. The “virtualization services” have
four cost drivers under it whereas “infrastructure” further decomposes into hardware,
software, application etc. The leaf nodes cost drivers such as “Number of Point of
Deployments XLarge” refer to the actual cost driver factor. In this example, the cost
of services driven by this cost driver is determined by the number of deployment
points in the whole solution. Intermediate nodes provide a logical grouping refer-
ring to the summation of its child nodes. Thus, if an intermediate cost driver node
is associated with a cost component of an offering definition, then the formula for
computing the cost for the component, would consider the summation of the child
nodes of the associated cost drivers as an input.

Similarly, cost components are structured as a hierarchy so that logical grouping
of similar components fits together with in an offering definition. In component
hierarchy, we consider the leaf nodes corresponding to the actual cost of the services
delivered in the offering. For instance, in Fig. 1 the leaf node named “Design and
Install Server Monitoring XLarge” is a cost component, and the intermediate nodes
“Build Labor” and “XLarge PoDs” are logical groups.

The cost component specification includes the detail information regarding a leaf
node of a cost component hierarchy. For example, Fig. 1c shows detailed specification
of the cost component ‘Design and Install Server Monitoring’. Each leaf node in the
cost component hierarchy would have a specification.
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Fig. 1 An example cost driver hierarchy for virtualization offering definition

3.2 Cost Model Pattern

In this work, we capture the general concept of how the cost should be computed
and customized for each cost component of an offering using a construct that we call
“cost model pattern”. Each pattern defines the characteristics of cost computation for
the component that it would bemapped to, via a set of formulas. The general structure
of a formula that represents a cost computation for a component is represented by
the following equation:

(Component) � {(baseline1 ∗ rate1) + (baseline2 ∗ rate2) + · · ·} ∗ (scaling factor)
(1)

In Eq. 1, the terms baseline 1, baseline 2 etc. refers to the quantities of the cost
drivers that are associated with a cost component for which the formula is applied
to. Rates, which are parameters, refer to the actual dollar value for the quantities for
cost drivers.

The rate value of a cost driver may depend on several factors such as where
(country etc.) the underlying service is delivered from and delivered to, exchange
rates, tax and local lawapplied etc.Thenotionof “scaling factor” represent economies
of scale.Overall, the general structure showshow the cost of a component is computed
based on its characteristics.

As seen in Fig. 2, a pattern has three subsections: (a) parameters, (b) baselines,
and (c) component. The parameters contain place holders that represent information
required to customize the cost computation specified in the pattern. A baseline refers
to the number of units/quantities of a service element in an offering. Baselines facil-
itate cost computation of a component by providing constants as well as referring
to its associated cost drivers. The formulas in the component section refers to the
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Fig. 2 An example cost model pattern and its sections a parameters, b baselines, and c component

parameters and baselines defined. The formulas included in the component section
of a pattern follows the general structure in Eq. 1.

4 Proof-of-Concept Implementation Approach

In this section, we study the feasibility of using our unified framework to specify
offering definitions and generate cost model structures for different service offerings
via a proof-of-concept implantation using real data from one of the world’s largest
IT service providers. We present the overall architecture and detail the functional
flow from input definition to output generation as follows.

4.1 Architecture Overview

The primary goal of our approach is to let offering owners specify the offering
definition aswell as generate a costmodel structure based on that definition. Figure 3a
illustrates the overall architectural view of our implementation approach with several
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Fig. 3 a Architecture of our proof-of-concept implementation, b overall functional flow of cost
model specification and generation

sub-modules that support different steps of the entire process of the cost model
specification and generation.

4.2 Functional Workflow Overview

Figure 3b illustrates the functional workflow of our framework. The first step is to
create an offering designer project that would contain a single offering definition.
Then, the next step is to define the basic properties of the offering definition. Later,
the workflow requires one to define the input factors such as cost drivers and cost
components, where both are specified in the form of hierarchies. Next, one needs to
specify detailed configurations of cost components of interest. Typically, this involves
specifying every leaf nodes of the cost component hierarchy of an offering definition.
The detailed configuration also includes the specification of service rates depending
on the type of service elements. Once the offering definition is specified, we generate
the cost model structure as an output for the offering definition specified. The final
step is to combine multiple cost structures for different offerings to come up with a
single cost model for an integrated solution.

4.3 Mapping Cost Model Patterns to Cost Component

In a single offering definition, there may be a set of cost components hierarchically
organized. Each of the leaf cost component is mapped to a suitable pattern that
describes the cost computation for the component. We briefly describe how our
current implementation maps cost components with the cost model patterns in this
subsection and generates output structures in the next subsection.

We refer to the cost driver and component hierarchies in the example of the
virtualization offering definition as shown in Fig. 1 and describe how each cost
component is mapped with a pattern.
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In the cost component hierarchy of an offering definition, our approach retrieves
the leaf nodes. For each leaf cost component retrieved, it selects a pattern bymatching
different attributes of the solution such as whether the services are delivered globally
or locally, the number of cost parameters required, the type of the contract etc.

4.4 Output Generation

In Fig. 4a, we illustrate the cost model output structure generation process as a
sequence of steps. Each leaf cost component of offering definition would be mapped
against a pattern and from the pattern, the corresponding formulas for computing
the cost would be associated. In addition, parameter values from cost component
specifications would customize the formulas. The sequence of steps shown in Fig. 4a
would generate a complete output structure of a cost model for an offering definition.

The work flow, for a given offering, assumes that cost component and cost driver
hierarchies as well the detail specifications for the leaf cost components in the hierar-
chy as input. Step A, matches a pattern for each leaf cost component in the hierarchy
to a pattern based on its matching criteria. Step B, for each leaf cost component in
the hierarchy, generates a cost model specification based on the formulas from the
associated pattern as well the component specification, which include associated cost
drivers. An example output structure of a cost model specification for an offering is
shown in Fig. 4b. The output structure displays sections: (a) components (b) base-
lines, and (c) rollouts. The components sections would include a set of cost model
specifications, one for each leaf node cost component from the hierarchy defined for
an offering. For instance, in Fig. 1 the leaf node named “Design and Install Server
MonitoringXLarge” is a cost component, whichwould have cost model specification
as shown in Fig. 4b. This specification includes a formula which was derived from
themapping pattern for this cost component. The specification of the cost component

Fig. 4 a Cost model output structure generation process as sequence of steps, b ouput structure
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“Design and Install Server Monitoring XLarge” includes the cost driver ‘Number of
Point of Deployments XLarge’ as shown in Fig. 1, which is instantiated as baseline
in the formula of the cost model specification. Hence, the output structure would
include ‘Number of Point of Deployments XLarge’ as a baseline.

5 Conclusions and Directions for Future Work

In this work, we presented a unified framework that include several constructs for
specifying offering definitions for service offerings in IT service contracts. Our
framework includes a novel idea of what we called cost model pattern, which is
a set of formulas that can have an abstraction of cost computation and can thus be
reused for different offerings. Cost model pattern also contain constructs for cus-
tomizing the formulas for cost computation with respective to a specific offering. To
support cost model specification, we also introduce a set of concepts such as cost
drivers and cost components.

The conceptualization expressed in our unified framework provides a consistent
way for offering teams to specify different offering definitions and thus results in
a more efficient preparation of solutions to clients’ needs in complex IT service
engagements. To support this, we also make use of a service taxonomy. Additionally,
we provided a proof-of-concept implementation that shows the effectiveness of our
approach.

There are multiple directions for future work. For instance, a current limitation
of our framework is that we may need an exhaustive list of patterns that need to be
defined to capture cost computations of each cost component in different offerings.
Thus, a direction for future research is to come up with an approach that automati-
cally generates a comprehensive cost model structure for an integrated solution that
comprises of multiple service offerings. Additionally, another direction for future
research is identifying and studying the overlaps and gaps across different offerings
and using the results of such study to further enhance and generalize our framework.
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Toward a Context-Aware Serendipitous
Recommendation System

Changhun Lee, Gyumin Lee and Chiehyeon Lim

Abstract Recommendation system development has been an important domain in
the industrial and academic fields for the past two decades. Recently, the importance
of developing a context-aware serendipitous recommendation system has emerged.
As such,we investigate the latent features of items thatmaybe recognized by the users
of such a system. We assume that users will move from one item to another through
the latent features reflected in the sequence of items. Our work specifically focuses
on the process of predicting the sequential and changing taste of users. We show the
existence of latent features by presenting a topic map and suggest a context-aware
serendipitous recommendation system.

1 Introduction

Recommendation system development has been an important domain in the indus-
trial and academic fields for the past two decades. The primary goal of this system
is to provide users with personalized items based on past records to improve their
satisfaction. However, as techniques improve and research on recommendation sys-
tems increases, researchers are facing the question of how well a user is satisfied
with the recommendation (i.e., the value of the recommendation). For example, the
importance of developing a “serendipitous” recommendation system has emerged as
part of improving the value of the recommendation system.

Thus far, accuracy is considered a representative measure for estimating the value
of a recommendation system. Accuracy indicates the probability that the user will
appreciate the item recommended [1]. Although using this measure sounds simple
and logical, a few researchers argue that other things should be taken into account
[2–4]. As a result, the necessity ofmeasuring “diversity” and the concept of serendip-
itous recommendation has emerged. Diversity is a literal indicator of how diverse
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items are included in the recommended set and is therefore inevitably associated
with the concept of serendipitous recommendation. However, diversity alone does
not secure a serendipitous recommendation, because serendipity means both unin-
tended and useful discovery (i.e., unexpectedly satisfactory discovery) [2, 5]. In
other words, a recommendation system built specifically to increase diversity will
recommend novel items regardless of the user’s satisfaction. For example, given a
recommendation system that recommends unfamiliar movies to the user on purpose,
the user will probably be dissatisfied with the recommended movies because his/her
taste is sacrificed for diversity. On the other hand, for a system that recommends
familiar movies only, it is likely that the user’s taste will be over-reflected such that
the system will recommend accurate but obvious movies (i.e., movies that the user
would have discovered by himself/herself). This is not a serendipitous recommen-
dation system because the recommended movies are not unexpected. This situation
is a well-known trade-off relation between diversity and accuracy. Hence, many
studies focused on increasing the diversity while minimizing the accuracy loss for a
serendipitous recommendation [6, 7], and our work likewise is conducted in a similar
way.

Seeing that serendipity alleviates the trade-off between diversity and accuracy,
we need to define the concept of diversity and figure out how to measure it. To define
and measure diversity, we paid attention to the latent features of items. We assumed
that people would move from one item to another through a latent feature reflected
in a sequence of items. To sum up, we considered that there are latent features that
link each item and the variety of the topics measures the diversity.

Specifically, in this study, we developed a movie recommendation system with
user rating data. Our data included who the users were and how and when they
rated movies with a certain score. The ratings were recorded chronologically and
could thus be regarded as a list of consecutive movies that reflect the latent features.
Our work specifically focused on the impact of the latent features by treating a
recommendation as a process of predicting the sequential and changing taste of
users. We indirectly show the existence of latent features by presenting a topic map
and suggest a context-aware serendipitous recommendation system.

This paper is organized as follows. First, Sect. 2 addresses the main idea on which
our recommendation system is built based on a concept from cognitive psychology
field. Then, Sect. 3 presents a detailed description of the algorithm used in our work.
Sections 4 and 5 explain the metrics and data, respectively. Finally, Sects. 6 and 7
cover the evaluation and conclusion respectively.

2 Context: Spreading Activation Model

In cognitive psychology, one of the most famous theories regarding human semantic
processing is spreading-activation theory. This theory is based on Quillian’s theory
of semantic memory [8]. Qullian viewed memory search as an activation spread-
ing from the concept nodes through a semantic network [9]. For example, when
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people are asked to state everything about machines (stimuli), they start off with
clear facts (reaction), such as “it is manmade,” “it has moving parts,” and so on.
Soon, however, they begin to give less clear facts, such as “a typewriter is machine.”
This stimuli–reaction mechanism is represented by a spreading-activation model,
which consists of nodes and links. Each node corresponds to the concept that peo-
ple can recall as a reaction against the stimuli, and the relational links indicate how
strongly the concepts are related. Nodes preferentially activate the peripheral nodes,
which are strongly related, and the activation spreads in a way that the activated
nodes activate other linked nodes, and so on.

Motivated by the spreading-activation model, we assumed that people semanti-
cally link movies on the basis of latent features. For instance, a user logs into a rating
website (e.g., IMDB or MovieLens) to rate a movie he/she just watched. After the
user rates the first movie (stimuli), the movies he/she thinks are relevant (reaction)
will pop up in his/her head and he/she will probably rate one of them. This process
will continue until a user log out. What makes the user rate consecutively from one
movie to the next is the latent features.1 We call this concept “context.”

3 Algorithm

Twopopular techniques of information retrieval are used to extract and train the latent
features, namely, Latent Dirichlet Allocation (LDA) andWord2Vector (W2V). LDA
provides a global picture of latent features (e.g., the number and type of latent features
in data) by allocating everymovie into every topic, whileW2Vvectorizes eachmovie
with local information related to its latent feature.

3.1 Latent Dirichlet Allocation

LDA is a topic modeling technique [10]. Basically, it was developed to extract latent
features (i.e., topics) from a corpus using the overall structure of the words in docu-
ments.2 This is why we used LDA. We wanted to know which and how many topics
exist in the overall data. As a result, a total of 13 topics were derived. Figure 2a shows
the change in topics per user by time. Specifically, it visualizes the route by which a
user passes through his/her own semantic network, such as shown in Fig. 1.

LDA is a soft clustering technique. In LDA, each movie is non-exclusively
allocated to each topic with a specific probability, but what we want is to exclu-
sively allocate each movie to each topic. Therefore, additional work was carried
out to transform the result of LDA into a hard clustering format. First, we made a

1Those features could be the actor, director, genre, series (e.g., Marvel comics), animation, japani-
mation, atmosphere and so on.
2LDA allocates the words into every topic based on the Dirichlet distribution.
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Fig. 1 Example of movie semantic network

movie–topic matrix. The values in matrix are the probabilities of being allocated to
each topic per movie. Then we applied k-means clustering to exclusively allocate
each movie to each topic. The proper number of k was determined by the elbow
method, as shown in Fig. 2b. In our case, k �6.

(a) Topic Map (b) Finding k

Fig. 2 Topic map and finding k
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3.2 Movie2Vector

Our recommendation algorithm, Movie2Vector, is an application of W2V, which is
a famous word embedding technique proposed in [11]. When a bundle of corpus
is given, W2V technique trains local information per word by a moving training
window. This technique is based on the concept that the meaning of a word is locally
defined in a relationship with the neighborhood words. We assumed that the movie
sequence per user has a similar property with the word sequence in the document
and therefore applied W2V in our recommendation system.

4 Metrics

We used two metrics in our work, namely, the accuracy and diversity defined in this
section. Before proceeding to the metrics, let us briefly explain our notations. Qu =
{Q1, …, Qn} notates a set of query movies per user and is used as input. Ru = {R1,
…, Rn} denotes a set of recommended movies, that is, the output. Test set per user
Tu �{T1, …, Tn} is the sequence of the movies afterQu, where Tu indicates a set of
target movies following a query set. TP is a set of topics. A mapping functionM(∗)
is also utilized to map a set of movies into a set of topics to which each movie is
allocated.

4.1 Accuracy

Hit rate indicates how many items in Tu are hit. In other words, it shows how many
items in Ru matches with items in Tu. This is a simple and popular metric to measure
accuracy and was therefore employed in this study.

Accuracy � n(Tu ∩ Ru)

n(Tu)
(1)

4.2 Diversity

We defined our own diversity metric. We assumed that the diversity originates from
the diverse latent features and thus measured the diversity on basis of a variety of
topics. The metric is defined as a ratio of new topics that appeared in Ru over the
total number of T .

Diversi t y � n(M(Ru)) − n
(
M

(
Qu

) ∩ M(Ru)
)

n(T P)
(2)
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5 Data

Choosing an appropriate dataset is crucial in evaluating an algorithm. Our work uses
the rating sequence of each user, meaning that we need user rating, timestamp, and
the identifier of the corresponding movies. The confidence of dataset needs to be
considered as well. We assumed that the more referred the dataset was, the more
confident it would be. The two criteria (appropriateness and confidence) led us to
use the MovieLens dataset. MovieLens is a website that provides a movie rating
service3 run by GroupLens, a research laboratory at the University of Minnesota. It
has offered various types of datasets since 1998, and the datasets are basically given
by size, from 100 K to 20 M, each of which contains genome scores, genome tag
links, movies, ratings, and tag files. The size and file construction of the MovieLens
dataset makes it worthy of use and popular in the recommendation system research
field, such that there is even a paper which covers the history of the dataset [12]. As
of May 28, 2018, when you search “movielens” in GoogleScholar, you can retrieve
about 14 K results. This figure means a fairly large number of articles are referring
to the dataset, which proves its confidence. Among the files in each dataset, the
ratings file includes information about users’ preference. This file takes the form
of 〈user id, movie id, rating, timestamp〉. Overall, the MovieLens dataset achieves
both appropriateness and confidence and is, therefore, the best dataset for applying
our algorithm. Our dataset from MovieLens includes 20 M ratings and 46.5 K tag
applications across 27 K movies by 13.8 K users between January 09, 1995 and
March 31, 2015. It was first released on April 2015 and most recently updated on
October 2016. According to the data provider, the dataset was constructed by random
extraction only for users who had rated at least 20 movies.

6 Evaluation

We argue that latent features exist and move users from one movie to next, which
represents the change in context. Although the latent features are invisible, we con-
sidered them definitely hidden behind the sequential records of the rated movies. Our
recommendation system was evaluated if it reflected this perspective.

The result of recommendation is plotted in Fig. 3. We compared our algorithm
(W2V) to a user-based collaborative filtering (CF) and the random recommendation
(RD) algorithm. Every point in Fig. 3 indicates a result of a recommendation per user.
We ran each algorithm on randomly selected 300 users. If we carried out random
sampling once per user, the result of recommendations can do over-fitting to the
specific query set of the users. Thus, a cross-validation was performed. The number
of validations was set to 20, and it described that every point in Fig. 3 represents the
per user mean diversity and mean accuracy of the recommendations derived from
20 times of random sampled queries. Figure 3 and Table 1 clearly show that W2V

3https://movielens.org/.

https://movielens.org/
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Fig. 3 Accuracy versus diversity

Table 1 Performance
comparison

Algorithm Accuracy Diversity

W2V 0.499 0.324

CF 0.397 0.510

RD 0.035 0.314

performs better than CF and RD on the accuracy perspective. This finding suggests
that context-awareness is a noteworthy factor in recommending an item.

Additionally, the way CF observations are distributed shows a negative slope,
which explains the trade-off relation between accuracy and diversity. On the contrary,
W2V displays a relatively flat distribution. The weakening trade-off in W2V once
again supports our argument that context-awareness is important in serendipitous
recommendation. However, our algorithm is limited in terms of the average diversity.
This work is an ongoing effort, and the present conference paper shows the in-
progress result.

7 Concluding Remarks

One cognitive psychology theory, the so-called spreading-activation theory explain-
ing about human semantic processing, motivated us to develop the proposed recom-
mendation system.We assumed that the cognitive factor affects the rating behavior of
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users and must therefore be considered in the recommendation system designed for
her/him. In the proposed system, the semantic links in spreading-activation theory
are mapped into the latent features (i.e., topics), and we termed them as context. We
applied the LDA and W2V for our algorithm to be context-aware. Then, we showed
that our context-aware recommendation system performs better on the accuracy per-
spective, which proved the importance of context-awareness.

Although our algorithm alleviates the traditional trade-off problem in rec-
ommendation systems, thus far, our interim result only seems to be context-
aware-accurate not serendipitous. Nonetheless, we think the resulting non-pattern
(circle dots in Fig. 3) at least shows a possibility of being serendipitous. We are
continuing to improve our algorithm for it to be serendipitous by increasing diversity
while minimizing accuracy loss.

We conclude this paper by emphasizing its relevance to the service science. Nowa-
days, recommendation systems have become indispensable elements inmany service
systems, from item recommendation in e-commerce services to friend recommen-
dation in social network services. The development of high-performance recom-
mendation algorithms will soon become the core competitiveness of many service
firms.
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Analysis of Service Execution
in the On-line Sports Gambling Industry

James Roche, Pezhman Ghadimi and Vincent Hargaden

Abstract The on-line sports gambling industry has experienced significant growth
in the last decade as well as a high-level of merger and acquisition activity among
the leading multi-national companies that make up the sector. The companies in
this sector also exhibit some of the unique challenges in on-line service supply
chain management, including co-production process design, demand variability and
resource utilization. Our research focuses on the post-merger service process design
of one of these multi-national sports gambling organizations, particularly, on the
efficient use of human resources within one of its service offerings (betting on soccer
matches). Using discrete event simulation, a baselinemodelwas developed to capture
the “as-is” service process. The analysis identified number of bottlenecks, long queue
times and capacity utilization issues. A revised “to-be” process was designed and
when implemented, resulted in an increase of fourteen percent in overall utilization
as well as removing variability in employee workload across the seven-day week.

Keywords On-line sports gambling · Service supply chain management
Discrete event simulation

1 Introduction

The gambling industry, especially on-line betting, has experienced significant growth
over the past decade. Current figures show annual yields of £13.7 billion for
2016–2017 in the United Kingdom alone [1] and an estimated £490 billion to £700
billion wagered worldwide [2]. However, the management of sports betting by large
corporations is a relatively new phenomenon. Historically, sports betting took place
within bookmaking shops or at race-tracks, commonly referred to as ‘bookies’, and
wagers were placed on a small range of events such as daily horse racing meetings
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and high-profile sporting events. By the late 1990s, the first website enabling on-line
play appeared. The development of the internet has had a transformative effect on
the industry; there has been an increase in the number of on-line gambling web sites,
magazines related to on-line gambling, andTV shows that involve gambling. In 2015,
the search engine ‘Google’ received 11.1 million hits a month for the term ‘Bet365’
compared to 9 million hits per month for the world renowned brand ‘Nike’ [3].

The sector has experienced a high-level of mergers and acquisitions (M&A) activ-
ity recently. For instance, GVCholdings publicly announced their acquisition of Lad-
brokes and Gala Coral, who themselves had previously merged in 2015 [4] having
followed the path of other major players such as Paddy Power and Betfair’s merger
in 2016 [5]. As the industry becomes mature, the trend towards consolidation will
see an increased focus on the design and efficiency of these service-based companies
supply chains.

Generally, a review of the design of a supply chain occurs at the following times;
the opening of a new business/business division, to improve growth and revenue,
and after the completion of a merger of two firms [6]. It is the latter that provides
the context for the research in this paper. M&As are renowned for being difficult
processes across all levels of a company. This is amplified within service supply
chains as the need for quick integration of the best of both firms offers opportunities
to reap the benefits of undertaking the M&A.

The research to date on this sector is limited and has tended to focus on the science
of customer behavior [7] and the effects of the ‘Internet Gambling Enforcement Act’
in the United States [8]. The research described in this paper focuses on the rela-
tively unexplored domain of the on-line gambling industry through a service supply
chain lens, and in particular the application of discrete event simulation (DES) as
an analytical approach to evaluate and improve the service co-production processes
following a merger of two companies. The current research activity sits in the SSCM
literature by contributing a characterization of a unique e-business industry supply
chain into a service supply chain context. Moreover, a DES approach has been uti-
lized in modelling and analysis of the efficient use of resources within the newly
merged company. The base model currently implemented (as-is) in the case com-
pany was revised to a CONstant Work-In-Process (CONWIP) flow system (to-be).
The comparison results of the current and revised models stood out to management
as an indicator to why there is such a high level of staff turnover historically in this
role, an insight that was known but never fully quantified in a similar manner.

The reminder of this paper is as follows. Section 2 is dedicated to a literature review
on service supply chain management. Section 3 provides the developed research
design andmethodology usedwithin the research. Following this, the Sect. 4 explores
deeper into the system and the implementation details of the simulation application
is presented in this section. Section 5 presents the results discussion and comparisons
between base line and revised models. Some concluding remarks are also included
in this section.
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2 Literature Review

Service supply chain design and management (SSCM) presents unique challenges
when compared with conventional manufacturing supply chains [9–12]. These diffi-
culties originate primarily from the peculiarities of service exchanges, the complexity
of the processes for the co-design and delivery of services and the difficulty in visu-
alizing the supply chain [13]. They are diverse in nature and highly contextual and
more importantly service procurement is not done in a centralized fashion [14]. In
most cases, a distinction is made between the supply of tangible goods and intangible
goods which focuses on the supply chains of service offerings [13].

SSCM processes are different from those of a product supply chain in various
aspects. For instance, the distinctive feature of SSCM is based on customer-supplier
duality [10]. Emerging from the work of [9, 14] a Service Supply Chain (SSC) model
was developed (Fig. 1). Here, the ‘core service’ provides benefit to the customer and
the combination of supporting services and is the focal subject to the transaction. As
depicted, the model covers three basic units in the chain: the supplier, the service
provider and the customer. The service provider is the focal company in the sup-
ply chain that performs the service and is analogous to the manufacturer’s role in
the traditional supply chain literature. The supplier is the company which supplies
additional services to the service provider, where these additional services contribute
directly to the production of the core service in the chain. Due to the intangibility in
service supply chain processes, the traditional logistical and functional operations
existing in manufacturing-based supply chains cannot be realized in service supply
chains [9]. Moreover, the presence of customers in SSCM presents challenges, such
as the efficient utilization of employees [15, 16]. Unused labor-hour capacities tend
to be lost without the presence of customers [10]. Therefore, managing these capac-
ities plays critical role in effective SSCM which provides the analytical focus of the
DES approach in this paper.

3 Research Methodology

3.1 Research Scope

Due to the scale of a multinational sports betting company’s service supply chain,
the scope of the research presented in this paper focuses on the soccer segment of the
company’s on-line sportsbook. The sportsbook is an e-commerce platform that offers
customers the service of placing a wager on the outcome of an event (i.e. a soccer
game). Each soccer game (an event) will have a calculated probability of occurrence
and this probability assists in the generation of the game’s ‘odds’, otherwise known
as the ‘price’. The service offered on the customer interface is the ability to place
wagers on these generated ‘odds’. For many, the only distinguishable difference in
the product is the ‘price’ offered, meaning that each change in a game’s probability
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Fig. 1 Service supply chain (SSC) model [9]

represents a newproduct offering. Across the on-line sports betting sector, companies
offer hundreds of differing products within each event, that undergo ‘price changes’
as the event probability changes. A single company therefore offers hundreds of
thousands of various products daily.

Using the SSC model [9], a high level service supply chain map of the soc-
cer sportsbook was developed (Fig. 2). Based on the mapped service supply chain
structure, each stage in the chain was expanded into detailed individual processes;
connecting links were generated and validated with senior management in the com-
pany. The complete process map provides visual representation of the service supply
chain and uses conventional supply chain terminology along each tier of the chain e.g.
loading bay, initial manufacturing, trading inventory, distribution, sportsbook inven-
tory and customer interface. The basic operation of the current supply chain is as
follows; generate an event (product) information from 3rd party entities (suppliers),
by initial refinement of the incoming data (initial manufacturing) before running it
through the trading inventory (value-added process). The product is then introduced
to the destinationmanagement (distributor) where product segmentation for different
customer groups (B2B and B2C) is distributed to the final warehouse (inventory).
The next process sees the product as a service and offered to customers within the
customer interface (consumer), which is the e-commerce platform. Following this,
real-time information (transactions and wager agreement) within this unit of the
chain is reciprocated downwards to the central service provider.

One of the principle concerns for management in the newly merged company is
the efficient use of resources in the process. The ‘soccer’ product dedicates 190 h
per week to manual tasks, some of which are a direct result of the merging of the
two separate systems.
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3.2 Research Approach

Discrete Event Simulation (DES) was used as the approach to carry out the resource
management analysis. The specific process task analyzed was the ‘Mapping of Feed
Providers’. This process occurs after an event has undergone its necessary ‘initial
manufacturing’ (refer to Fig. 2). A connection is made between each event and its
corresponding event from the ‘Feeds Platform’—that represents a platform for 3rd
party information to be translated into appropriate language for the Soccer Division’s
internal models. This task allows for an event to reach optimal potential, as currently
the ‘In-Play’ spectrum of the company’s on-line football offering represents 60% of
total volume.

DES deals exclusively with dynamic, stochastic system and is appropriate for
systems for which changes in system occur only at discrete points in time. The appli-
cation of DES in SSCM is mainly focused on health-care industry where various
scholars developed DES models for applications such as accident and emergency
department (A&E), Inpatient facilities, Outpatient clinics and other hospital units
[17]. A DES model was developed for identifying operating strategies that lead to
better resource utilization of a case hospital without degrading the service quality
[18]. The application of DES in other service industries such as financial services,
consulting and software development has also been reported [19]. To our knowl-
edge, the application of DES in resource management of any specific processes of
a e-service supply chain such as an on-line gambling firmhas not been addressed. The

Fig. 2 Process map of soccer supply chain
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research steps pursued in this paper have been adopted from [20]. They discussed
that prior to developing the simulation model that the process of defining how a
system works provides great insight into what changes need to be made, part of this
is due to the fact that rarely there is one individual responsible for understanding
how an entire system works. The aim of the analysis is to identify potential ways to
reduce inefficiencies within the company’s resource management by developing an
improved configuration of processes and isolating bottlenecks. The steps followed
to develop the simulation is as follows:

(1) Development of the flow of the intrinsic tasks conducted within each process,
(2) Initial collection of historical data of selected entities (people, parts, processes

machines, servers, etc.) and associated variables, with structured query language
of appropriate databases and time studies,

(3) Followed by restructuring and refining of data to assist in formulation of model
representation,

(4) Appropriate entities, events and variables translated into the modelling software
(Arena),

(5) The simulation verified by senior stakeholders, any issues resolved and rendered
to confirm the model is correctly translating the data,

(6) The final step is the validation of the model to develop an acceptable level of
confidence.

4 Implementation and Results

4.1 Baseline Model

A baseline model was developed of the flow of work conducted by trading assistants
(TAs) within the soccer segment. This enables analysis of the utilization of employ-
ees and to identify potential bottlenecks in the system. Current scheduling of feed
mapping is derived from the schedule of the 3rd party companies that offer live event
information from football events across the globe. Events begin to become available
for booking 72 h in advance of transitioning to the ‘In-Play’ spectrum of the product.
The process flow is as follows:

• Schedule is generated through an automated function. This is the arrival point into
the system for all events created.

• The resources in the system are the employees, known as TA’s, they are first seized
to manually check and book events from the appropriate feed providers.

• Once an event is booked the resource is released. A connection link is then gener-
ated and streamed into the ‘Feeds Platform’ ready for mapping.

• TAs is then seized to map the concurring event and link to each other before being
released back into the system.
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Figure 3 depicts the developed conceptual model for further DES analysis. Data
were collected by several means. Historical data of events created within the Soccer
supply chain was gathered through a relatively straight-forward process of using
structured query language on several company internal databases. This data, when
refined, allowed for generation of the probability of events going ‘In-Play’ and the
occurrences of events entering the system. Feed providers provided data on events
that were booked within their system. Data in relation into the human element was
obtained through a time-study. Due to confidentiality reasons, the actual data points
for various building blocks of the model are not presented in this paper. Table 1
provides detail of the building blocks utilized within the developed simulation model
together with the generated distributions and probabilities input data.

The baseline simulation was developed in Arena simulation software and run over
a six-month period, using historical data to review the performance of actual events to
an alternative configuration. The six-month period from July 2017–December 2017
was chosen as it offered an opportunity to review the performance of themanual tasks
following the merger. A small proportion of the work is conducted in the first 24 h
as the number of the events available to be booked peaks in the twelve hours prior
to the game going ‘In-Play’. This leads a cascading effect and a bottleneck forms
within the system. The baseline configuration of resources is a pure push system
where the system behaves as an open queuing network, in which jobs enter the line
and depart after one pass, meaning that the number of jobs available can vary over
time. The baseline model was developed to represent an event being pushed through
each separate task as they become available and subsequently releasing the resource.

The results of the simulation runs are tabulated in Table 2. A screen shot of the
developed model in Arena is depicted in Fig. 4. As expected, to achieve the system
output needed, the utilization rate of an employee spikes in the latter part of the week
(peak demand) as events steadily become backlogged and workload increases.

Fig. 3 DES conceptual model
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Table 1 Input data utilized in various components of the developed DES model

Module name (type) Data type Distribution/probability input

Feed A “process” Normal NORM (3.48, 0.23)

Feed B “process” Normal NORM (4.18, 0.31)

Book event “delay” Triangular TRIA (1.02, 1.26, 1.51)

Unavailable to book “delay” Triangular TRIA (0.46, 1.04, 1.14)

Wait for availability “delay” Normal NORM (15, 0.53)

Will event go in-play
“decision”

2-Way chance 76%

Is primary feed available
“decision”

2-Way chance 71%

Is booking available
“decision”

2-Way chance 44%

Event created “process” Log normal LOGN (2.59, 2.35)

Table 2 Baseline model summary results

Base line Monday Tuesday Wednesday Thursday Friday Saturday Sunday

No. of
resources
(TAs)

1 2 2 4 4 4 4

Avg time
primary
feed
booking
(min/event)

1.43 1.33 1.34 1.23 1.17 1.16 1.23

Avg time
secondary
feed
booking
(min/event)

2.22 2.12 2.12 1.99 1.81 1.84 1.86

Avg time
resource
idle
(mins/event)

0.74 0.66 0.66 0.37 0.14 0.05 0.08

Avg time
feed
mapping
(mins/event)

1.93 1.91 1.91 1.81 1.81 1.84 1.84

Avg.
system
output

117 197 197 391 547 841 786

Utilization
(%)

90 83 83 82 115 177 166
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Fig. 4 Interface of Arena for the developed DES model

4.2 Model Verification and Validation

Verification aims at testing the computer-based model against the conceptual model
[21]. Verification is performed to show that all parts of the model are able to work
correctly. The model was verified through taking small steps, one at a time and
making sure that the completed step was working well before continuing with the
next step. The validation process was conducted to examine the accuracy of the
model as compared to the real system. To do so, the average number of jobs was
selected as the measure of model validity. In this respect, the actual average number
of jobs arrived at system during 7 working days (2,750 jobs) was compared to the
average number of customers obtained in seven iterations of the simulation model
(2,554 jobs). The traditional comparison between these two values shows an accept-
able difference (7.1%) which establishes the validity of the simulated model.

4.3 Process Improvement

An alternative configuration was proposed and is representative of a ‘Just-in-Time’
pull system. The tasks within the overall process would remain the same, sched-
ule is generated as previously, events are firstly booked within 3rd party entities
and mapped accordingly. However, the revised configuration would see all events
booked and mapped in a 3-h window prior to an event transitioning to ‘In-Play’. This
system envisions a CONstant Work-In-Process (CONWIP), where from a modeling
perspective the system looks like a closed queuing network, in which resources never
leave the system, but instead circulate around the network indefinitely.

The results of the simulation runs are tabulated in Table 3. Time taken to conduct
each task reduced, and overall the time spent idle was close to none existent in the
peak times. The cumulative effect of the alternative system saw a reduction in the
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Table 3 Revised model refined results

Revised
model

Monday Tuesday Wednesday Thursday Friday Saturday Sunday

No. of
resources
(TAs)

1 1 1.5 2.5 4.5 5.5 5

Avg time
primary
feed
booking
(min/event)

1.03 0.94 0.91 0.88 0.94 0.91 0.92

Avg time
secondary
feed
booking
(min/event)

2.04 1.88 1.81 1.83 1.78 1.77 1.79

Avg time
resource
idle
(mins/event)

0.22 0.16 0.15 0.11 0.06 0.04 0.05

Avg time
feed
mapping
(mins/event)

1.86 1.79 1.8 1.74 1.74 1.77 1.77

Avg.
system
output

188 231 234 413 638 745 716

Utilization
(%)

97 111 113 119 115 120 115

utilization needed to produce the appropriate output on weekly basis and therefore
increasing the efficiency of work.

5 Discussion and Conclusion

Management at the company suspected that an extensive bottleneck was occurring in
the booking and mapping processes. This was confirmed in the baseline simulation,
as queue times for mapping were relatively large and, in some cases, where the event
count peaked, were unacceptable when the queue time represented twenty percent of
the total time in the system. By isolating this, the root cause analysis determined that
there was never a definitive schedule or timewhen events are due to become available
from the current 3rd party providers. This tended to occur more by approximation.
This lack of a strict and definitive timeframe led to under and over-scheduling of
resources in the baseline model, as illustrated through the utilizations levels—too
few employees near the end of the week.
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Assessment of these shortcomings in the baselinemodel enabled the revisedmodel
to be designed to reduce the queueing time and improve utilization levels to a steady
level throughout the seven-day week. The revised and improved configuration uses
a CONWIP flow system, which prevents overloading of the system. The premise
used in developing this system requires the employees book and map events in a
period prior to the transition to ‘In-Play’ in which ninety-nine percent of events are
available, essentially removing the variability. After analyzing the historical booking
calendar in the same period, three hours prior to transition was confirmed as the ideal
window. The results show a steadier system,where employees’ utilization levelswere
consistent and queue times near peak times plunged to six percent of the total time
in the system in comparison to the baseline model.

One of the issues that this service provider has to contend with is the variability
of demand from the beginning of the week compared to the latter part of the week,
which coincides with when many of the soccer games are scheduled. The simulation
illustrated that while resources increased as the week unfolded, the backlog of work
conducted on Friday, Saturday and Sunday was far greater than the proposed one-
hundred percent utilization rate. This figure stood out to management as an indicator
of why the company experiences such a high level of turnover of TA staff. While
results from any simulation represent a compromise between exact reality and what
the computer and the modeler can comprehend and construct, the figures from the
baseline to the revised configuration show that reduction of schedule variability (i.e.
waiting time for booking availability) allowed the TAs to perform at an improved
rate over all tasks. Queues at peak times reduced from twenty percent to six percent
of the total time in the system and previous bottleneck issues were resolved. Average
utilization rate increased by fourteen percent. Utilization levels in the revised model,
while still higher than one-hundred percent, remained relatively steady throughout
the seven-day week. The main reason for experiencing utilization rates more than
one hundred percent is due to the higher arrival rates than the service rates, requiring
additional servers.

In conclusion, SSCM presents unique challenges when compared with conven-
tional manufacturing supply chains. Following a merger of two of the largest brands
in on-line sports betting, opportunities existed to realize the benefits of such an
integration. Through the development of discrete event simulation models, specific
issues in the co-production process were identified and improvements developed.
Moreover, the approach used for the unit of analysis in this paper can be applied to
other segments of the on-line sportsbook within the company’s service supply chain.
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Decision Modeling in Service Science

Ralph D. Badinelli

Abstract The purpose of this paper is to highlight the need for innovative decision
modeling in the field of service science. Each step of the service journey through
a service ecosystem is initiated by a decision to integrate resources among actors
and engage in a service activity. Consequently, engagement decisions are the driving
force of any service journey and decision models are the foundation of service-
system models. Each engagement decision must be modeled and executed as joint,
adaptive, stochastic and perhaps fuzzy decisions among all actors who are involved
in the associated service activity. However, such models are sparse in the research
literature, and the current emphasis on predictive analytics and data science seems
to distract attention from their development. Three examples of service systems are
provided in this paper to illustrate this conclusion.

1 Introduction

Thepurpose of this paper is to stimulate initiatives for innovative decisionmodeling in
thefield of service science.Onemotivation for this purpose arises frommyexperience
in forming sessions for the Service Science cluster at annual INFORMS meetings
and as a reviewer on the editorial staff of the journal Service Science. In these efforts,
I find a dearth of research that embodies decision modeling that is truly relevant to
service. It seems that the service science community risks the attraction towards,
on the one hand, a regression to the pre-Service-Dominant-Logic (SDL) perspective
on service and, on the other hand, the modern fascination with the new technology
suite of big data analytics (BDA), Internet of Things (IoT), machine learning (ML),
artificial/augmented intelligence (AI) and data science. Related to this suite, one of
themore confusing debateswithin the community in recent years is over the question,
what is smartness in service systems? On this questions, we can make one essential
point. Systems that sense, record, translate, measure, estimate and predict fall short
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of complete intelligence, as the latter capability includes the synthesis of the cause-
effect relationships that are relevant to an actor’s decisions. Therefore, there is an
essential element of a smart service system that is not captured by the technology
suite. In this paper we expose and describe this element as the descriptive model
of the engagement decision and assert that service innovation requires sophisticated
models of this type of decision.

To put this argument concisely, Fig. 1 summarizes the forms of analytics that are
necessary to a fully functional DSS as well as the key role of the decision maker. It
is apparent that many researchers and practitioners lack a clear understanding of this
structure. Therefore, the contribution of this paper is an exposition of key insights
into the following basic points:

• Decision modelling lies at the core of a DSS,
• Decision models are co-created with the decision makers,
• Predictive modelling exists to support decision modelling,
• Optimization capitalizes on decision modelling.

A central assertion of this bullet list and of Fig. 1 is that a descriptive model of the
engagement decision is the foundation of all of the other forms of analytics that may
be involved in a model of a service system. The paper will pursue this assertion as

Fig. 1 Model relationships (adapted from [9])
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follows. Section 2 reviews the history of decision modeling in service science from
the origins in SDL, Sect. 3 presents two examples of important service systems and
the models of the core decisions that guide the service journeys and Sect. 4 derives
key conclusions about the proper application of the popular technology suite for
predictive modeling in support of engagement decisions.

2 Perspectives on Service Science

The history of service science is revealing of the role of decision models in service
systems. The modern definition of service begins with Service Dominant Logic
(SDL) originating with marketing researchers [1, 2]. From SDL, a new and richly
multi-disciplinary science was born. Disciplines such as psychology, economics,
sociology even philosophy joined themovement beforeOR/MS. The Service Science
Section of INFORMS was formed in 2007.

We should remind ourselves of the definition of service that gave rise to the
Service Science Section of INFORMS. To wit, service is founded on co-creation
of value, a concept that upsets the conventional IHIP (intangible, heterogeneous,
instantaneous, perishable) definition of service [1, 3]. Co-creation as a process and
value as a performance measure inspire new forms of decision modeling.

As researchers in a still fledgling science, the OR/MS community came late to
the party but has much to contribute. Other disciplines have illuminated the field by
recognizing the complicatedness and complexity of service. Consequently, the phe-
nomenonof emergence has becomevery popular in service research. I suggest that the
perspectives of other disciplines have over-emphasized the emergence phenomenon
and that OR/MS has the opportunity to de-mystify service through mathematical
modeling. Much progress in this direction has already been made [4, 5] and a lack
of scientific precision in much service literature has been clarified [6–9]. However,
the integration of decision modeling into the ontological framework of service that
has been built remains wide open for innovative development.

Our focus on decision modeling requires a review of the core mechanisms of
service. Following a reductionist approach, co-creation of value can be seen to occur
through activities that integrate resources from service actors (the distinction between
service providers and service recipients is impossible to reconcile with SDL so all
participants are identified as actors) and transform them into output resources from
which value is extracted. The service activity is the analogue of a process of a
conventional supply chain model. However, unlike conventional supply chains that
are managed by central authorities, service systems are dynamic, flexible and inno-
vated on the fly. Consequently, a personalized service journey through a chain of
co-creative activities spanning a hypernetwork of service systems is the way that
service is realized [10]. See Fig. 2.
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Fig. 2 A service journey through a service ecosystem [9]

3 Decisions Models in Service

Decisions determine the trajectory of the service journey. As engagement decisions
are the driving force of any service, decision models are the foundation of service
system models. Each step of the service journey is initiated by a decision to inte-
grate resources in a service activity. The actors who authorize these decisions and
extract value from the resources that are co-generated by the associated activity are
represented by the performance measures and parameters of these decisions [11].
Furthermore, engagement decisions must be made jointly by all actors that partic-
ipate in a service activity. Therefore, building models of engagement decision in
service systems is much more challenging than building models of typical decisions
in managing supply chains, where many researchers find inspiration.

Engagement decisions are complicated and complex [12, 13]. Decisions are com-
plicated when they contain overwhelming number of variables and parameters. Inde-
terminacy in well-defined parameters is represented by stochastic properties of deci-
sion models [14]. Imprecision in parameter specification introduces complexity and
is represented by fuzziness of decisionmodels [15]. Accurate representations of these
phenomena and useful heuristic solutions are waiting to be achieved.

Engagement decisions are also adaptive [16]. Engagement decisions take place
within a multi-step service journey (Fig. 2) and learning is a fundamental part of
an actor’s service journey. Learning is followed by adaptation of the engagement
decisions of actors. There are few truly adaptive decision models in the literature.

Finally, and most fundamentally, engagement decisions are joint decisions
[17]. By definition, co-creation requires value generation for all actors in a ser-
vice exchange. Engagement decisions commit resources from all agents that take
part in the related service activity. Without a balanced commitment of resources,
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the co-creation of value will not succeed. This aspect of engagement decisions is
absent in most service models, which leads to an asymmetry in the engagement
decisions. Ignoring this asymmetry is one of the impediments to fully exploiting the
capabilities of the new technology suite. Furthermore, OR/MS researchers have not
made much progress in providing decision models that address this problem.We can
illustrate this condition with a few examples of important service systems.

3.1 Healthcare Example

The conventional view of service provider and service recipient leads to asymmetry
inmaking engagement decisions. Consider a simple healthcare service system (HSS)
that consists of a patient and amedical clinic. Using all available data and a predictive
model, the system generates a prediction about the presence of a particular ailment in
the patient. This type of prediction is produced by a model with a binary dependent
variable, such as the very commonly used logistic regression model. Based on the
prediction, the patient or themedical clinic (depending onwho receives the first signal
from the predictivemodel) must decide whether tomake an appointment at the clinic.
This engagement decision for the patients would imply tradeoffs among cost, time,
pain and discomfort, long-termhealth and other personal factors. This decision for the
clinic would include performance measures of direct costs, capacity utilization and
service level. In either case, the decision maker must weigh the potential outcomes
of the decision by the likelihood that the prediction is correct. The linchpin of the
decision is the probability of the ailment, which depends on the availability of data
and the accuracy of the predictive model.

First, we will take the point of view of the patient in making the engagement
decision. We assume that the patient and the HSS update the database of relevant
data and re-generate the predictive model at certain time intervals, which we call
epochs. At each epoch, the engagement decision is made by the patient. As the
outcomes of the decision depend on the correctness of a prediction, the rational
decision maker will base the decision on a risk analysis, which follows the familiar
newsvendor problem. For the patient (P), the parameters of this model are as follows.

cPD cost to the patient of an accurate diagnosis performed at the clinic. This cost
includes the monetary expense to the patient of performing tests at the clinic
in order to ascertain the correct diagnosis as well as the “cost” of the inconve-
nience, discomfort and anxiety that is associated with the visit to the clinic.

cPT cost to the patient of treatment of the ailment after a true positive diagnosis.
This cost includes the monetary expense to the patient of the treatment as well
as the subjective evaluation of the inconvenience, discomfort and anxiety that
is associated with the treatment.
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cP I cost of ignoring the presence of the ailment until a more reliable prediction
occurs. This cost includes the subjective evaluation of the pain, discomfort and
worsened medical condition of the patient that results from delaying treatment
[18].

Each of these “costs” must be estimated in consideration of the actual monetary
expenses of the patient and theHSSaswell as the pain, discomfort, time spent, anxiety
and other subjective dimensions of value. Consequently, the relative scale of these
parameters can vary greatly across different conditions, diseases and individuals.

Each decision maker is faced with a rather simple choice, which we illustrate with
the decision tree in Fig. 3. Define, p=Precision� the probability of a true positive
prediction, given a positive prediction�TP/P�TP/ (TP+FP).

This condition implies the following decision rule for accepting the engagement
proposal:

If p > pc � cPD

cP I − cPT
then engage, otherwisewait until the next epoch. (1)

It is a well-established fact that the distribution of waiting times of a service
system is a function of the capacity of the service system, the average rate of demand
for service and the volatility of the demand rate and of the service process times.
Service systems that experience higher unpredictability in demand rates and/or in
service process times experience higher waiting times. To model this phenomenon
in what follows, we will express the cost parameters of the HSS as functions of the
uncertainty of the demand process. Given thatM stands for medical clinic, we define,

λ the average rate of arrivals of patients to the clinic
σ standard deviation of the time between arrivals of patients to the clinic.

The corresponding cost parameters for the medical clinic are as follows:

Fig. 3 Engagement decision tree
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cMD(λ, σ ) cost to the medical clinic of diagnosis in the form of the expense
of performing tests at the clinic to ascertain the correct diagnosis

cMT (σ ) cost to the medical clinic of treatment of the ailment
cMI (σ ) cost to the medical clinic of ignoring the prediction and delaying

treatment of the ailment
cMT (σ ), cMI (σ ) are increasing functions of the randomness in patient arrivals
cMD(λ, σ ) is an increasing function of frequency of visits and randomness in

patient arrivals.

A final note about the medical clinic’s decision is how the difference in the param-
eters of the decision for the medical clinic lead to a different optimal intervention
plan from the one that the patient would choose. A similar analysis of the engagement
decision of the medical clinic produces the following decision rule:

If p > pc � cMD(λ, σ )

cMI (σ ) − cMT (σ )
then engage, otherwisewait until the next epoch.

(2)

The asymmetry in the cost parameters between the patient’s decision and the
medical clinic decision imply that the patient and the medical clinic have different
thresholds for deciding when a patient should visit the clinic. This conflict will
manifest itself in one participant or the other failing to optimize its costs.

3.2 Retail Example

Perhaps the most popular use of BDA is the ubiquitous application of predictive
classification models to ascertain the propensity of individual consumers to purchase
a product. The encouraging outcome of this use of BDA is the influence it has on
returning retailing to its roots as a service. Before retailing was mass-produced by
department stores, this industry provided personalized products and information to
customers. However, the aspiration of modern retailers to serve “a market segment of
one” through individualized BDA models leads to the same asymmetry in decisions
that is faced by the HSS. The retailer’s engagement decision is represented by the
well-recognized assortment problem, which has the following, simplified general
form:

max{rknt ,aknt }
P

Subject to:

Lnt − wnt ≥ 0,∀n ∈ Nt , 1 ≤ t ≤ T

Cnt −
∑

k∈Kt

vkiknt ≥ 0,∀n ∈ Nt , 1 ≤ t ≤ T
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where,

rknt price of sku k for location n in period t,
aknt binary variable to indicate sku k can be in the assortment for

location n in period t,
P Total system-wide profit over the planning horizon, including

inventory holding costs, employee training costs, transporta-
tion costs, ordering costs, re-stocking costs, vendor discounts,

iknt inventory of sku k location n in period t,
Lnt stockout risk limit for location n in period t,

wnt � ∞∫
inkt

ψnkt (x)dx (Value-at-Risk measure),

ψnkt pdf of the total demand for sku k location n in period t. This
pdf is constructed as a convolution of the ψknt ,

Cnt total capacity of location n in period t for holding inventory,
vk the “footprint” of sku k in terms of the per-unit number of

cubic feet of space or number of square feet of shelf space that
the item requires.

One large retailer is known tohaveused its binary classificationmodels for demand
prediction to determine directly the stocking of sku’s in its stores without regard to
the tradeoffs among the company costs and constraints inherent in this problem
statement. This totally customer-centric view leaves the retail actor in the service
exchange exposed to potentially costly inefficiencies.

3.3 Maintenance, Repair and Overhaul Service (MRO)

The use of predictivemodeling in theMRO industry parallels that of retailing. Instead
of predicting individual consumer demand, the technology suite predicts failure of
individual components in complicated systems such as jet engines, automobiles,
power plants, etc. Coupled with numerous IoT sensors that acquire massive amounts
of rawdata,BDAprovides predictions of component failures throughout each system.
Unfortunately, the engagement decision of the owner of the asset is much like that
of the patient in the HCSS example. In contrast, is the engagement decision of
the MRO value chain, illustrated in Fig. 4, which is plagued with long lead times,
tight capacity constraints of highly specialized personnel and equipment and an
overwhelming number of sku’s for spare parts. Hence, the engagement decision of
the MRO operator involves many tradeoffs that are not presented to the asset owner.
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Fig. 4 MRO value chain, FGI finished goods inventory; MRO maintenance, repair and overhaul;
LRU line replaceable unit; R&R remove and replace

4 Conclusions

The examples in Sect. 3 of the models for the engagement decisions reveals some
interesting insights, which we now present. In particular, we can offer a critique
of the effectiveness of the technology suite for predictive modeling in support of
engagement decisions.

• On the asymmetric effects of decisions: It is generally believed that the use of
the technology suite for predictive modelling will enable a highly responsive,
personalized service. However, the use of these technologies is not a win-win
proposition for all of the actors. Personalized predictive analytics in support of
the engagement decisions can have asymmetric effects. For example, the benefits
that accrue to the patient from a visit to a doctor can put stress on the resources of
the medical care system, and if the prediction of an ailment turns out to be false,
these resources are wasted. Furthermore, as the examples above illustrate, this
phenomenon is general, in the sense that it applies to most service systems. The
root cause of the asymmetry in the benefits of a service engagement is the difference
in value structures of different actors. Therefore, an engagement decision that can
be authorized by only one actor, such as a patient, a retail customer or an owner
of a repairable asset does not represent the joint, co-creative process that service
requires.

• On the effective use of predictive analytics: The precision and sensitivity of pre-
dictive models has a profound effect on the performance of service systems when
these models are applied inappropriately. Many efforts to apply the technology
suite have involved exciting uses of newly available datasets for predictive mod-
elling. All too often however, prediction leads directly to an engagement decision.
That is, predictive modelling is directed at recommending solutions instead of
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supporting decision models. Predictive models are useful when they are used to
estimate parameters of decision models. Unfortunately, trendy applications of the
technology suite often attempt to allow the outcome of a predictive model to deter-
mine whether to engage. For example, the prediction of a component failure in
a large assembly such as an engine can be allowed to instigate a visit to a repair
shop, without any consideration of available resources or priorities of other cases.

• On the flexibility of resource capacity and scheduling of service systems: The
ability of a medical clinic, retailer and MRO operator to respond to individual
service journeys is limited by the natural inertia of capacitated service systems
to respond to demand. Therefore, as the adoption of the technology suite raises
expectations of prompt intervention, there will be increasing pressure on service
systems to implement lean practices, process improvements and finite capacity
scheduling that will enhance the ability of the systems to respond to demand
volatility. Furthermore, the owners of service systems must adapt to operating
within a service ecosystem that enables actors to enter and leave any single service
system as their individual engagement decisions dictate (see Fig. 2). However, the
inertia of the service system constrains the rate of change of capability, capacity
and inventory. These constraints exist in all service systems. Different actors in
a service engagement experience different levels of agility in resource allocation,
which implies different priorities for scheduling the engagements.

Given the limitations and expense of process improvements, we can assert that
ultimately, patient and medical clinic, customer and retailer, asset owner and MRO
facility will have to cooperate to adjust the scheduling of engagements in consid-
eration of the values and constraints of all actors. This will require combinations
of scheduling advances or delays of some interventions to compromise among the
performance measures of all actors. In this way, the service systems becomes truly
co-creative. All service systems need to co-decide the engagement decisions with
actors, jointly making use of the technology suite. In summary, each engagement
decision must be modeled and executed as joint, adaptive, stochastic and perhaps
fuzzy decisions among all actors who are involved in the associated service activity.
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Predicting Call Center Performance
with Machine Learning

Siqiao Li, Qingchen Wang and Ger Koole

Abstract In this paper we present a simulation-based machine learning framework
to evaluate the performance of call centers having heterogeneous sets of servers and
multiple types of demand. We first develop a simulation model for a call center with
multi-skill agents and multi-class customers to sample quality of service (QoS) out-
comes as measured by service level (SL).We then train a machine learning algorithm
on a small number of simulation samples to quickly produce a look-up table of QoS
for all candidate schedules. The machine learning algorithm is agnostic to the simu-
lation and only uses information from the staff schedules. This allows our method to
generalize across different real-life conditions and scenarios. Through two numer-
ical examples using real-life call center scenarios we show that our method works
surprisingly well, with out-of-sample fit (R-squared) of over 0.95 when comparing
the machine learning prediction of SL to that of the ground truth from the simulation.

1 Introduction

Call centers, as a typical large-scale service system, has attracted attention from the
operations research (OR) community for more than 20 years. An important problem
in OR is workforce scheduling, which in general can be categorized into 4 steps [1]:

1. Forecasting: predicting the arrival rates of each customer type over the planning
horizon based on historical data.

2. Staffing: determining the minimum number of agents needed to meet a required
quality of service (QoS) in each period (e.g., intervals). In practice, QoS can be
measured in various ways such as the abandon rates, average response time (i.e.,
waiting time), etc.
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3. Shift scheduling: determining the number of agents assigned to each shift for
each agent group.

4. Rostering: assigning employees to the shifts.

In this paper we focus on steps 2 and 3 and introduce a simulation-based machine
learning framework to predictQoSmeasurements.Ourmethod can lead to an efficient
way of solving the staffing and shift scheduling problem integrally.

A fundamental challenge in staffing and scheduling service systems is reaching
certain QoS targets at minimum costs. This challenge becomes particularly com-
plicated when considering call centers that have multi-skill agents and multi-class
customers with heterogeneous arrival rates, as we need to decide the staffing level
with the best configuration of multi-skill agents over the planning horizon with con-
sideration of shift types. To exploit the flexibility to choose staffing levels in different
time periods (e.g., intervals) so that the scheduling costs can be minimized, we con-
sider the staffing and shift scheduling problem integrally.

Due to the complexity, few papers have studied the integrated problem in a multi-
skill multi-class setting. The key difficulty is the lack of closed-form expressions for
QoS measurements. To cope with this, the papers that study the integrated problem
either rely on simulation [2, 3] or approximate the QoS by modeling the system
into certain existing mathematical models such as fluid models or queuing models
[4]. The advantages of using simulation are multi-folded: it tends to produce more
reliable results [4, 5], takes into consideration the transient effects between intervals,
allows for more diversified QoS measurements, and makes fewer assumptions so
as to be more realistic. On the contrary, LP approximations which mostly based on
fluid models and queueing models, often need strict conditions such as heavy-traffic
systems, short service times, impatient customers, and specific routing policies. Thus
it can be less robust and is difficult to apply in practice.Moreover, modern call centers
are not dealing only with calls, but also include other channels such as email and
chat. Unfortunately, simulation methods can be very time consuming, which is a
significant drawback in practice as it is common for practitioners to iterate multiple
times between shift scheduling and rostering. In these cases, it is important to have
a reliable staffing and shift scheduling method with short computation times.

As a result, we wonder whether there is an approach that can efficiently (i.e.,
quickly with acceptable accuracy) estimate the QoS measurements without strict
assumptions. This paper proposes the following approach: introducing a machine
learning algorithm that is trained on simulation results to predict the QoS measure-
ments.More specifically, we first develop a general simulationmodel for call centers,
and under any given scenario, we randomly generate a number of possible schedules
with their corresponding QoS. The computational burden in this stage is not heavy
as it does not need to be in real time. Subsequently, we train a machine learning
algorithm on these schedules and are then able to quickly produce a “look-up table”
with the QoS of all possible schedules. In this way, we can take advantage of the
simulation method without having to bear the costs of long computation times.
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2 Model

In this section, we provide a general description of our problem, based on which a
simulation model is built.

We consider a call center where arriving customers are categorized in I types of
service: {1, …, I}. These customers can be calls, emails or chats that are served
by agents divided into G groups: {1, …, G}. Agents within the same group have
the same skill set, which gives the subset of service types that this agent can serve.
Finally, there areK different shifts: {1,…,K}. The schedule then can be represented
by ng,k which is the number of agents staffed to group g, and shift k. With respect to
the QoS measurement, we choose the service level (SL), which is most commonly
used in call centers. It is defined as the proportion of customers who wait less than a
given time threshold, also known as the acceptable waiting time (AWT), over a time
period. In practice, managers often pay attention to daily or weekly SL of each call
type. Sometimes, they also evaluate several service types together as a set. In future
work, other QoS measurements can be included easily if needed.

We do not assume any particular arrival process, service time distribution, or
patience distribution, insteadwe only need to be able to simulate them. In practice, the
arrival rates are normally derived from the forecast results, and redials and reconnects
can also be included.We only assume that service within the same typewill be served
in a First Come First Served (FCFS) basis.

In the multi-skill multi-class environment, the choice of routing rules is also
important for achieving good system performance. Again, we do not need to restrict
our model to a specific routing policy. Later, we present the performance of our
proposed approach by comparing two scenarios derived from real call centers, where
static priority is used and preemption is allowed for some call types: once an agent
starts serving a call, there can be an interruption by other calls with higher priorities.

The goal of this paper is to approximate the simulation with a machine learning
algorithm so that a near optimal schedule can be found efficiently. To do so, once the
simulation model is validated, we can model the simulation outcomes as a prediction
problem, and then train a machine learning algorithm to predict SL outcomes for
each scenario and schedule.

3 Machine Learning Approach

In order for the formulation to be generalizable to different scenarios and be invariant
to simulation details, we only use information relating to the scheduling decision
variables. Since SL is a continuous variable between 0 and 1, we model this as
a regression problem and minimize the sum of squared error (SSE) between the
true and predicted SL values of simulated samples during the training process. The
general formulation of our problem can be written as:
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where S is the total number of simulated samples, and nsg,k is the number of staff for
skill group g scheduled in interval k.

Note that nsg,k can be derived easily from the agent schedules.
f is a function that produces a SL prediction for inputs of a given staffing policy.

An example of a function f that can minimize the SSE is least squares regression,
where optimalweights for a linear combination of the staffingvariables are computed.
However, although we expect changes in SL to be monotonic with changes in the
number of staff scheduled, least squares regression is not a suitable function to
approximate the call center staffing problem due to non-linearity of SL in response
to the number of staff.

We use Gradient Boosted Decision Trees (GBDT) for this problem [6]. It is also
known by other names such as Multiple Additive Regression Trees (MART), Gradi-
ent Boosting Machine (GBM) or Tree Boosting. They all refer to the same technique
which applies an algorithmcalledGradientBoosting that uses classification or regres-
sion trees (CART) as base learners [7]. GBDT is an iterative algorithm and it works
by training a new regression tree for every iteration to minimize the residual of pre-
dictions made by the previous iteration. The predictions of the new iteration are then
the sum of the predictions made by the previous iteration and the prediction of the
residual made by the newly trained regression tree in the new iteration.

GBDT is one of themost powerful machine learning algorithms and has been used
towinmost of the recent predictive analytics competitions [8]. It is alsowell suited for
the problem of predicting SL from staff schedules. Unlike least squares regression,
GBDT is both non-linear and non-parametric, and is able to exploit interactions
between input variables. In this paper we use a fast and accurate implementation of
GBDT called Light GBM, which is currently used in most solutions to data science
challenges [9].

4 Numerical Experiments

We perform numerical experiments using two simulation scenarios to test the per-
formance of machine learning predictions of SL in approximating the SL outcomes
from the simulations. Both scenarios are derived from real-life call centers. The first
scenario is fairly simple and is meant to be an easy case for the machine learning
approximation. The second scenario is complex and is intended to test the capabili-
ties of the machine learning solution in large-scale and highly complicated scenarios.
In our case, we are trying to evaluate the SL of given schedules so that useful train-
ing data is expected to have well-distributed SL outputs and a good coverage of all
shift types. To avoid simulation runs with poor coverage, we need to decide some
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scheduling parameters based on the given scenarios before generating random sched-
ules: the upper/lower bound (U, L) of the total assigned agents, and the maxi-
mal/minimal (u, l) number of agents assigned to each combination of shifts and
agent groups. Moreover, the agents are assigned to the combinations in a random
order to avoid bias.

Scenario 1 is from a mid-sized English call center that has only inbound calls,
in five different languages. Five corresponding agent groups are considered, one for
each language, but the non-English groups are also able to handle English calls but
with a lower priority. No interruptions are allowed. We randomly simulate 10,000
scheduleswithin the constraints ofU�150, L�20, u�10, and l�0.Weekly SLs are
measured by the proportion of the customers who wait less than their corresponding
AWTs among all customers of a week.

Scenario 2 is designed by combining several mid-sized call centers. In total, we
have 29 service types and 23 agent groups. Service types include 16 inbound call
channels, 6 chat channels, and 7 email channels. The attributes of these service types
vary greatly, including workload, arrival profiles, average service time, and patience.
This results in highly complex relationships between staff schedules and SL. Chats,
calls, and emails are differentiated as follows.

Chats and calls are real time, but multiple chats can be handled in parallel by
a single agent. When the maximum number of parallel chats is limited (e.g., to 2
or 3), the service time distributions will not depend much on the current level of
concurrency. The reason is that customers also need time to reply and this time can
be used by the agent to respond to other customers. Emails are not answered in real
time so customers do not abandon. Usually the AWT of emails is much longer than
calls so they do not need to be handled within the interval of arrival. However, the
waiting time of an email customer also includes the service time since they “wait”
until they receive the answer.

Among the 23 agent groups, most of the groups’ skill sets are overlapping and 4
groups are independent from others. The routing rule we used is still a static priority
policy, but some emails can be interrupted by calls. Since this scenario ismuch bigger
than the first one, we generated 20,000 random schedules with U�500, L�20, u�
100, l�0.

5 Results

We present the results of the numerical experiments. For each scenario, we randomly
selected 70% of the simulated samples to train the machine learning algorithm and
test its performance on the other 30% of the samples. GBDT is able to perfectly fit
any dataset it is trained on, so we must hold out a subset of the original dataset to
test its performance. The goal of this paper is not to assess the ability of GBDT to
reproduce simulation outcomes for samples it has already seen, but for samples it
has not seen. The 30% of the samples that are held out can also be interpreted as how
well GBDT can approximate the simulation in practice.
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Table 1 GBDT performance
on simulation data

Evaluation metric Scenario 1 Scenario 2

MAE 0.035 0.013

MAPE (%) 12.46 34.51

WAPE (%) 4.72 11.67

R2 0.977 0.955%

N 3000 6000

In order to improve the performance of GBDT we also included two additional
sets of variables, vs1 � ∑K

k�1 n
s
k for each skill group g and vs2 � ∑G

g�1 n
s
g for each

shift k to function f in Eq. (1). These variables are aggregates of the staffing numbers
in Eq. (1) and helps to guide GBDT to better solutions with fewer training iterations.

Table 1 presents the performance of GBDT on predicting SL for the numerical
experiment. For the 30% of the simulated samples that we use to evaluate perfor-
mance, we compute the mean absolute error (MAE), mean average percent error
(MAPE), weighted average percent error (WAPE), and the coefficient of determina-
tion R2 between the predicted and actual SL outcomes.

The error rate in Scenario 1 is quite low with MAE of 0.035, while the MAPE is
substantially higher at 12.46%. This is due to the samples with low SL which have
higher MAPE values as compared to MAE. The 4.72% WAPE is more telling as it
weighs samples by their SL values, and the predictions have an R2 value of 0.977
which shows a strong fit. Overall this suggests that GBDT is able to perform very
well on predicting SL for small-to-mid-sized call centers that are similar to Scenario
1. GBDT’s performance on Scenario 2 is more complicated. Although MAE is low
at only 0.013, the MAPE is very high at 34.51% due to large number of samples with
very low SL, and even the WAPE is very high at 11.67%. However, the low SL is a
result of how complex Scenario 2 is, and even though GBDT’s performance is worse,
it is still a better option than relying on simulations in real time to find acceptable
solutions due to the large parameter space of 29 service types and 23 agent groups.

6 Conclusion

This paper presents a machine learning approach to evaluating call center staffing
schedules for the integral staffing and shift scheduling problem. This is a challenging
problem due to the lack of closed-form QoS measurements which leaves simulation
as the best existing method to evaluate staffing schedules. However, simulation is
slow and therefore cannot be used for real-time optimization of staffing schedules for
large call centers, leaving faster methods to be desired. Our approach uses Gradient
Boosted Decision Trees (GBDT) to train a prediction model on simulation samples
that are generated offline for the purpose of evaluating staffing schedules online. We
show that GBDT performs very well on a numerical example of a small-to-mid-sized
call center and moderately well on a numerical example of a large and complex call
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center. Both are promising and can potentially allow for real-time optimization of
staffing and shift schedules.
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Information Directed Policy Sampling
for Partially Observable Markov
Decision Processes with Parametric
Uncertainty

Peeyush Kumar and Archis Ghate

Abstract This paper formulates partially observable Markov decision processes,
where state-transition probabilities andmeasurement outcome probabilities are char-
acterized by unknown parameters. An information theoretic solution method that
adaptively manages the resulting exploitation-exploration trade-off is proposed.
Numerical experiments for response guided dosing in healthcare are presented.

1 Background and Problem Statement

A Markov decision process (MDP) is a tuple M = (S, A, T, R, N ). Here, S is a
finite set of states; A is a finite set of actions; T denotes the transition proba-
bility function T (s ′|s, a), for s, s ′ ∈ S and a ∈ A; R denotes the reward function
R(s ′|s, a), for s, s ′ ∈ S and a ∈ A; and N < ∞ is the planning horizon [7]. A
decision-maker observes the state st ∈ S of a system at stage t ∈ {1, 2, . . . , N } and
then chooses an action at ∈ A. The system then evolves to a state st+1 ∈ S with
probability T (st+1|st , at ). The decision-maker collects a reward R(st+1|st , at ). This
process repeats until the end of stage N . A policy trajectoryπ = (π1,π2, . . . ,πN ) is a
decision-rule that assigns actionsπt (st ) ∈ A to states st ∈ S, for t = 1, 2, . . . , N . The
decision-maker’s objective is to find a policy trajectory π = (π1,π2, . . . ,πN ) that
maximizes the expected reward Jπ(s1) = E[∑N

t=1 R(st+1|st ,πt (st ))]. MDP models
of problems-of-interest to the Service Science community in health care, transporta-
tion, energy, supply chain management, inventory control, and revenue management
are discussed in [1, 6, 7]. For instance, in inventory control, the state often cor-
responds to the inventory level, the decision is the order quantity, the transition
probabilities are defined by the uncertainty in demand, and the rewards correspond
to revenue minus inventory holding and shortage penalty costs.

In some MDPs, the state is not observable; the decision-maker instead has access
to imperfect measurements. A typical example is medical treatment planning, where
the doctor makes measurements that provide information about a patient’s health
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state. Such systems can be modeled as Partially Observable Markov decision pro-
cesses (POMDPs) [2], which are described by a tuple Q = (S, A, T, R, N , O, Z).
Here, O is the finite set of possible measurements and Z represents the measurement
probability function Z(ot+1|st+1, at ). This equals the probability that the measure-
ment outcome at the beginning of stage t + 1 is ot+1, given that the system state is st+1

after choosing action at . This POMDP can be reformulated into anMDPwhose state
is defined as xt = (x1t , . . . , x

|S|
t ), where xit is the probability that the actual system

state is i ∈ S at stage t . These so-called “belief states” belong to the |S|-dimensional
probability simplex X = {x ∈ R

|S|
+ | ∑i x

i = 1}, and their evolution can be described
as follows. Let P(ot+1|xt , at ) = ∑

st+1∈S Z(ot+1|st+1, at )
∑

st∈S T (st+1|st , at )xt (st )
denote the probability that the next observation will be ot+1 given that action at was
chosen in belief state xt . Moreover, let φst+1(xt , at , ot+1) denote the probability that
the next state is st+1 given that action at was chosen in belief state xt and obser-
vation ot+1 was made. Standard algebraic manipulations using the Markov prop-

erty and Bayes’ theorem yield φst+1(xt , at , ot+1) =
(
Z(ot+1|st+1, at )

∑
st∈S T (st+1

|st , at )xt (st )
)
/P(ot+1|xt , at ). Let φ(xt , at , ot+1) ∈ X denote the |S|-dimensional

vector formed by collating probabilities φst+1(xt , at , ot+1) across st+1 ∈ S. In other
words, φ(xt , at , ot+1) is the new belief state when the decision-maker observes ot+1

after choosing action at in belief state xt . Bellman’s backward recursive equations of
dynamic programming for this belief state-basedMDP reformulation of the POMDP,
and standard algorithms for their solution are available in the literature [2]. POMDP
models of problems-of-interest to the Service Science community in health care,
military, scheduling, communications, and quality control are reviewed in [5].

This paper focuses on POMDPs wherein the decision-maker does not know the
transition probability function T and themeasurement probability function Z . Specif-
ically, let � be a finite set whose elements λ index the possible transition probability
functions Tλ. Similarly, let � be a finite set whose elements θ index the possible
measurement probability functions Zθ. The family of possible POMDPs thus is
Qλ,θ = {S, A, Tλ, R, N , O, Zθ}. The “true” POMDP is Qλ∗,θ∗ , where λ∗ ∈ � and
θ∗ ∈ �. The decision-maker does not know λ∗, θ∗. The decision-maker begins with
prior belief probability mass functions (pmfs)α1(·) on λ and β1(·) on θ. This induces
a joint belief pmf δ1(·, ·) on the pair (λ, θ). This joint pmf is updated via Bayes’ The-
orem as measurements drawn from the true probability function Zθ∗ are observed
starting from an initial belief state x1 ∈ X . The decision-maker wishes to learn λ∗, θ∗
while maximizing expected reward. This problem is termed a POMDP with para-
metric uncertainty in this paper.

We recently proposed Information Directed Policy Sampling (IDPS) for MDPs
with parametric uncertainty [4]. IDPS is based in information theory. At each stage,
it requires the decision-maker to solve a convex problem to minimize a so-called
information ratio. The numerator of this ratio equals the square of the expected
regret of distributions over policy trajectories. The denominator equals the expected
mutual information between the resulting system-state trajectory and the parameter’s
posterior. Thus, IDPS attempts to explicitly manage the exploration (denominator)
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versus exploitation (numerator) trade-off inMDPswith parametric uncertainty. IDPS
for MDPs was an extension of Information Directed Sampling, which was originally
proposed for bandit problems [8]. Here, we further generalize IDPS to POMDPs
with parametric uncertainty.

2 Information Directed Policy Sampling

To generalize IDPS to POMDPs, we need new notation. A policy trajectory π =
(π1,π2, . . . ,πN ) is a sequence of functions πt : X → A; function πt assigns an
action from A to each possible belief state xt in stage t . The uncountable set of all
such policy trajectories is denoted P . Let πt = (πt ,πt+1, . . . ,πN ) denote the tail
of a policy trajectory π. The set of tail policy trajectories is denoted by P t . Also
let π∗

λ,θ = (π∗
1,λ,θ, . . . ,π

∗
N ,λ,θ) denote an optimal policy trajectory for POMDPQλ,θ.

Similar to Sect. 1, define

φst+1,λ,θ(xt , at , ot+1) =
(
Zθ(ot+1|st+1, at )

∑

st∈S
Tλ(st+1|st , at )xt (st )

)
/Pλ,θ(ot+1|xt , at )

(1)
as the probability that the next state is st+1 given, xt , at , ot+1 in POMDPQλ,θ. Here,
we use subscripts λ, θ to denote quantities arising from POMDP Qλ,θ.

The information gain between two random variables W and Y is defined by
I (W ; Y ) = ∑

w,y P(w, y) ln P(y|w)

P(y) , where the letter P denotes the appropriate joint,
conditional, andmarginal distributions. In our POMDP context,W takes values in the
parameter set� × �, while Y takes values from observation tuples (ot+1, . . . , oN+1)

when policy πt is implemented starting in belief state xt . The pmf of Y is denoted by

Pπt

λ,θ(ot+1, . . . , oN+1|xt ) = Pπt

λ,θ(ot+2, . . . , oN+1|ot+1, xt )P
πt

λ,θ(ot+1|xt )
= Pπt

λ,θ(ot+2, . . . , oN+1|ot+1, xt )Pλ,θ(ot+1|xt ,πt (xt ))

= Pπt

λ,θ(ot+2, . . . , oN+1|xt+1, ot+1, xt )Pλ,θ(ot+1|xt ,πt (xt ))

= Pπt+1

λ,θ (ot+2, . . . , oN+1|xt+1)Pλ,θ(ot+1|xt ,πt (xt ))

...

=
N∏

�=t

Pλ,θ(o�+1|x�,π�(x�)).

The information gain is thus given by
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gt (π
t |xt , δt ) =

∑

λ∈�
θ∈�

∑

ot+1,...,oN

( N∏

�=t

Pλ,θ(o�+1|x�,π�(x�))

)

δt (λ, θ) ln

⎡

⎢
⎢
⎢
⎣

∏N
�=t Pλ,θ(o�+1|x�,π�(x�))

∑

λ∈�
θ∈�

∏N
�=t Pλ,θ(o�+1|x�,π�(x�))δt (λ, θ)

⎤

⎥
⎥
⎥
⎦

.

(2)

Define R̃λ,θ(ot+1|xt , at ) as the expected reward earned in stage t upon choosing
action at in belief state xt and observing ot+1 in POMDP Qλ,θ. That is,

R̃λ,θ(ot+1|xt , at ) =
∑

st+1

∑

st

R̃λ,θ(ot+1|xt , at , st+1, st )Pλ,θ(ot+1, st+1, st |xt , at )

=
∑

st+1

∑

st

R̃λ,θ(ot+1|at , st+1, st )Pλ,θ(ot+1, st+1|st , xt , at )Pλ,θ(st |xt , at )

=
∑

st+1

∑

st

R(st+1|st , at )Pλ,θ(ot+1|st+1, st , xt , at )Pλ,θ(st+1|st , xt , at )Pλ,θ(st |xt , at )

=
∑

st+1

∑

st

R(st+1|st , at )Zθ(ot+1|st+1, at )Tλ(st+1|st , at )xt (st )

=
∑

st+1

Zθ(ot+1|st+1, at )
(∑

st

R(st+1|st , at )Tλ(st+1|st , at )xt (st )
)
.

Now let V ∗
t (λ, θ|xt ) = ∑N

�=t R̃(o�+1|x�,π
∗
� (x�)) denote the expected tail reward

accumulated on implementing an optimal policy in POMDP Qλ,θ starting in belief
state xt , if the realizedmeasurement outcomes trajectory equalsot+1, ot+2, . . . , oN+1.
LetU ∗

t (λ, θ|xt )denote the expected value ofV ∗
t (λ, θ|xt )with respect to the stochastic

trajectory ot+1, ot+2, . . . , oN+1. Similarly, Vt (λ, θ,πt |xt ) = ∑N
�=t R̃(o�+1|x�,

π�(x�)) for any tail policy πt , and Ut (λ, θ,πt |xt ) is its expected value; Ut (λ, θ,
πt |xt ) = E

(ot+1:oN+1)∼Pπt
λ,θ(ot+1:oN+1|xt )[Vt (λ, θ,πt |xt )], and U ∗

t (λ, θ|xt ) is defined sim-

ilarly. The expected regret of implementing tail policy trajectory πt starting in belief
state xt and posterior δt is defined as

�t (π
t |xt , δt ) = E

(λ,θ)∼δt

[
U ∗

t (λ, θ|xt ) −Ut (λ, θ,πt |xt )
]
. (3)

Let Dt denote the set of all probability distributions ν t over tail policies in P t .
Then, given the pair (xt , δt ) at the beginning of stage t , the expected regret and
expected information gain are given by

�t (ν
t |xt , δt ) = E

πt∼ν t
[�t (π

t |xt , δt )], (4)

and
gt (ν

t |xt , δt ) = E
πt∼ν t

[gt (πt |xt , δt )]. (5)
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The information ratio is defined as

�t (ν
t |xt , δt ) = (�t (ν

t ))2

gt (ν t )
. (6)

The decision-maker then solves the convex problem

ν t
∗ ∈ argmin

ν t∈Dt
�t (ν

t |xt , δt ). (7)

The resulting procedure is summarized in Algorithm 1. A worst-case regret bound
for this algorithm is derived in the first author’s doctoral dissertation [3] by extending
our proof of a similar bound for MDPs [4].

IDPS is a forward approximate solution procedure that only computes decisions in
belief states encountered during run-time. It does not compute an entire policy. This is
common in POMDPsolution procedures because the belief state space is uncountable
and hence the full policy cannot be stored. This procedure is implemented next on a
medical treatment planning problem.

Algorithm 1 Information Directed Policy Sampling
Require: POMDPs Qλ,θ = {S, A, Tλ, R, N , O, Zθ} for λ ∈ � and θ ∈ �. Prior pmf δ1(·, ·) =

α(·)β(·). Initial belief state x1.

1: function IDPS
2: for episode k = 1, 2, 3, . . . do
3: Set t = 1.
4: Initialize x1; and prior δ1(·, ·) ← δN+1(·, ·) if k > 1.
5: repeat
6: Compute distribution ν t∗ = argmin

νt∈Dt
�t (ν

t |xt , δt ).
7: Sample πt = (πt , . . . ,πN ) ∼ ν t∗.
8: Implement action πt (xt ).
9: Observe ot+1 drawn from Pλ∗,θ∗ (·|xt ,πt (xt )).
10: Estimate xt+1 using

E
(λ,θ)∼δt

[
Zθ(ot+1|st+1,πt (xt ))

∑
st∈S Tλ(st+1|st ,πt (xt ))xt (st )

Pλ,θ(ot+1|xt ,πt (xt ))

]

, ∀st+1.

11: Update δt+1(λ, θ) ∝ Pλ,θ(ot+1|xt ,πt (xt ))δt (λ, θ), for λ ∈ � and θ ∈ �.
12: t ← t+1
13: until end of horizon N
14: end for
15: end function
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3 Numerical Experiments on Response-Guided Dosing

The partially observable response-guided dosing problem is recalled from the first
author’s doctoral dissertation. Consider a treatment course with N sessions indexed
by t . The disease state in session t is Xt , and the treatment’s side effect is Yt . Dis-
ease state Xt is an integer from the interval [0,m]; larger values represent worse
disease states. Side effect states Yt are also integers from the interval [0, n]; larger
values represent worse side effects. A dose dt is chosen for a session after measuring
ot = (oX,t , oY,t ). Themeasured disease scores oX,t take integer values in [0,mo]. The
measured side effect oY,t takes integer values from [0, no]. Doses dt are integers from
[0, d̄], where d̄ < ∞ is the maximum permissible dose. The disease state and side
effects evolve according to a transition probability distribution shown in Table1. The
measurement outcome probability for the disease scores is Z X (ox,t+1|xt+1, dt ) =
B(ox,t+1), where B(ox,t+1) is the Binomial distribution Box,t+1(n

′, 0.5) with n′ =
2(�mo

m �xt+1 + 0.05(d̄ − dt )). Similarly, the measurement outcome probability for
side effects is ZY (oy,t+1|yt+1, dt ) = B′(oy,t+1), where B′(oy,t+1) is a Binomial
distribution Boy,t+1(n

′′, 0.5) with n′′ = 2(� no
n �yt+1 + θdt ). The joint measurement

outcome probability is given by Z(ot+1|(xt+1, yt+1), dt ) = Z X (ox,t+1|xt+1, dt ) ×
ZY (oy,t+1|yt+1, dt ). The patient’s utility function was assumed to take the
R(st+1|st , dt ) = cX (Xt+1, qX ) + cY (Yt+1, qY ) − cdt , where

cX (Xt , qX ) = 1

mqX
(mqX − XqX

t ),

and

cY (Yt , qY ) = 1

nqY
(nqY − Y qY

t ).

The function cX (Xt , qx ) represents the patients utility while being in disease state Xt ;
the function cY (Yt , qY ) represents the patient utility with side effect Yt . The higher
disease/side effect states imply lower utility for the patient, as can be observed in
the function forms. The last term cdt represents the patient’s disutility on receiving
higher doses.

For our numerical simulations, we employed mo = no = 6, m = n = 3, c =
6, qX = qY = 2, k = 0.05, and d̄ = 3. The decision-maker knows that θ ∈ � =
{0.05, 0.1, . . . , 0.4, 0.45}, and λ ∈ � = {0.05, 0.1, . . . , 0.45}. Figure1 plots the
posterior of the true parameter averaged over 50 runs for IDPS and Thompson Sam-
pling with 25 sessions. The figure shows that IDPS learned faster than Thompson
Sampling. Figure2 plots the cumulative reward for IDPS and Thompson Sampling.
The figure shows that IDPS earned higher rewards than Thompson Sampling.
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(a) λ = 0.05, θ = 0.05 (b) λ = 0.05, θ = 0.25

(c) λ = 0.05, θ = 0.45 (d) λ = 0.20, θ = 0.05

Fig. 1 Unknown transition and measurement outcome distributions: posterior for true parameter
values

(a) λ = 0.05, θ = 0.05 (b) λ = 0.05, θ = 0.25

(c) λ = 0.05, θ = 0.45 (d) λ = 0.20, θ = 0.05

Fig. 2 Unknown transition and measurement outcome distributions: averaged cumulative reward
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4 Conclusions

Wepresented an extension to POMDPsof our recentwork on an information theoretic
approach to learning in MDPs with parametric uncertainty. Our framework models
a decision-maker who is uncertain about parameters that characterize the transition
and measurement outcome probabilities in a POMDP. The decision-maker begins
with a prior on these parameters, and, at each time-step, implemented an action
prescribed by a policy that minimizes the information ratio. This calls for solving a
convexprogram in an attempt to optimize the explorationversus exploitation trade-off
that is at the heart of sequential learning problems. The system then stochastically
evolves to a new state, a new measurement is acquired, and the prior is updated
using Bayes’ formula. We presented an idealized version of the algorithm where
all calculations were assumed to be performed exactly. This is implementable for
small problems. Future work could focus on designing computationally efficient,
approximate versions of our approach, which could scale to large problems.

Acknowledgements This research was funded in part by the National Science Foundation via
grant CMMI #1536717.

References

1. Boucherie R, vanDijkNM.Markov decision processes in practice. Basel, Switzerland: Springer;
2017.

2. Krishnamurthy V. Partially observed Markov decision processes. Cambridge, United Kingdom:
Cambridge University Press; 2016.

3. Kumar P. Information theoretic learningmethods forMarkov decision processes with parametric
uncertainty. Ph.D. thesis, University of Washington, Seattle; 2018.

4. Kumar P, Ghate A. Information directed policy sampling for Markov decision processes with
parameteric uncertaint. unpublished; 2018.

5. LovejoyWS.A survey of algorithmicmethods for partially observedMarkov decision processes.
Ann Oper Res. 1991;28(1):47–65.

6. PowellWB.Approximate dynamic programming: solving the curse of dimensionality. Hoboken,
NJ, USA: Wiley; 2007.

7. Puterman ML. Markov decision processes: discrete stochastic dynamic programming. New
York, NY, USA: Wiley; 1994.

8. Russo D, Van Roy B. Learning to optimize via information directed sampling. Oper Res.
2017;66(1):230–52.



Buffered Probability of Exceedance
(bPOE) Ratings for Synthetic
Instruments

Giorgi Pertaia and Stan Uryasev

Abstract Credit Rating is an important characteristic of company in financial mar-
ket. Investors determine the appropriate yields (required return) for the assets such
as Bonds and CDO tranches, based on credit rating. Current methodology for mea-
suring credit rating for synthetic instruments is based on probability of exceedance
concept. The probability of exceedance has several drawbacks as a measure of risk.
The most important is that it does not measure the magnitude of loss in the event of
default. Therefore, financial instruments with very different exposures in the event
of default may have the same rating. This paper illustrates, how the new measure
called Buffered Probability of Exceedance (bPOE) can be used to calculate the credit
ratings. The bPOE has exceptional qualitative and quantitative characteristics, com-
pared to the probability of exceedance. bPOE is sensitive to the thickness of the tail
of the loss distribution. Therefore, the exposure in the event of default impacts the
ratings based on bPOE.

Keywords Buffered probability of exceedance · bPOE
Probability of exceedance · POE · Conditional Value-at-Risk · CVaR · Ratings
Collateralized debt obligation · CD

1 Introduction

Credit ratings are widely used by investors to assess the credit risk of a security.
Currently there are three major credit rating providers (known as “Big Three”):
Moody’s, Standard and Poor’s and Fitch Group. These agencies rate various financial
instruments, including so called synthetic instruments. In finance, a synthetic instru-
ment or position, is a way to create the payoff of a financial instrument using other
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financial instruments. The financial crisis of 2008 showed that credit ratings might
not measure the risk appropriately for synthetic instruments such as Collateralized
Debt Obligations (CDOs). One such case was the American International Group
(AIG), a financial institution that purchased a significant number of CDOs tranches.
The U.S. Government had to bailout AIG for $85 billion and bought 80% of its
equity. Rating agencies use an approach based on risk measure called Probability of
Exceedance (POE). For a random variable X and some threshold x POE is defined
as P(X > x).

This paper suggests a new rating model based on the Buffered Probability of
Exceedance (bPOE), that is an improvement compared to the current POE based
model. POE based rating do not measure the exposure in the case of default. If one
instrument has a heavy-tailed loss distribution, while other one has light-tailed dis-
tribution, under POE based rating, they can have the same rating (in some cases,
instrument with heavy-tailed loss might even have higher rating). bPOE based rating
model will assign lower rating to the instruments with the heavy tails, thus remov-
ing incentive to accumulate low default probability but high exposure assets, as it
happened with AIG.

2 Current Rating Models

Rating agencies have been collecting the default statistic of the rated companies for
decades. The agencies publish the tables of default probabilities for each rating class
over a given time horizon. Table 1 gives the Standard and Poor’s default probability
table. For example, BBB rating corresponds to a financial instrument with 1 year
probability of default (PD) satisfying the inequality 0.08% < PD < 0.23%.

Ratings models for synthetic instruments are quite complicated because of var-
ious assumptions and approaches involved in modeling of underlying instruments.
However, the approach for issuing the rating, when simulation model is built, is quite
simple. We will explain this approach with an example based on the Merton model.
Suppose that a firm finances its operation by issuing a single zero-coupon bond with
face value BT payable at time moment T . It is assumed that at every time moment
t ∈ [0, T ], the company has total assets At , following Geometric Browning motion
dynamics.

Merton model assumes that the default of the company occurs when the firm has
no capital (equity) to pay back the debt holders. Because the only payment the zero-
coupon bond makes is at time T, that is the only moment when the default can occur.
It is straightforward to calculate the probability of default (PD) for a given firm. The
probability of default at time T is

P(de f ault) � P(AT < BT ) (1)

Formula (1) can be rewritten in terms of POE by changing the sign of assets and
liabilities,



Buffered Probability of Exceedance (bPOE) Ratings … 213

Ta
bl
e
1

PD
as

a
fu
nc
tio

n
of

ra
tin

g
(p
ub
lis
he
d
by

St
an
da
rd

an
d
Po

or
’s
).
T
he

PD
is
m
ea
su
re
d
ov
er

a
gi
ve
n
tim

e
ho
ri
zo
n

A
ve
ra
ge

cu
m
ul
at
iv
e
de
fa
ul
tr
at
es

fo
r
co
rp
or
at
es

by
re
gi
on

(1
98
1–
20
15
)
(%

)

T
im

e
ho
ri
zo
n
(y
ea
rs
)

R
at
in
g

1
2

3
4

5
6

7
8

9
10

11
12

13
14

15

U
.S
.

A
A
A

0.
00

0.
04

0.
17

0.
29

0.
42

0.
54

0.
59

0.
67

0.
76

0.
86

0.
90

0.
95

1.
00

1.
10

1.
21

A
A

0.
04

0.
08

0.
18

0.
32

0.
46

0.
61

0.
76

0.
88

0.
98

1.
09

1.
19

1.
28

1.
37

1.
45

1.
55

A
0.
08

0.
21

0.
37

0.
56

0.
75

0.
97

1.
22

1.
45

1.
70

1.
95

2.
18

2.
38

2.
58

2.
75

2.
95

B
B
B

0.
23

0.
61

1.
02

1.
54

2.
10

2.
65

3.
15

3.
65

4.
15

4.
64

5.
12

5.
50

5.
86

6.
23

6.
60

B
B

0.
81

2.
51

4.
58

6.
60

8.
38

10
.1
4

11
.6
1

12
.9
6

14
.1
7

15
.2
7

16
.1
6

16
.9
4

17
.6
0

18
.1
6

18
.7
5

B
3.
93

8.
99

13
.3
9

16
.8
1

19
.5
0

21
.7
1

23
.5
5

25
.0
1

26
.2
9

27
.4
6

28
.4
4

29
.2
2

29
.9
4

30
.5
7

31
.1
9

C
C
C
/C

28
.2
1

38
.6
7

44
.5
5

48
.3
2

51
.1
3

52
.1
9

53
.3
2

54
.1
5

55
.1
8

55
.8
4

56
.4
7

57
.1
5

57
.9
2

58
.5
4

58
.5
4

In
ve
st
m
en
t

gr
ad
e

0.
12

0.
33

0.
57

0.
88

1.
19

1.
52

1.
83

2.
13

2.
42

2.
72

3.
00

3.
23

3.
45

3.
66

3.
89

Sp
ec
ul
at
iv
e

gr
ad
e

4.
13

8.
18

11
.7
2

14
.5
8

16
.9
0

18
.8
4

20
.4
7

21
.8
4

23
.0
7

24
.1
7

25
.0
8

25
.8
5

26
.5
4

27
.1
3

27
.7
0

A
ll
ra
te
d

1.
76

3.
52

5.
07

6.
37

7.
45

8.
39

9.
18

9.
87

10
.5
0

11
.0
8

11
.5
7

11
.9
8

12
.3
5

12
.6
8

13
.0
1



214 G. Pertaia and S. Uryasev

P(de f ault) � P(AT < BT ) � P(−AT > −BT )

Thus, PD is a POE of random variable −AT with threshold −BT . Table 1 can be
used to convert the PD calculated using the Merton model into a rating (e.g., if
1 year PD satisfies inequality 0.08%<PD<0.23%, then the company has BBB rat-
ing). Despite unrealistic assumptions, the Merton model provides the base for more
complex models which are widely used in the industry.

3 bPOE Ratings

We propose a newmethodology for assigning ratings to synthetic instruments, based
on the bPOE concept. bPOE with threshold v for a random variable X is equal to the
probability of the right tail of the distribution of X such that the average of this tail
is equal to v. Formally, bPOE can be defined as follows (see, [1]),

bPOE(v) � mina≥0 E[a(X − v) + 1]+ (2)

where [x]+ � max{x, 0}. bPOE is equal to one minus inverse of Conditional Value-
at-Risk (CVaR), where CVaR in the average of the tail having the probability 1− α.
Formally, CVaR is defined as follows (see, [2]),

CVaR(α) � min
C

(
C +

1

1 − α
E[X − C]+

)

By definition bPOE equals POE�1 − α of the right tail with CVaR(α) � v, see
Fig. 1.

Fig. 1 Relationship of bPOE and CVaR (the shaded region area is equal to bPOE)
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For more information about properties of bPOE see [1]. Note, the formula (2) is
considered a property of bPOE in paper [1], however, it is convenient to use it as a
definition.

For evaluation of ratings, we suggest to replace POEwith bPOE, calculated for the
same threshold. bPOE, by construction, is always greater than the POEwith the same
threshold. For example, for the standard normal distribution, bPOE is roughly 2.4
times higher than the POE with the same threshold. For the log-normal distribution
with parameters μ � 0 and σ � 1, bPOE is roughly 3.2 time higher than POE. We
propose to rescale the probabilities in the rating tables, by bPOE/POE ratio calculated
for the exponential distribution. bPOE ratings will be calculated using the intervals
from the new table. There are two reasons why exponential distribution is a good
candidate for rescaling:

1. Exponential distribution is the “demarcation line” between heavy-tailed and
light-tailed distributions. The distribution is called heavy-tailed if

lim
v→∞ eλ v

P(X ≥ v) � ∞, ∀ λ > 0.

i.e., heavy-tailed distribution has heavier tails than the exponential distribution
with arbitrary parameter λ.

2. The bPOE(v)/POE(v) ratio for the exponential distribution with arbitrary param-
eter λ > 0 and arbitrary threshold value v > EX , is constant and equal to e
�2.718… . bPOE for the exponential distribution (see [3]) equals e1−λ v . The
POE for the exponential distribution equals e−λ v, thus, the ratio of bPOE to POE
equals e.

4 Case Study

This section illustrates bPOE ratings for a CDO’s loss distribution. The data comes
from paper [4]; the dataset can be downloaded from (http://www.ise.ufl.edu/uryasev/
research/testproblems/financialengineering/structuring-step-up-cdo). This data rep-
resents a loss distribution of the underlying assets of the CDO over the period of
one year, generated by Standard and Poor’s CDO Evaluator. Figure 2 shows the
histogram of the loss distribution.

We take threshold values of 0.12 and 0.15 to illustrate bPOE ratings. The POEs
for the threshold values 0.12 and 0.15 are 2.73% and 0.8% respectively. Based on
the Standard and Poor’s ratings, 2.73% falls into the B rating bracket, because it
is within the following interval 0.81%<2.73%<3.93% and 0.8% fall into the BB
rating bracket, because it is within the following interval 0.23%<0.8%<0.81%.

The bPOEs for 0.12 and 0.15 threshold values are 7.24% and 2.06%. By scaling
the probabilities in the Table 1, using the exponential distribution coefficient e, we
get that the ratings are not changed for this case. The bPOE corresponding to the 0.12
threshold value falls in the interval 2.718*0.81%<7.24%<2.718*3.93% and bPOE

http://www.ise.ufl.edu/uryasev/research/testproblems/financialengineering/structuring-step-up-cdo
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Fig. 2 The histogram of the loss distribution

for 0.15 falls in the interval 2.718*0.23%<2.06%<2.718*0.81%, corresponding to
B and BB ratings respectively. The fact that ratings are unchanged means that the
loss distributions tail is similar to the tail of the exponential distribution. Therefore,
the bPOE ratings are close to the POE ratings for this dataset.

5 Summary

The paper presented the application of bPOE for defining the credit ratings. bPOE
accounts for information about magnitude of the losses in the tail of the distribution.
The paper proposed coefficient equal to e for converting existing rating probability
bounds into the bPOE rating probability bounds. The conversion factor is based on
the assumption that losses are distributed exponentially. Any loss distribution that has
heavier tails than the exponential distribution (and thus is a heavy tailed distribution),
will have lower bPOE rating than the POE based rating.
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Service Quality Assessment via Enhanced
Data-Driven MCDMModel

Vahab Vahdat, Seyedmohammad Salehi and Nima Ahmadi

Abstract Tourism and hospitality industry has brought large economical revenue
for both developing and developed countries. However, with the increase in tourists’
diversity, needs, and expectations, the need for hotels with higher quality of services
has emerged. This research evaluates and compares the quality of service in two
different types of hotels that exist in the historic cities: first, hotels that are located
in the historic sites of the city offering mostly the city architecture, culture, life
style, and local cuisines second, modern hotels that are outside the buffer zone of
the historic site, equipped with modern technology and offer more standardized ser-
vices and international cuisines. In this research, a stylized multi-phase framework
is used to assess the quality of service from a modified-SERVQUAL model. Two
sets of surveys are distributed among the hotel administrators and travelers. Using
Analytic Hierarchy Process (AHP), fuzzy set theory, and Technique for Order Pref-
erence by Similarity to the Ideal Solution (TOPSIS), the relative importance of each
SERVQUAL dimension in the hotel industry is investigated and the hotel types are
ranked accordingly. Our results indicate that hotels that are located in historic sites
are more favorable for the tourists.
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1 Introduction

Increasing customer satisfaction is the primary objective of companies to survive
in the current competitive market. Tourism is called as one of the fastest growing
industry over the past decades with no signs of slowing down in the 21st Century
[1]. But hospitality and tourism industry has been reframed in the recent years.
The presence of accommodation sharing, home-exchange, and hospitality exchange
have overshadowed hotel services around the world. For instance, Airbnb is an
accommodation sharing website that provides a platform to rent rooms or apartments
offering over 3 million lodging listing, while the company does not own any lodging.
As a consequence, although the profit of tourism industry has been soared, it does
not necessarily increase the profit of hotels and hostels. In order to increase the
attractiveness of hotels in comparison to other lodgings formats, the quality of
service in hotels should be significantly better than their adversaries. High service
quality is increasingly recognized as a critical factor in the success of travel and
tourism industry. Service quality has shown to have influences on customer loyalty,
satisfaction, and business performance [2].

Travelers’ satisfaction in hotel service industry cannot be maximized unless man-
agers understand travelers’ expectations from a provided service and measure the
quality of provided services accordingly. However, measuring service quality is dif-
ficult for many reasons. First, quality of service is evaluated voluntarily and is highly
associated with respondent judgment or biases. Individuals usually have wide range
of perceptions toward quality of service, depending on their own experience, prefer-
ences, and beliefs. Ignoring the variability in perception, many of previous research
studies have utilized conventional cardinal or ordinal scales to measure service qual-
ity. In such scale-based measurement system, scores do not necessarily represent
user preferences. This is because respondents have to internally convert preferences
to ordinal scales, and the conversion may introduce distortion of the preference
being captured [3]. Second, the service is comprised of both tangible and intangi-
ble/subjective attributes that complicate the accuracy of measurements. Examples of
unmeasurable aspect of services are the safety and comfort of a service. Additionally,
some services are perishable, inseparable, or heterogeneous that would increase the
hardship of true measurement of service quality. For instance, the airline industry
provides heterogeneous services to passengers in same flight, based on the class
categories of passenger’s ticket. While many studies have introduced toolboxes to
quantify the quality of services, non-of-them are generalizable to all service industry.
Choosing an appropriate tool that fits the needs and attributes of the hotel service
industry is essential for accurate service assessment. For this purpose, this research
modifies SERVQUAL method to fully adapt with services provided in hotels. Also,
Fuzzy set theory is used to decrease the impact of judgmental preferences to express
the perception ranges through the judgments of persons. Integrating Analytic Hierar-
chy Process (AHP) with Fuzzy set theory, his research seeks for the most important
criteria in hotel service quality. Finally, using the weights of the criteria that are
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obtained by AHP, a ranking between two types of hotels in cities with historic sites
are assessed using TOPSIS, a well-structuredmulti-criteria decisionmakingmethod.

The rest of this study is structured as follows: Sect. 2 describes the important
aspects for the assessment of service quality of hotel industry and presents the eval-
uation framework and methodology that are used in this study. Section 3 discusses
the procedure and results of empirical study by evaluating and ranking of service
quality in hotel industry in Yazd, Iran. The final results of the empirical study are pre-
sented and discussed in the Sect. 4 followed by implications and recommendations
for future research.

2 Literature Review

In this section, we present a review of the relevant literature. In the first subsection,
we explore the history and methods of service quality assessment. Then, two multi-
criteria decision making methods, AHP and TOPSIS, that are used to build this
research framework, are briefly discussed. In order to reduce the vagueness of the
qualitative assessments, we used fuzzy numbers and fuzzy theory in designing our
surveys. Last subsection of this Section surveys recent fuzzy numbers and fuzzy
theory methods.

2.1 Service Quality Assessment

Service industry constitutes over 50% of GDP in developing countries and its impor-
tance grows as the economy of developing countries evolves [4]. The importance
of service industry elevated the researchers to categorize, analyze, and evaluate the
quality of service continuously. Quality of service is used in many disciplines that
offer service to customers such as telecommunications [5, 6], healthcare [7, 8], web-
services [9], bank and insurance services [10], and so forth. One of the first ser-
vice quality classifications was developed during the 1980s where Gronroos [11]
distinguished between technical and functional service quality. Technical quality
refers to the delivery of the core service, while functional quality refers to the way
in which the customer receives the service. Lehtinen and Lehtinen [12], discussed
three distinct service quality dimensions: physical; interactive; and corporate qual-
ity. Physical quality includes the physical aspects associated with the service such
as the reception area and equipment in hotel industry. Interactive quality involves
the interaction between the customer and the service provider; and finally corporate
quality includes the firm’s image or reputation. A common notion in service quality
assessment is a comparison of what the customers feel a service provider should
offer (i.e., customers’ expectations) versus the service provider’s actual performance
[13]. This notion was created and then validated by a research conducted in [14]
using twelve groups of consumers in four different services including retail banking,
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telecommunications, securities brokerage, and product repair andmaintenance. Their
efforts has led to a newdefinition for service quality evaluation using the degree of dis-
crepancy between customers’ perceptions and expectations. Perception-expectation
gap formed a service quality assessment method called SERVQUAL that consists
of five main dimensions and total of 22 sub-dimensions: The main dimensions
include tangibles (appearance of physical elements), reliability (ability to provide
the promised service in a reliable and accurate manner), responsiveness (prompt-
ness and helpfulness), assurance (courtesy, credibility, competence) and empathy
(easy access, good communications and customer understanding). SERVQUAL is
mostly assessed with a seven-point scale surveys ranging from ‘strongly disagree’
to ‘strongly agree’. Although SERVQUAL has been substantially successful for
assessing service quality, it has been criticized on both conceptual and methodolog-
ical grounds. Some studies argue that the instability of the SERVQUAL is probably
due to the type of service sector under investigation [15]. Parasuraman et al. [16],
concede that the generalization of the five dimensional structure of service quality
remains in doubt and should be further investigated.

While SERVQUALhas beenwidely assessed in several service sectors, only a few
studies have directly evaluated thismethodwithin the context of the hospitality indus-
try [17, 18]. In an early research, Saleh and Ryan [18] applied SERVQUALmodel to
lodging services. They identified and used 33 attributes for hotel services rather than
the 22 items existed in the original SERVQUAL model. Ramsaran-Fowdar [1] also
found other sets of attributes for SERVQUAL analysis in hotel industry. Accordingly,
a shortlist of attributes related to SERVQUAL sub-dimensions are adapted from the
literature that are concise and compatible with hotel industry, as shown in Table 1.

2.2 Analytical Hierarchy Process (AHP)

Multiple Criteria DecisionMaking (MCDM) tackle the problemswithmore than one
criterion to determine the best ranking among set of feasible alternatives. Analytical
Hierarchy Process (AHP) [3] is one of the first MCDMmethods that was introduced
by Saaty [19]. AHP is a well-known technique for modeling subjective decision-
making processes based on multiple attributes and can be used in both individual
and group decision-making environments [20]. AHPhas been used in social sciences,
business administration, and service quality [2]. In AHP, multiple pair-wise compar-
isons are based on a standardized nine-point scale ranging from “equally important”
to “extremely more important” [21].

In the AHP, the problem is decomposed into smaller independent criteria where
each criterionmay have its own sub-criteria. The hierarchical model is then solved by
the evaluatorswho conduct pair-wise comparisons between criteria in each level. Fur-
thermore, the relative importance derived from these pair-wise comparisons allows
a certain degree of inconsistency within a domain. Saaty [19] used the principal
eigenvector of the pair-wise comparison matrix derived from the scaling ratio to
determine the comparative weight among the criteria [22]. The result of the pair-wise
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comparison on n criteria can be summarized in an n × n matrix A in which every
element aij(i, j � 1, 2, ..., n) is the quotient of weights of the criteria, as shown in
(1).

A �

⎡
⎢⎢⎢⎢⎣

a11 a12 . . . a1n
a21 a22 . . . a2n
...

...
. . .

...
an1 an2 . . . ann

⎤
⎥⎥⎥⎥⎦

aii � 1, aji � 1

aij
, aij > 0 (1)

Next, the mathematical process normalizes and finds the relative weights for each
matrix. The relative weights are given by the right eigenvector (w) corresponding to
the largest Eigen value (λmax) [23], as shown in (2). If the pair-wise comparisons are
completely consistent, weights can be obtained by normalizing any of the rows or
columns of the matrix A.

Aw � λmaxw (2)

Table 1 Revised-SERVQUAL model representing hotel service quality attributes

Dimensions Sub-dimensions (attributes)

Tangibility D1 C1: convenient hotel location
C2: hotel staff professional appearance
C3: rooms attractiveness, comfort, spaciousness, and cleanliness
C4: hotel lobby interior/exterior design
C5: convenient restaurants with high quality diverse foods
C6: image of the hotel

Reliability D2 C1: providing the services within the promised time-frame
C2: well-trained and experienced staff
C3: staff with good communication skills
C4: staff providing the right services at the first request
C5: accuracy in room and hotel billing and food orders

Responsiveness
D3

C1: staff willingness to assist tourists promptly
C2: availability of staff to provide requested service at anytime
C3: quick and convenience check-in and check-out process

Assurance D4 C1: staff friendliness
C2: courteous employees
C3: ability of staff to instill confidence in tourists

Empathy D5 C1: providing special attention to the tourists
C2: availability of room service in regular bases
C3: understanding the tourists’ needs
C4: listening carefully to complaints and compensate accordingly
C5: recognizing the tourists commitments and offering loyalty program
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2.3 TOPSIS

Technique for Order Performance by Similarity to Ideal Solution (TOPSIS) is a
ranking methodology that was first introduced by Tzeng and Huang [24]. TOPSIS
ranks the alternatives based on their distance to the positive-ideal solution and the
negative ideal solution. The positive-ideal solution is a solution that maximizes the
benefit criteria and minimizes the cost criteria, whereas the negative ideal solution
maximizes the cost criteria andminimizes the benefit criteria. Themethod uses a term
called “relative closeness” that considers and correlates the distance to the positive
and negative ideal solutions for each alternative [3]. For instance, Let A+ and A−
be the positive and negative ideal solutions, respectively. Let x � (

xij
)
denote the

performance matrix where xij is the performance of alternative i to criterion j and
W � {w1, . . . ,wn} is the weight factor where

∑
wi � 1. TOPSIS can be defined

with the following steps:

Step 1: Establish the normalized performance matrix n � (
nij

)
in order to unify

matrix entries’ units using:

nij � xij√∑m
i�1 x

2
ij

∀i,j ∈ {1, . . . ,m} (3)

Step 2: Calculate weighted normalized performance matrix using vij � wj ×
nij i ∈ {1, . . . ,m}, j ∈ {1, . . . , n}.

Step 3: Determine the ideal solution and negative ideal solution with the following
equations:

A+ � (
v+1 , v+2 , . . . , v+n

) � {(
max vij|j ∈ J

)
,
(
min vij|j ∈ J ′), i � 1, . . . ,m

}
(4)

A− � (
v−
1 , v−

2 , . . . , v−
n

) � {(
min vij|j ∈ J

)
,
(
max vij|j ∈ J ′), i � 1, . . . ,m

}
(5)

where j � {1, . . . ,m} belongs to the benefit criteria and j′ � {1, . . . , n}
belongs to the cost criteria.

Step 4: Calculate the Euclidean distance between positive and negative ideal solu-
tions for each alternative:

S+
i �

√∑n

j�1
(vij − v+j )

2 , S −
i �

√∑n

j�1
(vij − v−

j )
2 i � 1, . . . ,m

(6)

Step 5: Calculate the relative closeness
(
C∗
i

)
, 0 ≤ ci∗ ≤ 1, to the ideal solution of

each alternative:

C∗
i � S−

i

S+
i + S−

i

i � 1, . . . ,m (7)
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Step 6: Rank the preference order of set of alternatives in corresponds to the
descending order of C∗

i .

2.4 Fuzzy Set Theory

Zadeh [25] introduced fuzzy set theory to orient the rationality of uncertainty as a
result of imprecision and vagueness. The contribution of fuzzy set theory into the
science is in capability of representing and handling the conditions that data is unclear
and out of formal binary values [26]. Fuzzy theory can be divided into two categories:
(1) Fuzzy systems that are designed for uncertain and complex systems in which
approximate reasoning of the system can be hardly represented by a mathematical
model, and (2)Fuzzy logics that enable decision-makingwith estimated valueswhere
incomplete or uncertain information exist [26].

A simple representation of fuzzy set theory is as follows. Let X refer to a universal
set. Then, a fuzzy subset of X is calculated by its membership function μĀ : x →
[0, 1] which assigns a real number μĀ(x) to each element in x ∈ X in the interval
[0, 1]. The value of μĀ(x) represents the grade of membership of x in Ā. As the
value of μĀ(x) gets closer to unity, the grade of membership of x in Ā becomes
higher [27]. Triangular Fuzzy Numbers (TFN) is a special type of fuzzy number
with three parameters, each representing the linguistic variable associated with a
degree of membership of 0 or 1. Since it is shown to be very convenient and easily
implemented in arithmetic operations, the TFN is also commonly used in practice.
A triangular fuzzy number m̃ can be defined by a triplet (a, b, c). The membership
function μm is given in Eq. (8) [28]:

μm �

⎧⎪⎨
⎪⎩

x − a

b − a
a ≤ x ≤ b

c − x

c − b
b ≤ x ≤ c

(8)

Algebraic operations such as addition (⊕), multiplication (⊗), subtraction (�),
and division (/) are practically conceivable for the triangular fuzzy numbers [22,
29]. For instance, addition of two TFN is calculated in Eq. (9).

(L1,M1,U1) ⊕ (L2,M2,U2) � (L1 + L2,M1 +M2,U1 + U2) (9)

Statistical operations are also computable for triangular fuzzy numbers. For
instance, average of multiple TFNs is Aave � (A1 +A2 + · · · +An)/n, or equivalently
Aave � [(L1 + · · · + Ln) + (M 1 + · · · +Mn) + (U1 + · · · + Un)]/n. Fuzzy sets have
vague boundaries and are therefore well-suited for linguistic terms (such as “very”
or “somewhat”) or natural phenomena (e.g., temperatures) [30].

Linguistic variables represent linguistic terms such as words and sentences [31].
Each linguistic variable can be interpreted with a fuzzy number, a real number within
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a specific range. In this research, the weight for each revised-SERVQUAL criterion
is captured by a fuzzy number that considers decision maker’s vagueness in pro-
viding pair-wise comparisons. Afterwards, in order to rank the hotel alternatives
with a nonfuzzy ranking method, a de-fuzzification method should be employed.
Defuzzification is a technique to convert a fuzzy number into crisp numbers with
locating the Best Non-fuzzy Performance (BNP) value [3]. There are several meth-
ods that serve this purpose such as Mean-of-Maximum, Center-of-Area, and a-cut
Method. This study utilizes the Center-of-Area method since this method is simple
while capturing critical information [29]. The defuzzified value of a TFN number
(TFN � (L,M ,U )) can be obtained using Eq. (10).

BNF � [(U − L) + (M − L)]

3
+ L (10)

3 Research Framework

In order to assess and rank hotel service quality, a framework is proposed as shown
in Fig. 1. First, we identify the evaluating criteria and attributes with respects to a
revised-SERVQUAL that is tailored for hotel and tourism industry.After constructing
the evaluation criteria hierarchy, their weights are calculated using Analytic Hierar-
chy Process (AHP) method. The measurement of service quality corresponding to
each criterion is conducted under the setting of fuzzy numbers. Finally, Technique
for Order Preference by Similarity to Ideal Solution (TOPSIS) is utilized to achieve
the final ranking among hotels. A detailed descriptions of each step is discussed as
follows.

Due to the variations in service standards, quantifying travelers’ expectation has
become more complicated than ever. Services provided in brand-new hotels may be
different with the hotels located in the historic sites of the cities. In middle-east, there
are many historic sites registered to UNESCO in which any change to the site and
the buffer zone is restricted or prohibited. City of Yazd in Iran, is one of the first
urban cities that is inscribed on the world heritage list in 2017. The city has 195 ha
of world heritage property with 665 ha of buffer zone. In order to better maintain the
historic sites and following the UNESCO restriction rules, a number of traditional
houses have been recently converted into atmospheric hotels.

In this research, a comparison between modern and atmospheric hotels in middle-
east is provided. For this purpose, two hotels that have similar share from the market
and have 4-star ratings are selected in Yazd. Hotel (A) is amodern hotel that is 20min
away from city historic site but built in 1990s with 190 rooms that are designed with
traditional city theme. Hotel (B) is an atmospheric hotel in the heart of the historic
site which was a residential mansion build over 200 years ago. Before comparing
the hotels, it is necessary to understand the importance or the weight for each of the
dimensions and sub-dimensions ofmodified-SERVQUAL.Consequently, 50 surveys
were distributed between different hotel managers and tourist guides in Yazd, Iran.
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Fig. 1 Proposed framework for hotel service quality assessment

Out of the 50 surveys, 30 were returned with a return rate of 60%. We used AHP
method based on criteria in Table 1 for evaluating hotel service quality. The results
are shown in Fig. 2.

As shown in Fig. 2, responsiveness and reliability dimensions are considered
the most valuable service quality dimensions among others in hotel industry. Corre-
spondingly, the rest of dimensions in the order of importance are assurance, empathy,
and tangibility. The sub-dimensions related to service quality in hotel industry are
also prioritized both in comparison with other criteria in same dimension (local com-
parison) and with all criteria from every dimensions (global comparison) as shown
in Fig. 2. “Staff willingness to assists tourists promptly” and “Staff providing the
right service at the first request” are the most important sub-dimensions.

After finding the weights of the revised-SERVQUAL dimensions and sub-
dimensions using AHP, another survey is developed for understanding travelers’
expectations. For each question in the survey, travelers are asked to respond to the
question in accordance with five linguistic terms (i.e. strongly disagree, disagree,
fair, agree, and strongly agree). However, since tourists from different nations have
significant cultural differences, there is no guarantee that a response such as “fair”
from two tourists meant the same. Therefore, fuzzy set numbers are used in this sur-
vey. For this purpose, in order to determine the fuzzy range for each term, responders
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Fig. 2 Evaluating importance of revised-SERVQUAL dimensions using AHP. Note that for each
sub-dimension L denotes local importance of sub-dimension compared with other attributes in same
dimension and G denotes global importance of a sub dimension among all sub dimensions

were asked to specify a range from 1 to 100 corresponding to each linguistic term.
For instance “fair” may mean a range between 50 and 60 for one respondent, and
50–75 for another respondent. Candidate tourists are selected from Hotel (A) and
Hotel (B). Out of the 60 surveys, 50 were returned with a return rate of 83%. For
each criteria, averages of fuzzy numbers were calculated using center area method,
as shown in Table 2. In the next step, the fuzzy results for each criteria is de-fuzzified,
using Eq. (10). The pair-wise comparison between each criterion is performed and
shown with (*) in Table 2. The comparison reveals that Hotel A has superiority
in physical aspects whereas Hotel B has advantageous in assurance and reliability
aspects. Since de-fuzzified values are crisp, it can be easily used with TOPSIS to find
the final rank of the two types of hotels by calculating the distance of hotels with
ideal solution. The TOPSIS results (Similarity to ideal solution Hotel (A): 0.27658;
Hotel (B): 0.72342) shows that atmospheric hotels are more in favor for the tourists.
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4 Conclusion and Implications

In this study, a new framework for understanding the service quality in hotel and
tourism industry is proposed. Using a questionnaire to compare the expectation of
customers from the service provided in a hotel versus their perception, gave an
opportunity to rank the most important features that affect customers satisfaction.
Two multi-criteria decision making namely Analytical Hierarchical Process (AHP)
and Technique for Order Preference by Similarity to the Ideal Solution (TOPSIS) are
used to identify, evaluate, and rank features affecting service quality in hotel indus-
try. Moreover, the fuzzy logic is used with a membership function to measure the
linguistic variables, decreasing the complications with interpreting linguistic terms.
In general, AHP method is used to obtain service quality criteria weight. Then a sur-
vey with triangular fuzzy numbers are used to better capture travelers’ expectations
while considering differences in background and culture. With TOPSIS, the perfor-
mance of one modern and one atmospheric hotel in a historic city is evaluated using
the weight of criteria, obtained from AHP, and defuzzified matrix of performance,
obtained from surveys.

Tourists are more cognizant to staff performance rather than physical layout of
hotels. Investing on developing experienced staff is strongly proposed. The ability
of staffs to instil confidence in tourists is also a key to success. As customers are the
one who define the boundaries of quality of service, instilling confidence increases
loyalty and trust, and has its own revenues for hotels. Quick and easy check-in/check-
out procedure is still a crucial issue for many customers that need to be designed
and operated efficiently. This study possesses a few limitations: firstly, our survey
respondents were selected among limited hotel managers and hotel industry special-
ists. This may raise questions regarding representativeness of preference of hotels,
especially in generalizing the results. It is strongly advised to consider the size and
dimensions of this research before mapping it as a general description in hotel indus-
try. For further research, we recommend to use fuzzy AHP and fuzzy TOPSIS for
more accurate outcomes instead of using fuzzy numbers for linguistic terms.
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Estimating the Effect of Social Influence
on Subsequent Reviews

Saram Han and Chris K. Anderson

Abstract This study proposes an effective way of using retailer-prompted review
data from TripAdvisor to measure the social network effect in self-motivated online
reviews by overcoming the reflection problem. After applying the network effect
model, we find that self-motivated review ratings are positively associated with pre-
vious corresponding peer reviews. We further show that the size of this peer effect
attenuates as the peer reviews are located further away from the first page. This study
suggests that reviewer ratings are more strongly influenced by peer ratings located
on the visible page.

Keywords Peer effect · eWOM on-line review

1 Introduction

Online user reviews have become a critical part of electronic word-of-mouth
(e-WOM) research. Given the importance of opinion sharing in collective
social processes, a wealth of studies have focused on the impact customer reviews
have on corporate revenue [1, 8, 9] and on online reputation [6].While several studies
have concentrated on the dynamics of online opinion formation, only a few of these
studies have explored the influence of online consumer reviews on other reviewers.
Unlike traditional customer surveys, consumer reviewers in an online community
can see what other members have written. In light of the potential for social inter-
action among these online reviewers, several researchers have recently endeavored
to find evidence for this social influence effect [7, 10, 16]. In the context of online
reviews, social influence refers to the tendency for one’s opinion to be influenced by
other reviews [14].
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2 Related Work

Research by Li and Hitt [12] and by Godes and Silva [10] show that online reviews
submitted by users later in a product’s life cycle differ considerably from those
submitted early in a products life cycle. Sikora and Chauhan [16] suggests using a
Kalman filter to estimate the time variant sequential bias in online reviews. However,
none of these studies provide an estimate of the exact amount of social influence
derived from other reviewers.

The most relevant study from this group is the work of Askalidis et al. [2].
Askalidis et al. [2] measured the level of social influence of multiple product ratings
by comparing self- motivated consumer reviews with retailer-prompted consumer
reviews. The present study uses hotel reviews from TripAdvisor and makes the
same distinction between self-motivated and retailer- prompted consumer reviews.
Askalidis et al. [2] found that the trend of self-motivated reviews were negatively
related to the trend of retailer-prompted reviews, thus concluding a negative social
influence bias.

However, there are two limitations in the study by Askalidis et al. [2] that we
overcome in the present study. First, while it might be possible to identify a negative
temporal trend in self-motivated reviews, it was not possible for Askalidis et al. [2] to
identify at which stage of in the transaction process initial peer reviewers influenced
subsequent reviewer. Social influence may arise at two points: (a) reviews at the pre-
purchase stage that affect expectation and thus influence satisfaction, and (b) reviews
at the evaluation stage that affect the reviewer when evaluating the product or service
[5]. We aim to identify the peer effect at the evaluation stage by comparing the peer
effect levels of reviews on different pages (i.e., first, second, and third page) on self-
motivated reviewers who have seen these previous reviews. Second, the research
assumes that the products true performance is consistent across time. According
to expectation disconfirmation theory, satisfaction is a function of customer’s pre-
purchase expectations [15]. Therefore, controlling the expectations of each reviewer
is critical for measuring the antecedent’s effect on online review ratings. This is
especially important in the case of experience-based goods and services because,
by virtue of their inconsistent nature, their true performance and expectation is in
a constant state of flux. We therefore account for this by using a monthly average
reviewer rating in our model.

Therefore, our study is distinct from that of Askalidis et al. [2] by virtue of our
efforts to: (a) identify the peer effect of the reviewers on each previous page at the
evaluation stage, and (b) control for the expected performance that each reviewer
may have perceived at the pre-purchase stage.

The research questions guiding this study are: (a) when reviewers write reviews
on TripAdvisor, are their ratings influenced by what other previous reviewers have
written; and (b) does this effect reduce as the previous reviews are further away from
the first page, which is less visible to the reviewer? We find that reviews on the first
page have a strong positive effect on the next review; however, the effect size of this
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social influence bias reduces as the reviews are located further away from the first
page, disappearing altogether by the third page.

3 Method

In order to identify the level of social influence bias, we follow the peer effect
identification strategy of Brock and Durlauf [4], Bramoull´e et al. [3], and Tiwari
and Richards [17], using a random intercept regression model with online hotel
reviews from http://www.TripAdvisor.com. Since identifying the social influence
bias induced from the recent reviewers is a similar research problem as identifying
the amount of the network or peer effect, for convenience of discussion, we will refer
to the previous reviewers as the peer reviewers.

3.1 Data Collection

We collected online reviews directly from http://www.TripAdvisor.com for 1,638
hotels in four US states (NY, CA, NV, and FL), written between January 1, 2015
and December 31, 2017. We restricted the data so that each hotel had at least 100
retailer-prompted and self-motivated reviews each. Each reviewprovides an indicator
of whether it was collected through retailer invitation, thus allowing us to distinguish
between data collection channels. Note that retailer-prompted reviewers submit their
ratings by replying an email invitation from the retailer. The reviewer subsequently
writes their review on an isolated page in the absence of social signals (e.g., other
reviews). In contrast, the review submission process allows self-motivated reviewers
to see what previous consumer reviewers have written before evaluating their own
hotel experience. As a result, we had a sample of 189,212 reviews from 282 hotels for
the analysis. This data consists of reviewer identification numbers, ratings (number
of stars on a scale ranging 1–5), travel year/month when reviewer stayed at the hotel,
reviewed time, and an identifier indicating whether the review had been prompted
by the retailer.

3.2 Estimation Model

According to Manski [13], members in a same network behave in similar ways for
three reasons: (a) contextual effects, such as demographics or psychographics within
a peer group; (b) correlation effects, or environmental factors that are common to a
set of peers; and (c) endogenous effects, or true induced-behavior effects in which the
choices made by one peer affect the decisionmaking of others [17].We are interested
in identifying this endogenous effect in relation to subsequent reviewer ratings.

http://www.TripAdvisor.com
http://www.TripAdvisor.com
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TripAdvisors default screen for hotel reviews is in reverse chronological order;
therefore, unless the user changes the review order, we can assume that reviewers
are more likely to be exposed to other recent reviews for the same hotel. As such, we
assume that the content of the current reviewers review ismore likely to be influenced
by these other recent reviews. Furthermore, because TripAdvisor lists no more than
five reviews per page, it is reasonable to assume that the reviews on the first page
have the most influence. Therefore, we define consumer reviews in the order of t−1,
t−2, t−3, t−4, and t−5 as the peer reviews on the first page for the reviewer t (t�
1, 2, …, n). Accordingly, as the reviews are ordered chronologically, t−5 · p+4, t−
5 · p+3, t−5 · p+2, t−5 · p+1, and t−5 · p are the five reviews that appear on page
p, where reviewer t is assumed to be influenced by the reviews they can see. Once
reviewer t clicks on the Next page button, reviewer t is assumed to be influenced by
the reviews she sees on the next page. We denote the satisfaction rating of reviewer
t for hotel h as yht, which is numerically coded on a five-point Likert scale, where
5 represents the highest and 1 represents the lowest rating. Reviewer t and t−5 ·
p+4, …, t−5 · p are coded as being in the same peer group. We assume a recency
effect in which the most recently presented review will most likely influence the
reviewer. Using this data, we created three N×N adjacency matrices Gp (p�1, 2,
3), where each element in Gp represents a row-normalized coefficient that describes
how reviewer t is close to each t−5 · p+4,…, t−5 · p. For example, fromG1, reviewer
t is closest to t−1; therefore, Gp,t,t−1 �5/15; in contrast, t−5 is the furthest, thus
Gp,t,t−5 �1/15. Otherwise, assuming the new reviewer does not see the reviews on
other pages, we assign zero. In this way, multiplying the social adjacency matrix Gp

by the satisfaction rating creates a weighted-average rating value that reflects not
only the positive or negative value of each peer rating, but also the strength of the
social relationship to each other peer [17].

One problems inherent to social network analysis is what Manski [13] describes
as a reflection problem. This occurs when the peer group affects the behavior of
individuals within the group. As such, any econometric model of individual behavior
produces biased results unless the problem is addressed econometrically [11]. Under
our network formation, peers in the same page are very likely to experience similar
influences; therefore, the rating of t and her peers t−5 · p+4, …, t−5 · p are highly
correlated, thus making it difficult to identify an endogenous peer effect. We avoid
this reflection problem by taking advantage of the natural experiment research setting
of TripAdvisor, where it is randomwhether the reviewer t is self-motivated or retailer-
prompted. This random design allows us to control for unobserved similarities and
extract the effect which is solely due to the peers. In order to control for unobserved
heterogeneity in each hotel, we use a random intercept model where the intercept is
allowed to vary across different hotels.

Therefore, we specify our full model in a matrix notation as follows:
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Y � α + β1StayedAvgRating + β2SelfMotivated + β3rank

+ β4rank · SelfMotivated +
3∑

p�1

β4+pGpY +
3∑

p�1

β7+pGpY · SelfMotivated + e

(1)

where each Y, rank, StayedAvgRating, and SelfMotivated is a vector of length N.
Note that we follow the model and the variable notification of Askalidis et al. [2],
except for the inclusion of the adjacency matrices Gp. The coefficients of Gp · Y
measure the unobserved prior similarities between the review t and peer reviews on
the page p. These slopes test no more than the correlation between the peers and
the retailer-prompted reviewer (i.e., SelfMotivatedt�0), who does not see the peer
reviews. Therefore, β5, β6, and β7 estimate the correlations in the rating between
peers, which is not a causal effect of peers. In contrast, β8, β9, and β10, which are
the statistic of interest of this study, estimate the effects of the peer reviewers in each
page p on the reviewers rating at the evaluation stage. StayedAvgRating is the average
rating of the reviews of hotel h for the month when the reviewer stayed at the hotel.
The coefficient of StayedAvgRating variable will detect the satisfaction changes
caused by hotel performance. Self Motivated is a binary variable indicating whether
it is a self-motivated review. rank indicates the chronological order in which a review
was submitted among all other reviews for the same hotel. Thus, β3 measures the
trend of retailer-prompted reviews and β4 tests the trend of self-motivated reviews.
Askalidis et al. [2] suggests the negative β4 as evidence of negative social influence.
However, as this temporal trend is likely sufficiently explained by the self-motivated
reviewers exposure to other peer reviews, we expect that once we consider the effect
of the peer ratings, the trend effect disappears.

3.3 Result

The four models in Table 1 test whether including the peer effect of each page
improves themodel fit across pages 1–3.Model 2 suggests that self-motivated review-
ers ratings have a positive correlation with the ratings of the previous five reviews
on the first page. By adding the interaction term between the weighted average of
the peer ratings and self-motivation, the model fit becomes increasing statistically
significantly according to the reduced AIC and BIC, and the increased log likelihood.
Our analysis reveals that, on average, one unit increase of the weighted average of
the peer ratings on the first page increases the rating of the subsequent self-motivated
review by 0.05.

Note that this effect cannot be attributed to the correlation between the ratings
submitted during the similar time period as this effect is controlled by β5, β6, and β7
in our model. In Model 3, we test whether the peer ratings in the second page impact
the new rating. UnlikeModel 2,Model 3 has aminor fit improvement from the nested
model, and the slope for the G2 · Y is not statistically significantly different from
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Table 1 Results for random intercept regression models to estimate the peer effects

Model 1 Model 2 Model 3 Model 4

Intercept 0.205∗∗∗
(0.022)

0.309∗∗∗
(0.026)

0.327∗∗∗
(0.027)

0.331∗∗∗
(0.028)

StayedAvgRating 1.166∗∗∗
(0.008)

1.168∗∗∗
(0.008)

1.168∗∗∗
(0.008)

1.168∗∗∗
(0.008)

SelfMotivated −0.151∗∗∗
(0.007)

−0.378∗∗∗
(0.030)

−0.417∗∗∗
(0.036)

−0.424∗∗∗
(0.039)

rank −0.000
(0.000)

−0.000
(0.000)

−0.000
(0.000)

−0.000
(0.000)

rank ·
SelfMotivated

0.000
(0.000)

0.000
(0.000)

0.000
(0.000)

0.000
(0.000)

G1 · Y −0.086∗∗∗
(0.005)

−0.111∗∗∗
(0.006)

−0.109∗∗∗
(0.006)

−0.108∗∗∗
(0.006)

G2 · Y −0.076∗∗∗
(0.004)

−0.077∗∗∗
(0.004)

−0.083∗∗∗
(0.006)

−0.083∗∗∗
(0.006)

G3 · Y −0.035∗∗∗
(0.004)

−0.036∗∗∗
(0.004)

−0.036∗∗∗
(0.004)

−0.037∗∗∗
(0.006)

SelfMotivated ·
G1 · Y

0.054∗∗∗
(0.007)

0.048∗∗∗
(0.008)

0.047∗∗∗
(0.008)

SelfMotivated ·
G2 · Y

0.015∗
(0.008)

0.014∗
(0.008)

SelfMotivated ·
G3 · Y

0.004
(0.008)

AIC 519687.912 519639.449 519645.609 519655.247

BIC 519789.268 519750.940 519767.236 519787.010

Log likelihood −259833.956 −259808.724 −259810.804 −259814.624

Num. obs. 186,392 186,392 186,392 186,392

Num. groups:
hotel

282 282 282 282

Var: hotel
(Intercept)

0.000 0.000 0.000 0.000

Var: residual 0.951 0.951 0.951 0.951

∗∗∗p < 0.001, ∗∗p < 0.01, ∗p < 0.1

zero within p<0.001. Finally, the result of Model 4 shows that the reviews on the
3rd page have no effect on the new ratings. This result implies that reviewers refer to
the reviews on the first page but rarely to the reviews on the following pages before
rating the hotel.

One noticeable result is that after accounting for the peer effects, neither the
rank variable nor the interaction variable rank · Self Motivated, which measures the
relative upward/downward trend of the retailer-prompted and self-motivated reviews
respectively, are significant. This findings contradicts those of Askalidis et al. [2].
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We argue that most of this effect trend can be explained by the influence of the peers
and the perceived performance of the hotel during the month the reviewer stayed.

4 Discussion

We estimated the effect of existing peer ratings, which may influence new ratings
in TripAdvisor hotel reviews. We showed that existing reviews strongly affect new
reviews when they are on the first page. The peer effect remains in the second page,
but decreases as the page is located further away from the first page. This effect
completely disappears by the third page. This result implies that previously submitted
peer ratings that reviewers see immediately before they evaluate their hotel stay
influences how they rate the product or service.

There are several interesting future possibilities for thiswork. Future studiesmight
review whether the textual content is influenced by the peer reviews. For example,
the topics that reviewers write about might be influenced by what previous reviewers
have written. It might also be interesting to compare the peer effects of different
customer review platforms. Considering that not all online review platforms order
reviews chronologically, it might be interesting to see whether the peer effect exist
in other such platforms.

This study has implications both for marketing practitioners and academia in
terms of providing a better understanding of how reviewers are influenced by other
reviewers when evaluating a product or service. The findings of this study can benefit
system managers and service providers looking to collect representative opinions
on a minimal budget. Broadly speaking, our findings suggest that simply hiding
or randomly displaying previous reviews can reduce the peer effect as much as
conducting an expensive customer survey.
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Product and Service Design
for Remanufacturing, Uncertainty
and the Environmental Impact
in the Closed-Loop Supply Chain
Network

Qiang (Patrick) Qiang, Rong Fu and Shaowei Chen

Abstract We propose a closed-loop supply chain network model, in which the
manufacturers compete with each other to determine the production quantity and
remanufactureability service level. The network equilibrium solution is presented
by utilizing the theory of variational inequalities. The properties of the solution are
discuss.

1 Introduction

Remanufacturing of used products at their end of life (EOL) reduces both the need for
natural resources and the waste produced. Remanufacturing can keep used products
out of the waste stream longer and as a result, saturation of landfill is slowed down
and air pollution is reduced.

With the mounting evidence of pollution and its dire consequences, many gov-
ernment legislations have been put in place to emphasize the extended producer
responsibility (EPR), which includes the European end-of-life Vehicle (ELV) Direc-
tive, the Waste Electrical and Electronic Equipment (WEEE) Directive within the
European Union, and the Electronics Recycling laws in the U.S. However, even
with these take-back legislations, the global e-waste generation is still growing at an
alarming rate. According to Ref. [1], the total amount of e-waste in has grown from
33.8 million tons to 41.8 million tons from year 2010 to 2014. In year 2014, only
around 6.5 million tons of e-waste was reported as formally treated by national take-
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back systems. There were 1.15 billionmobile phones sold in 2009 versus 674million
in 2004 [2]. To make things worse, the life span for mobile phones has dropped to
less than two years.

Due to the escalating environmental concerns from shareholders, many firms
have voluntarily participated in the product remanufacturing practice, as reported by
BMW, IBM, DEC, and Fuji Xerox [3]. Some firms take “first-mover advantage” to
incorporate remanufactureability concept into the product design so that they can
remanufacture the product easily and at a cost-effective manner. It is worth pointing
out that remanufactureability can be considered as a product service level design,
which will have an impact on the cost and yield rate of the future refurbished product.
For example, it has been reported that the tire manufacturers can make the choice
of material and production technology to influence the retreadability of tires [4, 5].
In addition, firms like Kodak, Xerox, and General Motors “begin to design products
with eventual remanufacturing in mind” [6]. For example, in order to achieve longer
life span, Kodak recently replaced a few plastic parts in its high-speed copiers with
more expensive, but reusable, stainless steel [6]. Fuji Xerox archived zero landfill
of used products in Japan by building the concepts of easy disassembly, durability,
reuse, and recycling into their equipment design. It is reported that all the company’s
equipment is developed with remanufactureability components [7, 8].

It’s been discussed in the literature that design of remanufactureability service
level has impact on production cost and consumer demand. For example, “Quality”
is used in Ref. [9] to imply the product design issue and its impact on the manufactur-
ing cost and the demand. In addition, reference [10] discussed the government’s role
to incentivize the manufacturers to design product to have low impact on environ-
ment and cheaper to remanufacture. Furthermore, as pointed out by reference [11],
product design, sales and other company strategies are not well aligned with the
remanufacturing activities, which resulted in such problems as the uncertain quality
and quantity in the returning products. Reference [12] proposed a model to study
the supply chain effect on the product life-cycle design, which has been shown to be
significant. For a comprehensive review of the research on closed-loop supply chain
please see reference [13].

In this paper, we would like to analyze the following research questions:

1. How does the design of remanufactureability impact on the production cost?
2. In addition to the cost advantage, how does the design of remanufactureability

impact on the uncertainty in yield rate in terms of converting percentage from
collected used product to remanufactured product?
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2 The CLSC Model with Competition
and Remanufactureability Design

We assume that there are M manufacturers supplying a homogenous product to N
demandmarkets.m is denoted as a typicalmanufacturer while i is denoted as a typical
demandmarket. The network structure of the CLSC in the paper is depicted in Fig. 1.
The solid line indicates the product flow in the forward chain and the dashed line
represents the product flow in the reverse chain.

Now we present the CLSC network model. We assume that there are two periods
in our model. In the first period, manufacturers determine the product remanufac-
tureability level and production quantity. In the second period, when the product sold
in the first period is at its EOL, manufacturers will collect the used product from the
consumers, which will be, in turn, remanufactured. In the above model, q1n

mi and q
2n
mi

denote the new product quantities supplied from manufacturer m to demand mar-
ket i in period 1 and 2, respectively. q2r

mi represents the refurbished product quantity
shipped from manufacturer m to demand market i. We group the above variables
to form the vectors Q1n , Q2n , and Q2r , respectively. Furthermore, manufacturer m
determines the remanufactureability level, sm ∈ [0, 1], of his product in the first

Fig. 1 Two-period CLSC network
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period, which will impact the amount of the remanufactured product, manufacturing
and remanufacturing costs. The higher the value of sm , the more certain about the
quantity of the collectable used product, which can be translated into a more certain
manufacturing/remanufacturing cost. Furthermore, it is also cheaper to remanufac-
ture the product in the second period. However, the above benefit is at the cost of the
increasing marginal production cost of the new product. In this paper, we assume
that the new and the remanufactured product share the same production facility.
Hence, similar to the Kodak example discussed in Sect. 1, to increase the reman-
ufactureability/reusability of the new product, a company will use more expensive
technology and material and therefore, the manufacturing cost for the new product
will be higher than that without the remanufacture-ability design. Similarly, sm is
grouped to form the vector s. In this paper, we use the term remanufactured and
refurbished interchangeably and assume they have the same meaning.

In the first period, manufacturerm incurs amanufacturing cost of the new product,
f 1nm which is assumed dependent on the production volume Q1n and the remanufac-
tureability level sm . c1m denotes as the transaction cost associated with manufacturer
m transacting with the demand markets. c1m is assumed to depend on Q1n . In the
second period, besides the similar costs incurred in period one, manufacturers will
have an additional remanufacturing cost f 2rm , which is assumed dependent on the
remanufacturing volume, Q2r as well as sm . δ is assumed to be the discount factor.
For the sake of generality and to model the competition among the manufacturers,
we assume that the manufacturing cost for one manufacturer depends on the pro-
duction quantity by other manufacturers as well. Such an assumption is common in
modeling the supply chain network competitions (see for example, reference [14]).
In addition, we assume that manufacturers are multi-criteria decision makers. They
want to minimize the risks associated with the uncertainties caused by different sm ,
which is captured by the risk functions. Risk functions have been used in reference
[15] to represent the general risk associated with uncertainties. For example, we
can use variance of the cost functions to as a specific risk function. We know that
the purpose of the remanufacturing is to reduce pollution to save the environment.
Therefore, we assume that the manufacturers also want to minimize the emission
induced by producing the new and the refurbished products. They are denoted by
e1nm , e2nm and e2rm , which depend on remanufacturability sm and quantity Q1n , Q2n , and
Q2r , respectively. ω1 is the weight decision maker associated with the risk level and
ω2 is the weight associated with the emission level. The higher the value of ω1, the
more risk averse the manufacturer is. Similarly, the higher the value of ω2, the more
environmental awareness the manufacturer has.

At the demand side, the demand of the new/remanufactured product, at one
demand market is affected by the following two factors: (1) its own price; (2) the
price of the remanufactured/new product (to reflect the consumer’s perception on
the quality of the new and remanufactured product). As discussed in Sect. 1, the
consumer’s perception of quality is well documented in the CLSC literature and it is
often used to describe the phenomenon of the remanufactured product cannibalizing
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the market share of the new product. At each demand market, there are two types of
demand: the demand for the new product and the remanufactured product. In period
one, since there is no EOL product, the supply and the demand for the remanu-
factured product is equal to zero. Denote ρ1n

i , ρ2n
i and ρ2r

i as the inverse demand
function at demand market i for the new product in period one, period two, and the
remanufactured product in period two, respectively. Furthermore, we assume that
Manufacturerm has a target recycle quantity zm, which can be set by the government
and is given in the model.

The objective of manufacturer m has several folds. First, he wants to maximize
its profit (cf. (1) below), represented by the revenue minus the production and trans-
action costs in both periods with the expected profit in the second period discounted
back to period one. Second, he wants to minimize the risks associated with remanu-
facturing uncertainties. Finally, he wants to minimize the associated emission. Thus,
manufacturer m seeks to

max
q1nmi ,q

2n
mi ,q

2r
mi ,sm

Um �
⎡
⎣

N∑
i�1

ρ1ni (d1n ) ∗ q1nmi − f 1nm (Q1n , sm ) − c1m (Q
1n )

⎤
⎦

+ δ ∗
⎡
⎣

N∑
i�1

ρ2ni (d2n , d2r ) ∗ q2nmi + ρ2ri (d2n , d2r ) ∗ q2rmi − f 2nm
(
Q2n , sm

)

−E
[
c2m (Q

2n , Q2r , sm )
]

− E
[
f 2rm (Q2r , sm )

]]

− ω1 ∗ Rm (Q
1n , Q2n , Q2r , sm )

− ω2 ∗
(
e1nm
(
Q1n , sm

)
+ e2nm

(
Q2n , sm

)
+ E
[
e2rm
(
Q2r , sm

)])
(1)

At the demand markets, the following constraints need to be satisfied.

d1n
i �

M∑
m�1

q1n
mi , i � 1, . . . , N , (2)

d2n
i �

M∑
m�1

q2n
mi , i � 1, . . . , N , (3)

d2r
i �

M∑
m�1

q2r
mi , i � 1, . . . , N , (4)

N∑
i�1

q2r
mi � E

[
βr
m(sm)

]( N∑
i�1

q1n
mi

)
, (5)
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N∑
i�1

q2r
mi ≥ zm, (6)

q1n
mi , q

2n
mi , and q

2r
mi ≥ 0, i � 1, . . . , N , (7)

sm ∈ [0, 1]. (8)

In Eq. (1), the result from the first bracket is the profit in the first period and the
profit from the second period is in the second bracket associated with the discount
factor. Constraints (2)–(4) state that the demand for both types of the product at each
period will be satisfied. Constraint (5) specifies that the amount of remanufactured
product for manufacturer m in the second period is equal to the amount of the new
product produced in the first period multiplied by an expected yield rate, βr

m , which
depends on sm . Constraint (6) states that the remanufactured products of Manufac-
turer m cannot be less than the lower bound zm. Combining Constraints (5) and (6),
we have the following

zm
E
[
βr
m(sm)

] −
N∑
i�1

q1n
mi ≤ 0 (9)

We assume that E[βr (sm)] is non-decreasing in sm and concave, it is easy to verify
the left side of Eq. (9) is convex.

We assume that the cost, risk, and emission functions in (1) are continuously
differentiable and convex. Moreover, we assume that the manufacturers compete
in a non-cooperative manner in the sense of Nash (1950 and 1951), with each
trying to maximize his own profits. Hence, we define feasible set κ as κ ≡{(
Q1n, Q2n, Q2r , s

)∣∣q1n
mi ≥ 0, q2n

mi ≥ 0, q2r
mi ≥ 0, sm ∈ [0, 1] and (2)–(4), (9) are sat-

isfied ∀m � 1, . . . , M, i � 1, . . . , N }. We then verify that the above feasible set is
closed and convex.

The optimality conditions for all firms simultaneously, under the above assump-
tions, can be expressed using the variational inequality formulation in Theorem 1.

Theorem 1 (Variational Inequality Formulation of the CLSC with Competition,
design for remanufactureability, and Uncertain Yield)

The equilibrium conditions governing the CLSC with competition and design for
remanufactureability coincide with the solution of the variational inequality given
by determining

(
Q1n, Q2n, Q2r , s

) ∈ κ , such that
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M∑
m�1

N∑
i�1

[
∂ f 1nm

(
Q1n∗

,s∗m
)

∂q1nmi
+

∂c1m
(
Q1n∗)

∂q1nmi
− ρ1ni

(
d1n

∗)−
(

N∑
j�1

∂ρ1nj

(
d1n

∗)

∂q1nmi
∗ q1n

∗
mj

)

+ω1
∂Rm

(
Q1n∗

,Q2n∗,Q2r∗ ,s∗m
)

∂q1nmi
+ ω2

∂e1nm
(
Q1n∗

,s∗m
)

∂q1nmi

]
×
(
q1nmi − q1n

∗
mi

)

+
M∑

m�1

N∑
i�1

[
δ

∂ f 2nm
(
Q2n∗

,s∗m
)

∂q2nmi
+ δ

∂E
[
c2m
(
Q2n∗

,Q2r∗ ,s∗m
)]

∂q2nmi
+ ω1

∂Rm
(
Q1n∗

,Q2n∗
,Q2r∗ ,s∗m

)

∂q2nmi

+ω2
∂e2nm

(
Q2n∗

,s∗m
)

∂q2nmi
− δρ2ni

(
d2n

∗
, d2r

∗)− δ
N∑
j�1

(
∂ρ2nj

(
d2n

∗
,d2r

∗)

∂q2nmi
q2n

∗
mj +

∂ρ2rj

(
d2n

∗
,d2r

∗)

∂q2nmi
∗ q2r

∗
mj

)]

×
(
q2nmi − q2n∗

mi

)
+

M∑
m�1

N∑
i�1

[
δ

∂E
[
f 2rm
(
Q2r∗ ,s∗m

)]

∂q2rmi
+ δ

∂E
[
c2m
(
Q2n∗

,Q2r∗ ,s∗m
)]

∂q2rmi

+ω1 ∗
∂Rm

(
Q1n∗

, Q2n∗
, Q2r∗ , s∗m

)

∂q2rmi

− δρ2ni

(
d2n

∗
, d2r

∗)

−δ

⎛
⎝

N∑
j�1

∂ρ2nj

(
d2n

∗
, d2r

∗)

∂q2rmi

∗ q2n
∗

mj

⎞
⎠− δρ2ri

(
d2n

∗
, d2r

∗)

−δ

(
N∑
j�1

∂ρ2rj

(
d2n

∗
,d2r

∗)

∂q2rmi
∗ q2r

∗
mj

)
+ ω2

∂E
[
e2rm
(
Q2r∗ ,s∗m

)]

∂q2rmi
×
(
q2rmi − q2r

∗
mi

)

+
M∑

m�1

[
∂ f 1nm

(
Q1n∗

,s∗m
)

∂sm
+ δ

∂ f 2rm
(
Q2n∗

,s∗m
)

∂sm
+ δ

∂E
[
f 2rm
(
Q2r∗ ,s∗m

)]

∂sm
+ δ

∂E
[
c2m
(
Q2n∗

,Q2r∗ ,s∗m
)]

∂sm

+ω1

∂Rm

(
Q1n∗

,Q2n& ,Q2r∧ ,s∗m
)

∂sm
+ ω2

(
∂e1nm

(
Q1n∗

,s∗m
)

∂sm
+

∂e2nm
(
Q1n∗

,s∗m
)

∂sm
+

∂E
[
e2rm
(
Q2r∗ ,s∗m

)]

∂sm

)⎤
⎥⎦

×(sm − s∗m
) ≥ 0, ∀

(
Q1n , Q2n , Q2r , s

)
∈ κ.

(10)

Proof The formulation is developed using the standard variational inequality theory
(cf. in reference [16, 17]). Note that we have substituted the demand functions (2)–(4)
into the objective function. �

Remark 1 In the above, we utilize the theory of variational inequality (VI) to obtain
the equilibrium solutions for the CLSC network because the VI has been shown to
be a powerful tool to study the Nash equilibrium in a network game as shown in
this paper. Further- more, there are existing algorithms related to VI can be used to
calculate the network equilibrium to further study the behavior of various decision
makers.
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Remark 2 The variational inequality problem (10) can be rewritten in standard form
as follows: determine X∗ ∈ κ1 satisfying

< F(X∗)T , X − X∗ >≥ 0,∀X ∈ κ1, (11)

where X ≡ (Q1n, Q2n, Q2r , s)T , κ1 ≡ κ and

F(X) ≡ (F1n
mi , F

2n
mi , F

1
m, F2r

mi ), (12)

with indices m=1, …, M, i=1, …, I , and the functional terms preceding the mul-
tiplication signs in (10), respectively. Here 〈·, ·〉, denotes the inner product in �-
dimensional Euclidian space where ��M I+M I+M+M I .

3 Qualitative Properties

In this section, we present qualitative properties of the solution and the function that
enters the variational inequality (8).

As the proposed CLSC model studies the behavior of the decision-makers under
network equilibrium, it is important to know under what conditions such an equi-
librium exists. In particular, if we are interested in knowing the new and the reman-
ufactured product flow as well as the remanufactureability level at the equilibrium,
it is crucial to know if such an equilibrium is unique in the first place. Theorem 2
discusses the conditions where at least one CLSC network equilibrium exists. The-
orems 3 and 4 lead to the conditions in Theorem 5 which discusses the conditions
where the unique network equilibrium can be identified.

We now provide conditions for existence of a solution to variational inequality
(10).

Theorem 2 (Existence) Assume that the market sizes for the demand markets are
bounded from up above and denoted as Dn

i and Dr
i for i � 1, . . . , N for the new

and remanufactured product, respectively. There exists a solution to the variational
inequality (10).

Proof Since all variables are nonnegative, the lower bounds of the variables are
zero. In addition, since the market size is fixed, according to constraints (2)–(4),
the production volume of both the new and the remanufactured product is bounded
by the market size. Furthermore, constraint (9) indicates Q1n is also bounded. In
addition, the maximum remanufactureability level is 1. Therefore, the feasible set of
the variational inequality (10) is compact.
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By the assumptions, the functions that comprise F(X) in (11) are continuous.
According to the standard theory, variational inequality (11) admits a solution [18,
16]. �

Theorem 3 (Monotonicity) Assume that the manufacturers’ production costs, f 1nm ,
f 2nm , f 2rm the transaction cost with the demand markets, cm, the risk function Rm, and
the emission functions e1nm , e2nm , e2rm are convex. In addition, assume that the inverse
demand function is monotone decreasing. Thus, the vector function F that enters
the variational inequality (10) is monotone, that is, for any X ′ and X ′′ ∈ κ1 with
X ′ � X ′′,

〈
(F(X ′) − F(X ′′)T , (X ′ − X ′′)

〉 ≥ 0.

Proof The expression (F(X ′)− F(X ′′))T · (X ′ − X ′′) is equal to the expression (after
some algebraic simplification)

M∑
m�1

N∑
i�1

⎡
⎢⎣

∂ f 1nm

(
Q1n′

,s
′
m

)

∂q1nmi
−

∂ f 1nm

(
Q1n′′

,s
′′
m

)

∂q1nmi
+

∂c1m

(
Q1n′)

∂q1nmi
−

∂c1m

(
Q1n′′)

∂q1nmi
−

N∑
j�1

(
ρ1nj

(
d1n

′)− ρ1nj

(
d1n

′′)

+
∂ρ1nj

(
d1n

′)

∂q1nmi
∗ q1n

′
mj −

∂ρ1nj

(
d1n

′′)

∂q1nmi
∗ q1n

′′
mj

⎞
⎟⎠ + ω1

⎛
⎜⎝

∂Rm

(
Q1n′

,Q2n′
,Q2r ′ ,s′m

)

∂q1nmi
−

∂Rm

(
Q1n′′

,Q2n′′
,Q2r ′′ ,s′′m

)

∂q1nmi

⎞
⎟⎠

+ω2

⎛
⎜⎝

∂e1nm

(
Q1n′

,s
′
m

)

∂q1nmi
−

∂e1nm

(
Q1n′′

,s
′′
m

)

∂q1nmi

⎞
⎟⎠

⎤
⎥⎦×

(
q1n

′
mi − q1n

′′
mi

)

+
M∑

m�1

N∑
i�1

⎡
⎢⎣δ

⎛
⎜⎝

∂ f 2nm

(
Q2n′

,s
′
m

)

∂q2nmi
−

∂e2nm

(
Q2n′′

,s
′′
m

)

∂q2nmi

⎞
⎟⎠ + δ

⎛
⎜⎝

∂E

[
c2m

(
Q2n′

,Q2r ′
)]

∂q2nmi
−

∂E

[
c2m

(
Q2n′′

,Q2r ′′
)]

∂q2nmi

⎞
⎟⎠

+ω1

⎛
⎜⎝

∂Rm

(
Q1n′

,Q2n′
,Q2r ′ ,s′m

)

∂q2nmi
−

∂Rm

(
Q1n′′

,Q2n′′
,Q2r ′′ ,s′′m

)

∂q2nmi

⎞
⎟⎠

+ω2

⎛
⎜⎝

∂e2nm

(
Q2n′

,s
′
m

)

∂q2nmi
−

∂e2nm

(
Q2n′′

,s
′′
m

)

∂q2nmi

⎞
⎟⎠−

N∑
j�1

(
ρ2nj

(
d2n

′
, d2r

′)− ρ2nj

(
d2n

′′
, d2r

′′)

+
∂ρ2nj

(
d2n

′
,d2r

′)

∂q2nmi
∗ q2n

′
mi −

∂ρ2nj

(
d2n

′′
,d2r

′′)

∂q2nmi
∗ q2n

′′
mi +

∂ρ2rj

(
d2n

′
,d2r

′)

∂q2nmi
∗ q2r

′
mj −

∂ρ2rj

(
d2n

′′
,d2r

′′)

∂q2nmi
∗ q2r

′′
mj

⎞
⎟⎠

⎤
⎥⎦

×
(
q2n

′
mi − q2n

′′
mi

)
+

M∑
m�1

⎡
⎢⎣

∂ f 1nm

(
Q1n′

,s
′
m

)

∂sm
−

∂ f 1nm

(
Q1n′′

,s
′′
m

)

∂sm
+ δ

⎛
⎜⎝

∂ f 2nm

(
Q2n′

,s
′
m

)

∂sm
−

∂ f 2nm

(
Q2n′′

,s
′′
m

)

∂sm

⎞
⎟⎠

+δ

⎛
⎜⎝

∂E

[
f 2rm

(
Q2r ′ ,s′m

)]

∂sm
−

∂E

[
f 2rm

(
Q2r ′′ ,s′′m

)]

∂sm

⎞
⎟⎠
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+ω1

⎛
⎜⎝

∂Rm

(
Q1n′

,Q2n′
,Q2r ′ ,s′m

)

∂sm
−

∂Rm

(
Q1n′′

,Q2n′′
,Q2r ′′ ,s′′m

)

∂sm

⎞
⎟⎠

+ω2

⎛
⎜⎝

∂e1nm

(
Q1n′

,s
′
m

)

∂sm
−

∂e1nm

(
Q1n′′

,s
′′
m

)

∂sm
+

∂e1nm

(
Q1n′

,s
′
m

)

∂sm
−

∂e1nm

(
Q1n′′

,s
′′
m

)

∂sm

+
∂e2nm

(
Q1n′

,s
′
m

)

∂sm
−

∂e2nm

(
Q1n′′

,s
′′
m

)

∂sm
+

∂E

[
e2rm

(
Q2r ′ ,s′m

)]

∂sm
−

∂E

[
e2rm

(
Q2r ′′ ,s′′m

)]

∂sm

⎤
⎥⎦×

(
s
′
m − s

′′
m

)

+
M∑

m�1

N∑
i�1

⎡
⎢⎣δ

⎛
⎜⎝

∂ f 2nm

(
Q2n′

,s
′
m

)

∂q2rmi
−

∂ f 2rm

(
Q2r ′′ ,s′′m

)

∂q2rmi

⎞
⎟⎠+ δ

⎛
⎜⎝

∂E

[
c2m

(
Q2n′

,Q2r ′
)]

∂q2rmi
−

∂E

[
c2m

(
Q2n′′

,Q2r ′′
)]

∂q2rmi

⎞
⎟⎠

+ω1

⎛
⎜⎝

∂Rm

(
Q1n′

,Q2n′
,Q2r ′ ,s′m

)

∂q2rmi
−

∂Rm

(
Q1n′′

,Q2n′′
,Q2r ′′ ,s′′m

)

∂q2rmi

⎞
⎟⎠

−
N∑
j�1

⎛
⎜⎝

∂ρ2nj

(
d2n

′
,d2r

′)

∂q2rmi
∗ q2r

′
mi −

∂ρ2nj

(
d2n

′′
,d2r

′′)

∂q2rmi
∗ q2r

′′
mi + ρ2nj

(
d2n

′
, d2r

′)− ρ2nj

(
d2n

′′
, d2r

′′)
⎞
⎟⎠

−
(
ρ2nj

(
d2n

′
, d2r

′)− ρ2nj

(
d2n

′′
, d2r

′′))

−
N∑
j�1

⎛
⎝ ∂ρ2nj

(
d2n

′
, d2r

′)

∂q2rmi

∗ q2r
′

mi −
∂ρ2nj

(
d2n

′′
, d2r

′′)

∂q2rmi

∗ q2r
′′

mi + ρ2rj

(
d2n

′
, d2r

′)− ρ2rj

(
d2n

′′
, d2r

′′)
⎞
⎠

+ω2

⎛
⎜⎝

∂E

[
e2rm

(
Q2r ′ ,s′m

)]

∂q2rmi
−

∂E

[
e2rm

(
Q2r ′′ ,s′′m

)]

∂q2rmi

⎞
⎟⎠

⎤
⎥⎦×

(
q2r

′
mi − q2r

′′
mi

)
� (I ) + (I I ) + (I I I ) + (I V ),

(13)

Based on the assumptions on the cost, inverse demand, risk, and emission func-
tions, one can have (I) ≥ 0, (II) ≥ 0, (III) ≥ 0, (IV ) ≥ 0, and (V ) ≥ 0. Therefore
(11) must be greater than or equal to zero, under the above assumptions, and, hence,
F(X) is monotone. �

Next, in Theorem 4, we require additional properties on various functions in vari-
ational inequality (9) to obtain strict monotonicity of F(X). The proof of Theorem 4
is similar to that of Theorem 3, which is skipped here.

Theorem 4 (Strict Monotonicity) Assume that the manufacturers’ production costs,
f 1nm , f 2nm , f 2rm , the transaction cost with the demandmarkets, cm, the risk function Rm,
the emission functions e1nm , e2nm , e2rm are strictly convex. In addition, assume that the
inverse demand function is strictly monotone decreasing. Then the vector function
F that enters variational inequality (9) is strictly monotone, that is, for all X ′ and
X ′′ ∈ κ1,

〈
F
(
X ′)− F

(
X ′′)T ,

(
X ′ − X ′′)〉 > 0.

With Theorems 2 and 4, we can study the uniqueness of the solution to the vari-
ational inequality problem (10).
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Theorem 5 (Existence and Uniqueness of a Solution to the Variational Inequality
Problem) The conditions of Theorem 4 are assumed to hold. Then, the function that
enters the variational inequality (10) has a unique solution in κ .

Proof Follows from reference [16]. �

4 Conclusion

In this paper, we proposed a closed-loop supply chain network model that captures
the impact of remanufactureability level on the production cost and uncertainty in
the yield rate. We analyze the model from the network perspective, in which man-
ufacturers compete with each other in terms of production quantity of the new and
remanufactured product aswell as the remanufactureability level.Weused variational
inequalities to obtain solutions the network equilibrium. In addition, properties of
the solutions are discussed. For the future study, we would like to obtain empirical
data to validate our model to generate managerial insights.
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Towards the Determinants of Successful
Public-Private Partnership Projects
in Jamaica: A Proposed Methodology

Kenisha Iton and Delroy Chevers

Abstract The Caribbean countries have a relatively large infrastructure deficit that
has affected their economic growth. Infrastructure is essential for growth by provid-
ing critical services and facilities. Infrastructure is a major determinant that drives
competitiveness, and as such is vital if these economies are to become competitive,
grow and developed. Undoubtedly, investing in infrastructure is beneficial for devel-
oping countries, but such initiative is usually accompanied by high costs. Mobilizing
financial resources needed for infrastructure investment can be challenging for gov-
ernments in developing countries, with Jamaica being no exception. Public-private
partnerships (PPPs) have become alternative ways of raising needed funds for capital
intensive public projects, thereby providing a unique solution to speed up infrastruc-
ture development. However, the success of these initiatives is inconclusive. Hence,
this study seeks to propose a research methodology to assess the major determinants
of successful implementation of PPPs in Jamaica. It is hoped that the study will
provide useful insights which can assist decision makers in their desire to imple-
ment successful PPPs and by extension promote economic and social development
in Jamaica.

Keywords Economic development · Infrastructure · Jamaica
Public-private partnerships · Nominal group technique

1 Introduction

Most governments in the Caribbean are struggling to improve their infrastructure due
to huge debts, lagging economies, and tight budgets [1]. Jamaica, a small island in
the Caribbean is no exception. The country’s debt to gross domestic product (GDP)
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ratio represents one of the highest in the world [2]. Its foreign exchange rate against
the United States (US) dollar is very low at 129:1 and unemployment rate stands at
13.7%. In essence, the country faces tremendous constraints in human and financial
resources.

But investment in infrastructure is essential for a nation’s growth and development
[3]. However, such investments usually require huge financial outlay [4]. This condi-
tion can be challenging for a country like Jamaica, which faces severe constraints [5].
Public-private partnerships (PPPs) have become alternative ways of raising needed
funds for capital intensive public projects [6, 7], thereby providing a unique solution
to speed up infrastructure development [8]. They have helped improve the infrastruc-
ture and service delivery in both developed and developing countries [9, 10]. PPPs
are expected to bring a variety of benefits to the government by making use of the
private finance for the development of public infrastructure [11]. These partnerships
have led to considerable poverty reduction and sustainable development [12].

Public-private partnership is defined as an agreement between the government
and one or more private partners (which may include the operators and the financers)
according to which the private partners deliver the service in such a manner that the
service delivery objectives of the government are aligned with the profit objectives
of the private partners and where the effectiveness of the alignment depends on a
sufficient transfer of risk to the private partners [13]. Although the literature makes
reference to the benefits of PPPs [12], their success is believed to depend on the
management of the contract and the inherent risks of such projects [14].

Poor governance, lack of policy framework and lack of transparency hinder the
success of PPPs in developing countries [15]. In addition, political interference in the
tenderingprocess is amajor hindrance to the success ofPPPs. In general, governments
need to build political support for PPPs to reduce interference by political players
[15]. In termsof the lackof transparent legal frameworks to govern themanagement of
PPPs, a study found that most developing countries lack policy and legal frameworks
to guide the successful implementation of PPP projects [16]. There is the notion that
institutions in developing countries usually have weak governance structures [17,
18]. As a result, it has been found that corruption and mistrust among shareholders
can affect the successful implementation of PPP projects in developing countries
[16].

The findings in the literature regarding the benefits of PPPs is inconclusive [19].
In addition, there is relatively little research in this domain in Jamaica. As a result,
this study seeks to propose a research methodology to assess the major determinants
of successful implementation of PPPs in Jamaica. Hence the following research
questions:

• What policies are in place to govern the contracts issued under PPPs in Jamaica?
• What are the major determinants of successful PPPs implementation in Jamaica?

It is hoped that the study will provide useful insights which can assist decision
makers in their desire to implement successful PPPs and by extension promote eco-
nomic and social development in Jamaica.
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2 Literature Review

The Caribbean countries, which are classified as developing economies, have a rela-
tively large infrastructure deficit that has affected their economic growth [1]. Infras-
tructure is essential for growth by providing critical services and facilities [3]. It is
defined as the basic physical and organizational structures and facilities like build-
ings, roads and power supplies needed for the operation of a society or enterprise.
Infrastructure is listed in the global competitiveness report as amajor determinant that
drives competitiveness [20]. Interestingly, Jamaica is ranked 86th in the global com-
petitiveness report, with infrastructure scoring the third lowest of the basic require-
ments at 3.8 on a 1–7 scale [20]. This score, which is just above the mid-point,
indicates that Jamaica’s infrastructure is not well established and advanced.

In the midst of this challenge in Jamaica there is the notion as stated by [3] that,
“economic infrastructure keeps the country running. The nation needs power plants
to fuel its homes, offices, industries, and support services, such as street lighting,
and security systems. It needs roads, railways, airports and ports to move people
and commodities and it must have good communications. The availability of infras-
tructure is a key factor for companies when making decisions on where to invest”
(p. 5).

Undoubtedly, investing in infrastructure is beneficial for developing countries due
to their characteristics of huge debts and tight budgets, but such initiative is usually
accompanied by high costs [4]. Mobilizing financial resources needed for infrastruc-
ture investment can be challenging for governments in developing countries, with
Jamaica being no exception. Public-private partnerships provide a unique solution to
speed up infrastructure development [8]. But proper management and efficient uti-
lization of the infrastructure is needed if economies in the Caribbean want to become
competitive, grow and attain sustainable development [1, 21].

This is even more relevant in the case of Jamaica which suffers from scarce
resources and low economic performance. The economic measures in Jamaica as
distilled by the [22] are:

• Currency�US $1� J $128
• GDP per capita (US $)�5,003.8
• Unemployment (% of labour force)�13.7
• Labour force participation (female/male %)�57.6/72.1
• Balance of payments (million US $)�−1,110
• Tourist arrivals at national borders (000)�2,080.

There is awidely held view that economic infrastructure is a strategic issue because
it leads to competitiveness [3]. As a result, efforts were made to speed up the imple-
mentation of infrastructural development projects and by extension increase the
economic performance of the country. So in August 2011, Jamaica’s Investments
Division of the Ministry of Finance and the Economy established a PPP Unit as part
of an initiative to promote public–private partnerships in Jamaica. In 2012, the Gov-
ernment of Jamaica (GOJ), established a Policy and Institutional Framework for the



254 K. Iton and D. Chevers

implementation of a PPPs programme in the country. PPP as distilled by [23] is “a
long-term procurement contract between the public and private sectors, in which the
proficiency of each party is focused in designing, financing, building and operating
an infrastructure project or providing a service, through the appropriate sharing of
resources, risks and rewards” (p. 5). The literature makes reference to four types of
PPPs. These are: design, build and finance (DBF); design, build, finance, operate and
maintain (DBFM); design, build and operate (DBO); and concession PPPs.

In September 2012, the Cabinet approved the Jamaican PPP Policy, which sets
out the principles that should guide decision-making by Ministries, Departments
and Agencies which are considering utilising PPPs to improve infrastructure and the
delivery of public services. In summary, the Jamaican government turned to PPPs
as a means to overcome the deficits in infrastructure needs. Private companies have
undertaken development projects in the ailing infrastructures in the energy, trans-
port, and water sectors [1]. These sectors are important for economic growth and
their improvement can have a significant impact on the Jamaican economy. The
country requires transport infrastructure to hasten economic growth while facing
tight budgetary constraints. By leveraging PPPs, Jamaica has embarked on projects
to improve the transport infrastructure as a way of improving tourism and economic
growth. Some examples include the Sangster’s InternationalAirport, the PortAuthor-
ity and the Highway Facility.

This decision to embrace PPPs in 2011 gave Jamaica the platform to institutional-
ize the required policies, roles, dedicated units and staff in place to properly manage
and monitor the implementation of PPPs. Table 1 outlines the strategic moves that
has been made by the Jamaica government to this end. Both Jamaica and Trinidad
and Tobago are somewhat advanced in setting up established policies, procedures
and structures to effectively manage PPPs.

Although tremendous gains can be achieved through the implementation of PPPs,
the success of these projects are inconclusive [19]. Poor governance, lack of policy
framework and lack of transparency hinder the success of PPPs in developing coun-
tries. In addition, corruption and mistrust among shareholders can affect the success-
ful implementation of PPP projects in developing countries [16]. In the Corruption
Perception IndexReport 2016, Jamaicawas ranked 83 out of 176 countries behind the
Bahamas, Barbados, St. Lucia, St. Vincent and the Grenadines, Dominica, Grenada
and Cuba [25]. Due to the high likelihood of corruption and political interference in
Jamaica, it is quite possible for PPPs to fail than succeed in the country.

One of the main reasons for engaging in PPPs in developing countries is to raise
capital required for infrastructure projects [12]. The North Luzon toll way in Philip-
pines raised approximatelyUS$371million throughPPPs. TheColomboPort project
in Sri Lanka raised $175 million through a build-operate-transfer PPP contract [15].
The bulk terminal project raisedUS$7.5million through a build-operate-transfer PPP
contract in Ethiopia [15]. By 2013, 15 transport infrastructure projects in Turkey had
been financed through PPPs [26]. According to [10], over US $6 billion had been
spent to finance transport projects in South Asia through PPPs by 2007. As indicated
in the above studies, governments in developing countries can offload the financing
burden to the private sector.
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Table 1 Public-private partnership architecture in the Caribbean

Source [24]

It is important to note that the outcome of a given PPP project depends on the
strengths and weaknesses encountered. Project teams have the responsibility of iden-
tifying inherent challenges and successes at the beginning of the project to avoid neg-
ative results upon completion. It is posited that the determinants of successful PPP
projects are contractual arrangements, project characteristics, project participants and
interactive processes [27]. Contractual arrangements refers to contract type, award
methods and risk allocation. Project characteristics refers to issues such as political
and economic risks. Project participants are concern about inter-organizational con-
flicts, while interactive processes refers to the facilitation of effective coordination
throughout the project life [27].

It is believed that high quality service should be the basis of all exchanges [28].
However, the common problems among stakeholders are high costs of tendering, cost
restraints, complex negotiation, and conflicting project objectives [14]. Participation
in core public activities and sufficient rewards are the main causes of conflicting
project objectives. Identifying these issues early enough helps avoid conflicts that
may arise when commissioning the project. The impact of the project may also be
affected by the cost of maintaining and operating the facility as high operation and
maintenance costs can affect the efficiency of the facility eliminating its intended
impact.

A case study by [29] on telecommunication PPPs inLebanon illustrated the impor-
tance of efficient management of PPPs. According to the study, the government had
to maintain its involvement in the partnership and a transparent regulatory frame-
work had to be established. In Lebanon, poor management made telecommunication
companies exceed subscriber limits, evade fees and taxes, and provide poor network
coverage.
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An analysis of PPPs by [30] indicated that PPP projects can fail when the private
contractors fail to transfer risk. This forces the government to bear the major cost
of the project leading to failure of the project. As the economy recuperates from the
effects of the financial meltdown, the Jamaican government is willing to absorb some
of these risks and costs, but the government would like these occurrences to be as
minimal and as seldom as possible.

3 Methodology

This is an exploratory study in which both primary and secondary data will be used.
The primary datawill be obtained from focus group sessionswhile the secondary data
will be gathered from the Contractor General Report, the Auditor General Report
the Statistical Institute of Jamaica Report and the literature review. The purpose of
the secondary data is to assess the management, performance and outcome of the
respective PPP projects, as well as findings from the literature regarding the deter-
minants of successful PPP projects. These determinants—contractual arrangements,
project characteristics, project participants and interactive processes—will form the
basis of the initial discussion in the focus group sessions.

The purpose of the focus groups is to capture the views of key personnel involved
in the implementation of the relevant PPP projects. The focus groups, supported
by the nominal group technique, will be conducted with project sponsors, project
managers and project administrators in Jamaica. The targeted participants will be
the Contractor General, project sponsors and project managers who are involved and
knowledgeable about a recently implemented PPP in Jamaica. The main objective of
these focus groups is to ascertain from participants what they believe are the major
determinants to deliver successful PPP projects. In doing so, information will be
gathered regarding the management and outcomes of projects before the PPP policy
and after the policy. A comparative analysis will be conducted with similar type
and size PPP projects before 2012 and after 2012. It is hoped that the performance
and outcomes of these projects before 2012 and after 2012 will be explored. Ethical
approval will be sought to conduct this study and privacy will be maintained.

The initial questions to stimulate the discussion in the focus group will be pre-
tested by about three project managers at the University of the West Indies. The
selection of the University of the West Indies is based on convenience. However,
effort will be made to ensure that the selected individuals are experts and quite
knowledgeable about the implementation of PPPs.Relevant adjustmentswill bemade
to the questions regarding the wording, compound questions, ambiguous questions,
number of questions, and similar concerns.

The scope of the study will be infrastructural projects throughout Jamaica. Letters
of consent to participate in the study will be sent to potential participants. Based on
the feedback, those persons who are willing to participant will be invited to a focus
group session. Permission will be sought to record he sessions in an effort to capture
all pertinent information and possible quotations.
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Focus groups will be used to arrive at consensus on the determinants of successful
PPPs implementation. A focus group approach will be taken because it is considered
a cost-effective and efficient way to collect insights from experts in a domain of
interest [31].

There are two commonly used group decision techniques to enable and improve
group decision-making processes, namely the Delphi technique and the nominal
group technique [32, 33]. The nominal group technique (NGT) is selected for this
study because it is considered more superior in relation to the other group decision
techniques [34]. In comparison to the Delphi technique, the NGT usually contribute
to greater objectivity, yield more creative ideas, minimizes opinion differences and
consensus is generally agreed on quicker [32, 35]. NGT also minimizes many of the
problems that freely interacting groups may experience like group think, free loading
and destructive dominance [34, 36].

TheNGT process consists firstly of a creative thinking phase, then idea generation
phase, followed by evaluation and finally a decision making phase [37]. The detailed
procedure is set out below as distilled by [37]:

1. Participants independently and silently generate ideas regarding the problem and
its solution in writing on index cards. On 3”×5” index cards, participants will be
asked to silently identify what they consider themajor determinants of successful
PPPs implementation.

2. Cards are collected by the independent facilitator, shuffled and randomly returned
to the participants. In a round-robin format, participants will be asked to verbally
state one idea per card until all participants have completed their list of ideas.
The independent facilitator will write each idea on a slip chart or white board for
visual display to all participants. The purpose of shuffling the cards will be to
hide the identity of the person who generated the idea. In addition, the purpose
of using an independent facilitator will be to control for researcher biases.

3. Each idea will be discussed for clarification, deeper insights and subsequent
evaluation, without lobbying or identifying the originator of the idea.

4. Participants will be asked by the independent facilitator to silently and indepen-
dently rank and select their major determinants. These major determinants will
be written on newly distributed index cards.

5. The independent facilitator will collect the newly completed index cards with the
ranked determinants. The cards will be shuffled and the independent facilitator
will write the list of ranked determinants per index card on the flip chart or white
board. The determinants are tallied and themost frequent determinants identified.

6. Participants will be asked to silently and independently rank these determinants
on index cards and return the cards to the facilitator. Again, the facilitator will
shuffle the cards and write the top ranked determinants on the flip chart or white
board.

7. The top ranked determinants will be tallied. The determinant with the highest
score will be presented to the participants as the top ranked determinant, with
the determinant with the second highest score being presented as number two,
and so forth.
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8. Participants will be shown the resulting list of top ranked determinants and their
acceptance sought. If there is no consensus, the ranking of the determinants will
be repeated until there is consensus.

A pilot study of the procedure will be conducted with a small group of PPP
project managers in Kingston. The pilot study will provide the opportunity to assess
and refine the NGT process if necessary.

In summary, the NGT has been found to be an effective way to achieve consensus
among participants in a group decision setting [37].

4 Conclusion

It is expected that the focus group sessions using the nominal group technique will
not only be able to identify themajor determinants of successful PPP projects but also
to arrive at quick consensus on the determinants. Subsequent to the discovery of the
major determinants from the focus group sessions, a research model will be formu-
lated. This model will be presented to the research community for further refinement
and validation in an attempt to ascertain a reasonable R2 between the determinants
and successful PPP projects. It is hoped that the derived research model will be able
to explain a large majority of the variance in successful PPP implementation. Such
knowledge can increase the likelihood of implementing successful PPPs, which by
extension can lead to the growth and development of Jamaica.
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Abstract Different service providers compete to win high valued IT service con-
tracts in a tender kind of process, by providing comprehensive solutions that would
fulfil the requirements of their client. Client requirements include services such as
accountmanagement, storage systems, databases, andmigrating the client infrastruc-
ture to the cloud. Preparing a solution is a step-wise process where a client shares
the Request for Proposals (RFP) which documents the details of services required,
and then service providers prepare solutions to fulfil these RFPs. The latter, usually
referred to as “solutioning”, can be a lengthy, time-consuming process. Therefore,
solutioning automation could result in efficiency increases and cost reductions for the
providers. In this paper, we propose an automated, cognitive, end-to-end solutioning
methodology that is comprised of 3 steps. The first step involves a textual analytics
approach for mining the RFP documents, and extracting the client requirements and
constraints. Second, we formulate an optimizationmodel that chooses the optimal set
of offerings (that the provider can offer) and their attribute values that cover the client
requirements at a minimum cost. Finally, we require market benchmarks to compute
pricing of the chosen offerings. Market benchmarks are sometimes unknown for
some offerings or for some attributes of these offerings. Thus, in that third step, we
show an iterative method to estimate the missing benchmarks along with a confi-
dence score. We validate our methodology by applying it to a real-world application
with a comprehensive dataset. We show that it takes minutes to run our method,
compared to the days and sometimes weeks for the case of manual solutioning. We
also illustrate that our methodology provides more accurate solutions compared to
manual solutioning.
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1 Introduction

Service Providers compete to win high-valued outsourcing contracts, in a tender kind
of process, by designing and proposing solutions to potential clients [9, 17, 18], as a
response to the clients’ request for proposals (RFP). The kind of services included
in these contracts are often complex [8, 24], worth hundreds of millions of dollars
and very hard to quote [3, 6, 7, 15]. Traditionally, service providers prepare such
solutions manually and it could take them a few days or weeks to do so. Solution
designers use their expertise to come up with such complex solutions. The process
of preparing these solutions is typically referred to as “solutioning”.

In addition to the significant time and resources needed formanual solution prepa-
ration, there are also multiple challenges solution designers struggle with, resulting
in preparing solutions that might not be optimized for increasing the chances of the
provider to win the contracts. We present three main challenges in that regard. First,
the RFP documents are usually long and require very experienced solution design-
ers to manually read and extract the client requirements. Obviously, automating this
could result in significant time and cost reduction for providers. Second, there is
usually a large set of offerings that can be used to fulfil each customer’s requirement.
Finding the optimal set of offerings that fulfil all requirements at a minimum possible
cost is almost impossible to guarantee in manual solutioning.

Additionally, during the negotiation process with the client, requirements do
change and thus, solution designers would need to come up with a new set of offer-
ings to respond to such changes. This might take as long as it took them the first time
and cannot be optimized either. Third, the service provider may not have the market
benchmarks for every offering included in the solution and hence they may need
to be computed or obtained from a third-party vendor. Benchmarks differ from one
offering to another, from one delivery location to another, from one client geography
to another, from one client industry type to another, and even for one configuration
to another for the same offering. Without the benchmarks, the pricing computed by
the service provider may be inaccurate and have less competitive pricing and lower
win rates.

In this paper, we provide an automated, cognitive, end-to-end solutioningmethod-
ology that overcomes these challenges and provides a competitive solution. Our
approach is composed of three steps. In the first step, we show a novel method that
uses textual analytics to come up with list of services and offerings from the clients
RFP document. In the second step, we present an optimization model that chooses
the optimal set of offerings and their attribute values, with a guarantee of fulfilling
the client requirements at a minimum cost. In the last step, we present a method
based on machine learning and analytical techniques to accurately infer the missing
benchmarks through an iterative process, and then price the offerings included in
the solution. We then apply it to real data at one of the world’s largest IT service
providers. Our results show that our method is both more efficient as it prepares a
solution in a matter of minutes rather than days or weeks, as well as effective because
of it yields a higher accuracy compared to manual solutioning.
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The rest of this paper is organized as follow: In Sect. 2, we review the related
literature. We then discuss our methodology in Sect. 3, and provide a proof-of-
concept implementation and some results in Sect. 4. We end with providing the
conclusions and directions for future work in Sect. 5.

2 Literature Review

In this section, we briefly review the related literature of optimizing offerings in
the solutions as well as estimating benchmarks since there is limited literature on
cognitive text analytics of RFP documents. Current state of the art includes having
detailed cost structure of historic andmarket deals as well as meta-data for such deals
like geography, client, industry, etc. [4, 5, 14, 16].

The “bottom-up” approach [1] is used for preparing solutionswith some attributes.
This approach involves estimating the cost of individual activities at a granular level
that together form the total cost for each individual IT service. While this bottom
up approach is effective in estimating the detailed cost structure, it is very time
consuming and requires a detailed solution, i.e. knowing a lot of details about the
structure of the services to be added to the solution.

Also, some works include using questionnaire design tool to collect anonymous
data as feedback. Another prior art includes using fixed benchmarks when data
is unavailable and uses performance metrics to better them [11]. In Saavedra and
Smith [21], have shown that machine and program characterization help identify
features that dominate benchmark results and hence can be used to reference the
benchmark by identifying their characteristics. Other methods of benchmarking,
which do not include any steps in our method, but help compare information quality
across organizations and provide a baseline include [12, 13, 19, 20, 22]. All these
methods are not only time-taking but also cannot show accuracy of the benchmarks
that are computed.

Thus, as seen from the above literature, there has been a lot of work in solutioning
and bench-marking contracts using different techniques, but none of them provides
an effective method which comes with a solution within some accuracy bounds in
a short period of time, after cognitively extracting the client requirements from the
RFPs and choosing the optimal set of offerings to include in the solution. This is the
objective of this work.

3 Methodology

Ourmethodology is a three-step approach that aims at solving the problem of prepar-
ing an efficient solution for the clients RFP. The inputs to our model are the RFP as
well as some client attributes, such as the geography and industry of the client, and
a historical database of benchmarks used by the service provider for assessing and
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pricing contracts appropriately. In addition, we assume that we are given a minimum
expected confidence score for standardizing a service benchmark. The output of our
approach is an optimized choice of offerings which cover the client’s requirements
at a competitive price.

3.1 Map Offerings and Services Based on User Input

In this step, we use the user inputs such as the RFP, and deal attributes like geography,
industry, and time of deal, etc. The RFP document contains the textual description
of the client’s environment and the client’s requirements. The objective is to use text
analytics to extract the client requirements and constraints automatically from these
documents, and map them to the service offerings that the provider can offer.

The rest challenge is to identify whether each statement in the document is a
requirement or not. Usually, a big portion of the document is devoted to describing
the client environment, the bidding procedure, etc. Hence, the first task in our text
analysis is to build a set of rules and patterns that can be used to decidewhether a given
text should be identified as a requirement or not. These rules and patterns include
dictionary-based keywords, enclosing sections headers, context, and linguistic fea-
tures. The output of this step is the set of statements that represent the client’s textual
requirements. The second challenge is to categorize the extracted client’s textual
requirements into the service provider’s taxonomy of services and constraints. The
output of this step is to assign a service or a constraint to each textual requirement.
To this end, we execute 3 steps:

• Build a Lexicon of keywords for each service constraint category. This was done
using both automated words frequency analysis for the service catalogue and
manual expert validation.

• Match each requirement text and its context (e.g. enclosing section header, table
label, and paragraph header) against the services/constraints Lexicon and obtain
a score for each matching.

• Build a set of rules that takes the matching scores for each requirement with the
services/constraints Lexicon and assign a service/constraint to each requirement.

The final step in this stage is to aggregate the services and constraints that were
identified from the individual textual requirements at the contract level. We apply a
straightforward mapping from the cognitively identified services to standard offer-
ings. Our output of this step is the set of offerings that can provide the deal services,
while adhering to the deal constraints.
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3.2 Cost Optimization

In this step, we formulate an optimization model that determines the optimal set of
offerings to include in the solution, at a minimum total cost. We define some notation
then present our mathematical formulation for this step.

Let F be the set of offerings, R be the set of requirements extracted from the
RFP (See the first step above), |R| be the cardinality of set R, and I f be the set of
attributes for offering f ∈ F. We also define civ as the cost of attribute value v ∈ Vif ,
if that value is chosen for attribute i ∈ I f of offering f ∈ F. Further, we define efr as a
given indicator (extracted in step 1), that is 1, if offering f ∈ F can be used to fulfill
requirement r ∈ R, and zero otherwise. Next, we define our decision variables as
follows: Xfr is 1, if offering f ∈ F is chosen in the solution to fulfill requirement r ∈
R, and zero otherwise.Yiv is 1, if value v∈Vif is chosen for attribute i∈ I f of offering f
∈ F, and zero otherwise. We now present the formulation of our optimization model:

Min
∑

i∈I f

∑

f ∈F

∑

v∈Vi f

civ · Yiv (1)

s.t.
∑

f ∈F
e f r · X f r � 1 ∀r ∈ R (2)

Ar f .Y � br f · Xr f ∀r ∈ R,∀ f ∈ F (3)
∑

v∈Ii f
Yiv ≤ 1 ∀ f ∈ F,∀i ∈ I f (4)

∑

v∈Vi f

Yiv ≥ X f r

|R| ∀r ∈ R,∀ f ∈ F,∀i ∈ I f (5)

Yiv ∈ {0, 1} ∀v ∈ Vi f ,∀i ∈ I f ,∀ f ∈ F (6)

X f r ∈ {0, 1} ∀ f ∈ F,∀r ∈ R (7)

where, objective function (1) minimizes the total cost of the solution, which is the
cost of all chosen values for all attributes across all offerings. Constraint (2) ensures
that exactly one offering is used to fulfill each requirement. The constraints imposed
by each requirement, on the attribute values of each the offering used to fulfill it,
are introduced in constraint (3). Note that in constraint (3), Arf, Y, and brf are in
matrix form and are meant to illustrate, in linear programming standard notation, the
constraints imposed by a requirement on the attribute values of the offering covering
it. Constraint (4) makes sure that at most one categorical value for each attribute is
chosen. This is meant to put an upper limit on the number of values to be chosen for
each attribute. That upper limit is obviously 1. Constraint (5) puts the lower limit for
attribute value choice. That lower limit is choosing one value for an attribute if its
offering is used to fulfill one requirement at least. Lastly, constraints (6) and (7) are
the binary restrictions of our variables.
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3.3 Estimation for Missing Benchmarks

Weuse ahistorical database of benchmarks from the contracts that havebeen executed
in the past. However, sometimes these benchmarksmaybemissing for a few offerings
and hence service providers may not be able to calculate prices accurately. We treat
that issue in this step as follows.

Since we have the pricing for some offerings but not for others, we use machine
learning recommendation systems to estimate the missing values. That is, we train
the recommenders on the known data and then use them to amend themissing values.
The features used in this training are meta-data of the contract, such as the geography
of the client, the delivery location of the offerings, and the services included in the
solution.

Each feature is given a weight w depending on how indicative they are to the
pricing of the service, and a weighting function is used to come up with a confidence
score for the benchmark values that we amend. The confidence score indicates an
estimate on how accurate the benchmark data would be. We then assess the contracts
that use these draft benchmarks to calibrate and come up with pricing solutions
that can be used in the solutioning process. Assessing the performance of the draft
benchmarks on winning contracts, we can re-iterate the confidence scores on con-
tracts based on whether the contracts were won or lost. If the aggregate confidence
score of all the draft benchmarks for all services under an offering go higher than a
given threshold value and multiple corresponding contracts are won, we standardize
such set of benchmarks. By standardizing the benchmarks, the service provider can
use them with high confidence for pricing future contracts.

4 Implementation and Numerical Results

In this section, we show a proof-of-concept implementation of our method in
Sects. 4.1 and 4.2, and present some numerical results.

4.1 Textual Analytics to Map to a Set of Standard Offerings
and Cost Optimization

For our first experiment, we gathered a set of 15 RFPs and 15 standard offerings. The
RFPs text was annotated by a handful of domain experts to categorize each relevant
statement in the documents to one of the provider’s services or constraints. 10 of
these documents were used to construct the rules, while 5 were used for testing. A
Lexicon of about 3000 keywords for 20 services and constraints was built by running
the TF-IDF algorithm on the service catalogue documentation. IBM BigInsights
SystemT [2] was used to extract the linguistic features of the text. The set of rules
for requirement identification and categorization were built by statistically studying
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the most common patterns and matchings scores to the Lexicon for each category
in the training documents. The average accuracy of the requirement identification
sub-model is about 92%, and the average accuracy of requirement classification
sub-model is about 83%.

For the service/constraints to standard offerings mapping, we collected the nec-
essary information for each of the 15 standard offerings to understand the services
they provide and their associate constraints. The service to offerings mapping and
the constraints filtering takes usually a few seconds. Lastly, for the cost optimization
model, we implemented it on the Python programming language and used CPLEX
[10] to solve it. Themodel is an integer programmingmodel (See, for example, [23]).
For realistic instances, it takes an average of 3 min to run.

4.2 Computing the Confidence Scores for the Draft
Benchmarks

For our second experiment, we selected a set of 300 requirements from the aforemen-
tioned repository. We evaluated our method on a set of 7 offerings, 246 geographies,
and 3 delivery locations. We then analyzed the computation of the confidence score
based on the features used to estimate the draft benchmarks. Four features were used
and were given random weights in order to proceed with our method. The used fea-
tures are the client geography, service delivery-from location, scope (which services
exactly were included), and the configuration of the services.

Table 1 gives the requirements which have a collection of offerings and the confi-
dence scores computedbasedon feature similarity. The results are the total confidence
score for every service under an offering.

Table 1 Excerpt of the dataset of the offerings and confidence scores of draft benchmarks

Offering Geography Services Feature similarity on
which confidence
scores are based

Total confidence
score

X Asia, Philippines Service A Geography 0.1
Delivery location 0.2

0.3

Service B Scope 0.3
Delivery location 0.2

0.5

Service C Scope 0.3
Configuration 0.4

0.7

Y Europe, Croatia Service D Configuration 0.4
Geography 0.4

0.8

Service E Scope 0.3 0.3

Service F Scope 0.3
Delivery location 0.2

0.5
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5 Conclusions and Directions for Future Work

In this paper, we presented a novel, automated, cognitive end-to-end solutioning
methodology for highly-valued IT service contracts. We showed a method for map-
ping the text in RFP documents to a set of requirements and offerings that the IT
service provider can offer.We also formulated an optimizationmodel that determines
the optimal set of offerings to include at a minimum cost. Lastly, we illustrated how
we can amend missing data from the benchmark prices so that we can have complete
data to use for pricing the offerings in the solution.

We applied our methodology to real-world data and showed how it brings both
efficiency and effectiveness to the solution. The solution is efficient as it is provided
in a matter of minutes compared to the traditional time taken which can be days
or weeks to prepare the solution manually. We also illustrated the effectiveness of
our method by showing its high accuracy which results in higher win rates for the
provider, when implemented.

There are multiple directions for future research to our work. We can perform a
more comprehensive numerical study for the effect of confidence scores in refining
the draft benchmarks. That is, one would evaluate howwell the draft benchmarks are
performing and use it directly in pricing contracts by standardizing them. Numerical
comparisons would then illustrate a more quantitative analysis on the efficiency of
our method of computing confidence scores. Another possible extension of this work
is to come up with natural language processing ways to treat typographical errors in
the RFP documents. This can help identify the requirements more efficiently. Lastly,
our optimization model is an integer programming model which might take a long
time to solve for large instances. Thus, a direction for future research is to come up
with heuristics for calculating the optimal set of offerings and attribute values.
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Abstract In Internet of Things (IoT) environments, devices offer monitoring ser-
vices that would allow tenants to collect real-time data of different metrics through
sensors. Values of monitored metrics can go above (or below) certain predefined
thresholds, triggering the need tomonitor thesemetrics at a higher or lower frequency
since there are limited monitoring resources on the IoT devices. Also, such triggers
might require additional metrics to be included or excluded from the monitoring ser-
vice. An example for this is in a healthcare application, where if the blood pressure
increases beyond a certain threshold, it might be necessary to start monitoring the
heart beat at a higher frequency. Similarly, the change of the environmental context
might necessitate the need to change/update the monitored metrics. For instance, in a
smart car application, if an accident is observed on themonitored route, another route
might need to be monitored. Whenever a trigger happens, there are optimization-
based methods in the literature that calculate the optimal set of metrics to keep/start
measuring and their frequencies. However, running these methods takes a consider-
able amount of time, making the approach, of waiting until the trigger happens and
executing the optimization models, impractical. In this paper, we propose a novel
system that predicts the next trigger to happen, run the optimization-based methods
beforehand, and thus have the results ready before the triggers happen. The predic-
tion is built as a tree structure of the state of the system followed with its predicted
child nodes/states, and the children states of these children… etc. Whenever part of
that predicted tree actually occurs, one can remove the calculations of the part that
did not occur to save storage resources.
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1 Introduction

The Internet of Things (IoT) refers to the networked interconnection of devices that
can include sensors as well as software to run it [1]. There are various kind of sensors
such as GPS sensors, security cameras, temperature sensors, … etc. The IoT devices
are equipped with such sensors that can allow them to collect information real-time
to measure different metrics like location co-ordinates, accelerometer, heart rate,
blood pressure, … etc. [2, 3]. Sensors are typically either built-in on the devices or
remotely connected to them via the internet. Examples of devices for the latter case
are modems, Raspberry Pi, and smart phones.

In an IoT environment, different tenants are allowed to access their data through
a set of services [4–6]. These services are referred to as monitoring services [7, 8].
A solution bundles these distinctive services to cater to customer needs [9]. Tenants
need to set the parameters of the monitoring services, i.e., decide which metrics to
monitor, the allocation ofmetrics/sensors to devices, and the frequency ofmonitoring
such metrics. Note that deciding these optimal decisions and policies is not trivial
because of the presence of computing resource constraints at the IoT devices, such as
the CPU, memory, disk storage, and network bandwidth. There is prior literature on
how to determine the optimal decisions for the system in order to set the monitoring
services. See, for example, our prior work references in [10–13], where optimization-
based approaches are discussed and implemented.

Additionally, there are triggers that happen in IoT environments that necessitate
the need to change the state of the system. That is, the metrics to be monitored
and their frequencies, as well as the allocation of metrics/sensors to devices, might
need to be changed. The two main types of these triggers are metric value-based
triggers and environmental triggers [10]. An example of the former type is in an IoT
healthcare application (see, for example [14, 15]), where whenever the heartbeat of
a patient increases above a certain threshold, the blood pressure might need to be
monitored at a higher frequency. Another example but for the latter type of triggers
is in a smart car application, where the observance of an accident in the route being
monitored might require monitoring alternative routes.

Therefore, whenever a trigger happens, the aforementioned optimization-based
approaches are being executed to determine the new optimal decisions for the system.
However, these optimization models take a relatively long time to run (sometimes
tens of minutes) and thus, simply waiting for the triggers to happen and then execute
them is not practical.

In this paper, we propose a new proactive approach in which we predict the next
triggers to happen and execute the optimization models beforehand. Then, whenever
the trigger happens, we are ready with the optimal solutions. We model our system
as a tree structure, where the current trigger (referred to as the state of the system) is
a node and the possible triggers that could happen after it are child nodes. Then, each
of these triggers would have child nodes of its own, and so on. We keep predicting
the order of occurrence of the nodes and running the corresponding optimization
models, until one of the triggers actually occurs, in which case, we delete the part of
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the predicted tree that did not occur to save memory resources, and keep predicting
deeper nodes for the part of the tree that has the children of the trigger that just
occurred as well as execute of the corresponding optimization models and save their
solutions, and so on. We could also stop the predictions and proactive execution of
the optimization models, even before a trigger happens, if the available computing
resources are exhausted. In that latter case, we delete the least likely triggers and
their solutions from the memory and wait until the next trigger to happen before
reiterating on our approach.

Since this is a work-in-progress paper, we present our approach and ideas for
its implementation featuring how effective it could be. In the future, we plan on
carrying out actual experiments to validate our proposed method. The rest of this
paper is outlined as follows. In Sect. 2, we present our proposed approach and in
Sect. 3, we end the paper with our conclusions and directions for future work.

2 Methodology

Given resource constraints of the monitoring system, it is impossible to store the next
states for each metric that can get triggered in an IoT environment. Therefore, the
objective of our research is to develop an interactive approach formonitoring services
that is able to predict the likely set of metrics that would get triggered, and run the
optimizationmodel that determines the optimal frequencies of thesemetrics [10–13];
so that the solution for next states for these metrics is ready. That way, if a metric
gets triggered, its optimal solution is ready and can be implemented immediately.

Our methodology is a two-step approach where we obtain the current state of the
system and predict the next states. It continuously monitors the resource capacities
while processing the solution for every state. Section 2.1 defines the notation and
inputs to our methodology and Sect. 2.2 illustrates its overall underlying algorithm.

2.1 Notation and Inputs to Our Method

We first define some notations and then present our mathematical formulation that
handles the predictive monitoring problem. Let N be the number of metrics moni-
tored, I be the set of metrics where I�{1, …, N} and any i ∈ I is an integer. So, |I
|�N , where N is the number of metrics and |I | is the cardinality of set I . Let S be
the one-dimensional ordered set of metric states of size N , ∀s ∈ S, s is either 0 or 1.
|S | �N , where |S| is the cardinality of set S.

We also define t as the trigger with a flag 0 or 1 and a valueV t which represents the
ID of the metric that is triggered. This value is an integer between 1 and N inclusive.
We also define Y as a set of 2N ordered sets, each with a size N . Therefore, ∀Yi ∈
Y , there are N elements where all of them are zeros except for element number i,
where i ∈ {1, 2, …, N}. Next, we define wif as the weight of metric i ∈ I when it is
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in status f ∈ F. That is, F � {0, 1}, where when f �0, it means that the metric is not
triggered, and f =1 means that the metric is triggered.

We further define soli as the solution corresponding to state Yi and sizes is the
solution space occupied by solution soli. Z is the maximum storage space of the
system, and L are the number of levels for which solutions are calculated. Lastly, we
define Saved as the set of ordered pairs of metrics i ∈ I and their solutions soli that
are saved so far. In the next section, we define our methodology in detail.

2.2 Algorithm of Our Methodology

In this step, we first get the current state of the system S; obtaining the list ofmetricsN
beingmonitored and thenwe predict the priorities of the next states to the current state
of system S. This priority list Y is an array of size N whose values are a rank for each
metric out of N metrics. The rank is anywhere between 0 and N − 1, and no two
metrics have the same ranking. To predict these priorities, we build classification
model for whether a state will occur or not. We train the classification model on
historical data and then apply it to the potential children states of the current state to
get the probability score of occurrences for each of them. Then, we rank them in a
descending manner according to that probability.

For each metric i ∈ I in the priority list Y , we check if the solution soli exists for
the corresponding state to that metric, i.e., whether we have calculated its solution
before or not. If it does exist, we go on to prioritizing the remaining children of the
current state and then calculating their solutions (via the optimization method of the
prior art). Then, we go to the top metric in the list and do the same for its children,
then to the next and do the same to its children, and so on. We stop when either a
trigger happens, when we had calculated a maximum given depth of L levels of the
current state, or if we run out of storage resources for the stored solutions. If it is
the former, then we restart as before. If it is the latter, then we delete the least likely
solutions and those away from the current state, from our solution list, to save some
storage.

Also, whenever any trigger actually occurs, we delete the part of the tree solu-
tions stored corresponding to the part of the triggers’ sub-tree that did not happen.
Additionally, we might terminate our predictions and optimization-method execu-
tion if they reach a certain depth, even if neither the new trigger occurred nor we ran
out of storage space. Algorithms 1 and 2 illustrate our overall methodology, where
Algorithm 1 overviews our overall method except for the part of handling storage
overflow which is captured in Algorithm 2.
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Algorithm1:  Algorithm for Metric State Monitoring
Given State i to begin the procedure at and current Saved (1)
if trigger t == 1 then (2)
     for all Yi ∈ Y do (3)
         S(i)  state of the system with respect to metric i (4)

if (i, soli) ∈ Saved then (5)
continue (6)

else (7)
            check storage() procedure (8)
       end if (9)

repeat trigger procedure for child nodes of S(i) upto L levels (10)
    end for (11)
end if (12)

Algorithm2:  Algorithm for Resource Optimization Modeling.
Procedure for check storage() procedure (13)
Given current Saved, state x to run the optimization model for. (14)
if ∑ :( , )∈ <  then (15)

solx run the optimization model (16)
Saved Saved ⋃ {(x, solx)} (17)

else (18)
    Delete all ordered pairs (k; solk) from Saved, where k is not a child node 

of state x in the immediate L    levels of it. (19)
solx   run the optimization model (20)

Saved  Saved ⋃ {(x, solx)} (21) 
         end if  (22)

3 Conclusions and Directions for Future Work

In this work-in-progress paper, we presented a novel methodology that incorporates
a predictivemonitoringmodel for determining the next trigger in an internet of things
(IoT)monitoring system.Our approach is proactive; it predicts the priority of the next
triggers that would happen in the system and runs the corresponding metrics choice
and monitoring frequency optimization models, so that when the trigger actually
happens, the solution is ready to be implemented right away. We also presented a
method to deal with storage limitations via both checking the storage capacity and
deleting less important solutions, and through deleting the solution parts that are
not relevant to the triggers that end up occurring. Our method treats the issue in the
related literature, where systems have to wait for running the optimization models,
after the trigger happens.

There are several directions for the in-progress and future research to this work.
First, we are implementing this new method and incorporating it in a simulated test
bed for an actual IoT system. Deploying it in this system and comparing the perfor-
mance to the prior method (of waiting for the trigger to happen before running the
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optimization models) would be vital to validate our contribution. Second, one can
apply different predictive analytics techniques and compare the results, for the prior-
ity prediction part of our methodology. Third, another direction for future research is
extending our approach to the case of IoT systems with multi-tenants, where differ-
ent triggers occur for different tenants while there are computing resources shared
among the tenants.
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Managing Clinical Appointments
in an Academic Medical Center

Chester Chambers, Maqbool Dada, Marlís González Fernández
and Kayode Williams

Abstract According to the US Department of Health and Human Services, roughly
40% of all outpatient visits in the US are made to teaching hospitals. The edu-
cational mission of these settings adds stages to the care delivery process and, in
some instances leads to a system which is a hybrid between a single and two-server
queue. We consider the problem of determining appointment schedules for these
settings which explicitly account for the teaching mission, high no-show rate, a
blending of patient types, highly variable processing times, processing in multiple
stages, processing times that are not independent across stages, and a dynamic policy
regarding the involvement of a medical trainee. We formulate the resulting problem
and develop structural results. We then use properties of the optimization problem
to develop an intuitive Cyclic scheduling approach, which bundles multiple patients
into each Cycle. The application of our modeling framework is illustrated for the
AMC clinic that motivated this work.

1 Introduction

Roughly 40 million appointments are made each year for patients visiting outpa-
tient clinics in Academic Medical Centers (AMC’s) [1]. Our direct observation and
data collection at several of these clinics reveals that attending physicians routinely
alter process flow for clinic visits based upon system status. When waiting times are
realized due to the clinic falling behind schedule attending physicians have options
regarding activity times and process flow. These options include removing the res-
ident or fellow from the process flow for selected patients. These state-dependent
alterations imply that steady state results are not valid and models that ignore these

C. Chambers (B) · M. Dada
Carey Business School, Johns Hopkins University, Baltimore, MD 21202, USA
e-mail: cchamber@jhu.edu

M. González Fernández · K. Williams
School of Medicine, Johns Hopkins University, Baltimore, MD 21205, USA

© Springer Nature Switzerland AG 2019
H. Yang and R. Qiu (eds.), Advances in Service Science, Springer Proceedings
in Business and Economics, https://doi.org/10.1007/978-3-030-04726-9_28

277

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04726-9_28&domain=pdf
mailto:cchamber@jhu.edu
https://doi.org/10.1007/978-3-030-04726-9_28


278 C. Chambers et al.

actions are incomplete. Our objective is to develop and optimize a schedule that fully
incorporates these elements.

Within the focal clinic the patient encounter routinely requires three stages with
physicians. In Stage 1 the patient is examined by amedical trainee, typically a resident
or fellow (Trainee). In Stage 2 the Trainee discusses the case with the attending
physician (Attending). Stage 3 is a joint examination by the Trainee/Attending dyad.
Let us refer to this as Process 1. The times associated with these stages are not
independent. A more complex case tends to have longer times at each of the three
stages.

The particular unit discussed here is a PhysicalMedicine andRehabilitationClinic
with a no-show rate of 25%. In a typical 4-h session, the clinic used block scheduling
to book 2–3 patients coming to the clinic for the first time with a particular problem
(New) and 4–6 patients for follow-up visits (Return). Patients are seen by a team of
one Attending and one Trainee. Patients were scheduled in 20-min time slots with
New patients given two concurrent slots.

Most patients were treated using Process 1. However, congestion caused frequent
patient waits and overtime was needed to complete the clinic schedule in roughly
50%of the observed sessions. In periods of high congestion theAttending sometimes
chooses to treat some patients without the involvement of the Trainee. We label, this
1-Stage approach as Process 2. This ad hoc adaptation was used for roughly 30%
of the observed patient visits. This compromised the clinic’s educational mission.
In addition, clinic management anticipated an increase in demand. Therefore, they
sought a schedule and policy that would accommodate 3 New cases and 6 Return
cases in each session with consistent but less frequent use of this practice without a
marked increase in total patient waiting times and clinic overtime. For educational
reasons, the Trainee had to be involved with all New cases. Given these needs it
seemed natural to schedule 3 cycles having each cycle include 1 New and 2 Return
patients.

We begin by outlining the basic model that assumes that all patients arrive at
their appointment time. This develops problem structure and leads to two structural
results. We then incorporate unreliable patients—meaning that we include no-shows
within the problem structure.We focus on the case with three cycles, fitting the clinic
that motivated this work, and uncover an additional structural result. We then turn to
the application of our approach in the focal clinic. We uncover the cost minimizing
schedule, and also develop a set of heuristics that are easier to explain and implement.
We then close with a few summarizing comments.

2 Outline of the Basic Model

Consider a system with one server that needs to process L scheduled, single-stage
jobs in the order of their arrival, over a targeted session time T . Each job arrives at
the appointment time A�, where 1 ≤ � ≤ L . (Notation is summarized in Table 1.)
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Table 1 Summary of notation used in order of appearance

Symbol Definition

L Number of jobs to be scheduled

T Targeted end of clinic session

A� Appointment time for job �

τ� Processing time for job �

f�, F�, F̄� PDF, CDF, and complementary CDF of τ�

t� Completion time for job �

g�,G�, Ḡ� PDF, CDF, and complementary CDF of G�

A∗
� Optimal appointment time for job �

TC Expected total of waiting and overtime costs

D� Delay for job �

E[·] Expectation operator

w� Waiting cost per minute for job �

k, �,m Indexes for jobs 1 ≤ k, �,m ≤ L + 1

τk,m Duration of continuous busy period starting with arrival of job k, including
work from jobs k − m

bk , Bk , B̄k PDF, CDF, and complementary CDF of tk,m

We model the total service duration for each job by the independently distributed
random variable which takes realized values τ� with corresponding probability den-
sity function (PDF), cumulative distribution function (CDF), and complementary
cumulative distribution function (CCDF) f�, F�, and F̄� respectively. Let t�, repre-
sent the completion time for job � measured from the start of the problem horizon at
t � 0. We define g�, G� and Ḡ� as the PDF, CDF, and CCDF of t� respectively.

The goal is to determine a set of optimal appointment times
(
A∗
1, . . . , A∗

L+1

)
for

L + 1 jobs. This schedule includes the virtual job, L + 1 scheduled for time T . Thus
delay for job L + 1 is synonymous with overtime. Letting E refer to the expectation
operator, the objective may be formally stated as,

minE[TC(A1, . . . , AL+1)] �
{

L+1∑

��1

w�E[D�]

}

s.t. A1 � 0 ≤ A2 ≤ A3 . . . ≤ AL+1 � T (1)

Expected Total Cost is the sum of expected delays for each job E[D�] multiplied
by a per minute waiting cost (w�). We allow w� to be job specific so that operating
costs incurred during overtime operations are embedded inwL+1. The expected delay
for job � is,
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E[D�] �
∫ ∞

t�−1�A�

(t�−1 − A�)g�−1(t�−1)dt�−1

�
∫ ∞

t�−1�A�

[
1 − G�−1(t�−1)

]
dt�−1 �

∫ ∞

t�−1�A�

Ḡ�−1dt�−1 (2)

Our problem statement hinges on the ability to uncover G� for all �. Given all F�,
we can develop G� recursively. Since the system is presumed to be empty at time
t � 0, we set:

G0 ≡
{
1 for t ≥ 0,

0 elsewhere

}

(3)

The evolution of the system now depends on the service time of job 1. This leads
to,

G1(t) �
∫ t1−A1

τ1�0
G0(t − τ1) f1(τ1)dτ1 (4)

By induction, for t ≥ A� we can recursively write,

G�(t) �
∫ t�−A�

τ��0
G�−1(t� − τ�) f�(τ�)dτ (5)

Since total cost is a linear function of expected delays, and the only decisions are
appointment times,wehaveparticular interest in ∂E[D�]/∂Ak where k ≤ �. Consider
the linkage between the delay for job � and a small change in the appointment time
for an earlier job k. There is no connection between Ak and D� if job k was itself
delayed by an earlier job, or if job k starts on time, but the system is idle at any time
between Ak and A�. However, if job k starts on time and the system is busy from
that time until the arrival of job � then there is a one to one correspondence between
a change in Ak and D�. Thus the derivative of interest is meaningful iff the system is
empty upon the arrival of job k and; a busy period that began at Ak extends beyond
A�.

The probability that the server is free at Ak is simply Gk−1(Ak) which is the CDF
of the completion time of job k−1 evaluated at Ak . Let us define an auxiliary random
variable τk,m with m ≥ k as the duration of an uninterrupted busy period caused by
the work generated by jobs k through m. We label the PDF, CDF, and CCDF of this
variable as bk,m , Bk,m , and B̄k,m respectively. Note from (5) that since the server is
free when job 1 arrives at A1, it initiates a busy period that is no less than τ1. If τ1
exceeds A2 − A1 then the arrival at A2 will find the server busy, its service time will
extend the busy period by τ2, and we write τ1,2 > A2 − A1. If, in addition we have
τ1 +τ2 > A3− A1 then the arrival at A3 will also find the server busy, the busy period
will be extended by τ3, and we write τ1,3 > A3 − A1, and so on. If we define terms
such that τk,k ≡ τk then bk,k

(
τk,k

) ≡ f (τk) and recursively we can write,
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bk,m
(
τk,m

) �
∫ tk,m−Am

τ�0
bk,m−1

(
tk,m−1 � tk,m − τ

)
f (τ )dτ (6)

To proceed with our analysis we make use of the following property.

Proposition 1 When 0 < k < �, the relationship between the expected delay of job
� and the appointment time Ak is described by,

∂E[D�]

∂Ak
� Gk−1(Ak)B̄k,�−1(A� − Ak),

∂2E[D�]

∂A2
k

� Gk−1(Ak)bk,�−1(A� − Ak) + gk−1(Ak)B̄k,�−1(A� − Ak) ≥ 0, and

∂2E[D�]

∂Ak∂A�

� −Gk−1(A�)bk,�−1(A� − Ak) ≤ 0 (7)

Thus E[D�] is decreasing and convex in A� and it is increasing and convex in Ak

for all k < �. Since the expected delay for job � > 1 is increasing in A1 and the
expected delay for job 1 is 0, we conclude without loss of generality (WLOG) that
the optimal value A∗

1 � 0.We are also able to write the nested First Order Conditions
(FOC) for the problem as,

For all 2 ≤ � ≤ L ,

dTC

dA�

� −w�Ḡ�−1(A�) + G�−1(A�)

L+1∑

m��+1

wm B̄�(Am) � 0 (8)

The first term of each FOC represents the decrease inmarginal expected delay cost
for job � when A� is increased. This marginal benefit is weighed by the probability
that the server is busy when job � arrives. The second set of terms represents the
increase in delay costs for all subsequent jobs and is weighed by the complementary
probability that the server is free when job � arrives. Given the negative values of the
cross-partials, it follows from [2] that TC is submodular, which leads to the following
finding.

Proposition 2 For a fixed value T , let a∗
n � (x1, x2 . . . xn) be the set of optimal

appointment times. If we add an additional job {n+1} to be served after job n and
find a∗

n+1 � (y1, y2 . . . yn, yn+1), then yi ≤ xi for all i from 1 to n.

In other words, given an optimal schedule for n jobs, adding job n+1 implies that
all optimal appointment times for jobs 2 through n are no later than in the case with
only n jobs. This simplifies the search for an optimal schedule.
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2.1 Incorporating Unreliable Patients

We extend the basic model to accommodate no-shows. One common response to the
problems caused by no-shows is the use of double-booking. This complicates our
problem in two respects. First, some random variables become mixtures. Second, it
is possible to occupy the Trainee using Process 1 for one patient while the Attending
uses Process 2 simultaneously for another. Consequently, we need to consider groups
of patients. To this end, we schedule a group of patients as one “Cycle,” which
includes 1 New patient and 2 Return patients. We label the gap between consecutive
cycles using Z and the three appointment times within the cycle as a1, a2, and a3.
When Process 2 is used in parallel to Process 1 it is easy to show that a∗

1 � 0, and that
any sample path with a2 > a1 is sub-optimal. Consequently, we have a∗

1 � a∗
2 � 0

and the search for the optimal policy (within each cycle) reduces to a search for a∗
3 .

When a New patient is served using Process 1 the 3-tuple (n1, n2, n3) represents
the duration of the three stages and has joint PDF ñ(n1, n2, n3).The 3-tuple (r1, r2, r3)
represents the parallel values for a Return patient using Process 1 with joint PDF
r̃ (r1, r2, r3). If Process 2 is used for a Return patient we have a processing time of p
with density p̃. Note that simultaneous use of Processes 1 and 2 may delay the start
of stage 2 for the New patient.

At the start of a cycle at time A� there are four possibilities. With probability
F0,0 no patient arrives. With probability F0,N only the New patient arrives with total
processing time (n1 + n2 + n3). With probability FR,0 only a Return patient arrives
with total processing time (r1 +r2 +r3). Finally, with probability FR,N two jobs arrive
with total processing time (Max(p, n1) + n2 + n3). The third patient in the cycle as
has the appointment time A� + a�.

The problem of determining the appointment times ofC cycles can be represented
as a problem with 2 ·C + 1 jobs where job 2 ·C + 1 represents the end of the session.
The other odd numbered jobs correspond to the scheduled arrival of a “Composite”
job at the start of each cycle caused by double booking, and the even numbered jobs
each refer to a simple job corresponding to a Return patient arriving later in the cycle.

2.2 Properties of Optimal Appointment Times
for the Problem of Three Cycles

We seek to schedule 3 cycles in which each cycle is comprised of two unreliable
jobs. Three times are set for 3 (odd-numbered) composite jobs constituted of one
New and one Return patient. Three additional times are set for 3 (even-numbered)
simple jobs consisting of a single Return patient. For ease of exposition we often
label the time between the odd-numbered jobs as the Z-gap and the time between an
odd numbered job and the following even numbered job as the z-gap. For example, if
the z-gap is fixed across all cycles we haveA1 �0, A2 � z, A4 � A3+z, A6 � A5+z,
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and A7 � T . Thus, the problem involves only 3 controls, z, A3, and A5. Since odd
numbered jobs represent the beginning of a cycle, we write G1, G3, and G5 as,

G�(t) � F0,0G�−1(t) + F0,N

∫ t−A�

τ�0
G�−1(t − τ )dτ0,N

+ FR,0

∫ t−A�

τ�0
G�−1(t − τ )dτR,0 + FN ,R

∫ t−A�

τ�0
G�−1(t − τ )dτN ,R (9)

If we assume that the arrival probability of all Return jobs is φ, then for jobs 2, 4,
and 6 we have,

G�(t) � φ̄RG�−1(t) + φR

∫ t−A�

τ�0
G�−1(t − τ )dτ0,R (10)

Given the linkages between A3 and Job 4, as well as between A5 and Job 6 we
have,

∂TC5

∂A5
� −w5Ḡ4(A5) + w6 · G4(A5)B̄5(A6) + w7 · G4(A5)B̄5(A7)

− w6Ḡ5(A6) + w7 · G5(A6)B̄6(A7) (11)

For the special case in which all z values are equal, analysis of 1 leads to the
following result.

Proposition 3 When A�+1 � A� + z, E[D�+1] is decreasing in A�.
Since a delay is only costly when the delayed job arrives, we include the arrival

probabilities to write,

TC �
3∑

x�1

w2xφRE[D2x ] +
2∑

x�1

w2x+1(φN + φR)E[D2x+1] + w7E[D7] (12)

For this case TC is convex in each of A3 and A5 and the problem can be reduced
to a line search in z because each z value implies optimal values of A3 and A5 which
are uniquely determined by the FOCs.

3 Application in the AMC

Stated results assume a No-show rate of 25%, and combine 1 New patient using
Process 1 and 1 Return patient using Process 2 at the start of each cycle. The second
Return patient arrives at time z and uses Process 1. Our data set includes process-
ing times for 23 New patients using Process 1, 45 Return patients using Process 1,
and 43 Return patients using Process 2. We developed empirical distributions based
on the observed data. Since the range of processing times is finite and measured in
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Table 2 Expected delays and costs when OT costs $10 per minute

Policy A2 A3 A4 A5 A6 PR
OT

Exp
Wait

Exp
OT

Tot
Cost

Err
Min

Optimal 36 58 117 139 211 42.6 125.5 17.2 297.3 0.00

Fixed-Z 44 68 117 136 211 45.4 122.8 17.9 301.9 0.46

Fixed-z 50 67 117 144 194 44.1 124.1 18.4 307.7 1.04

3-Block 48 72 120 144 192 44.8 122.2 18.7 309.7 1.24

3-Block + 46 69 115 138 211 44.0 121.1 18.1 302.4 0.51

Fixed-zZ 50 72 122 144 194 44.9 120.4 18.9 309.2 1.19

Fixed-zZ+ 45 68 113 136 211 42.9 124.0 17.8 302.3 0.50

Table 3 Expected delays and costs when OT costs $20 per minute

Policy A2 A3 A4 A5 A6 PR
OT

Exp
Wait

Exp
OT

Tot
Cost

Err
Min

Optimal 27 49 105 128 204 36.5 149.5 15.4 458.2 0.00

Fixed-Z 36 57 104 114 204 36.5 149.9 15.9 468.7 0.53

Fixed-z 42 56 98 131 173 37.9 158.8 16.0 478.1 1.00

3-Block 42 63 105 126 168 37.8 159.0 16.2 483.0 1.24

3-Block + 40 60 100 120 204 37.8 150.9 16.0 470.6 0.63

Fixed-zZ 42 64 106 128 170 38.2 155.2 16.4 482.6 1.23

Fixed-zZ+ 38 61 99 122 204 37.1 149.0 16.0 469.7 0.58

one-minute increments, we are able to use a simple iterative scheme implemented
in Mathematica® to compute G� functions given any vector of appointment times.
These functions are used as the key module in a basic dynamic programming algo-
rithm to find the optimal policy. For Tables 2 and 3, we set the cost per minute of
patient delay at $1 while the overtime cost is set to $10 and $20 respectively. The first
row of each table presents the optimal policy. When overtime cost rises the amount
of expected overtime drops at the expense of increasing expected patient delay.

The optimal schedule yields cycles of uneven durations. In some settings, imple-
mentation can be simplified using heuristics that are more intuitive. The second
policy listed on the table is labeled the Fixed-Z policy. This policy fixes the cycle
length (values for Ai − Ai−1) but allows the duration from the start of the cycle to the
arrival of the second Return patient (the z-gaps) to be determined independently for
each cycle. In this case the number of decision variables is C + 1, which is 4 for the
problemwith 3 cycles. When comparing the costs of these policies it is convenient to
divide Total Cost by the OT cost so that we can describe the cost added by deviating
from the optimal policy using minutes of overtime operations as a unit of measure-
ment (Err Min). Using this metric, we can say that the penalty associated with using
the Fixed-Z policy, as opposed to the optimal policy is equivalent to less than 0.5 min
of overtime operations. The Fixed-z policy selects a single value as the best z-gap
but allows the time between cycles (the Z-gaps), to be determined independently.
The cost under this policy is within 1 min of OT Cost of the optimal policy.
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Several policies exist that have a fixed number of decision variables regardless
of problem size. For example, in the 3-Block policy each cycle is the same length
and the second Return patient arrives at a point in time, which corresponds to 2/3 of
the cycle length. Note that the sum of these three blocks may be less than T and this
policy is defined by a single parameter. The cost of the best 3-Block policy is within
1.2 min of OT Cost.

The 3-Block policy can be improved by making the time for the last appointment
on the schedule a separate decision variable. We label this the 3-Block+policy. The
resulting policy is fully defined by two variables and is computationally inexpensive
since, given A1 through A5, TC is convex in A6 . This yields a policy that is within
0.63 min of the optimal. Another way to modify the 3-Block policy is to treat the
Z-gap and z-Gap as two independent decision variables to yield the best Fixed-Zz
policy. This is also a policy with only two controls, regardless of problem size. The
optimal Fixed-Zz policy is within 1.2 min of OT Cost of the optimal cost. Finally,
by making A6 independent we define the three decision variable Fixed-Zz+policy.
MakingA6 independent is virtually costless sinceTC is convex inA6 givenA2 through
A5. The optimal Fixed-Zz+policy is within 0.6 min of OT Cost of the optimal policy.
This scalable policy outperforms the Fixed-z policy, but is slightly inferior to the
Fixed-Z policy.

4 Closing Comments

Specialty clinics in AMCs have process flows that differ from private practice set-
tings. In particular the presence of a trainee creates a tradeoff between adding process
steps while facilitating parallel processing. We model the strategic use of this capa-
bility and generate a number of results. This work incorporates the planned use of
parallel processing, accounts for possible no-shows, accommodates arbitrary and
job-specific service time distributions, as well as job specific no-show rates and
waiting costs.

We use data collected in one AMC specialty clinic to illustrate how our model
can be used to develop schedules for groups of patients organized as cycles. Because
a pair of patients was treated as a composite job that can be served in parallel by the
Attending/Trainee dyad we could represent cycles as alternating sets of composite
and simple jobs, and we could treat the dyad as one single-server team. Using this
construct,wewere able to find the optimal schedule by using a dynamic programming
scheme. We were also able to identify a series of simple heuristics that provided
performance close to that of the optimal appointment schedule.
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Factors Influencing E-procurement
Adoption in the Transportation Industry

Arim Park, Soohyun Cho, Seongtae Kim and Yao Zhao

Abstract On-demand matching services for commercial transportation needs have
only recently entered the market in South Korea, with early players like Uber Freight
and Convoy seeking new ways to curtail inefficiencies in the transportation sec-
tor. However, despite the availability of these services and the fact that advanced
information technology can be readily applied in transportation-related fields, mul-
tiple factors, including negotiation power and inefficient matching rates between
shippers and truckers, continue to influence transportation rates. With this in mind,
we seek to conduct an empirical study by using logistic regression to identify the
critical factors that might increase successful matching rates through the e-platform.
Truckers consider travel time, fuel prices, truck and cargo types, load factor and O-D
pairs to select a job when using the platform. They can use their search results to
develop segmented operation strategies that vary according to the unique charac-
teristics of individual truckers and shippers, the features of their services and other
factors. By leveraging these and other aspects of the e-markets, truckers can expect
to remain busy by filling any gaps in employment with the help of e-procurement.

1 Introduction

Freight transport is a critical activity in the supply chain, allowing for the storage and
movement of products within the supply chain. Indeed, the downstream logistics of
these services, moving from distributors to retailers, significantly affects consumers
[1]. In South Korea, for example, over 90% of freight is transported by road (via
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trucks). Yet despite the vital role that the trucking industry plays in the nation’s eco-
nomic development, analysts generally view the trucking market itself to be riddled
with inefficiencies. The inefficient market structure of the Korean trucking sector
renders it less competitive than other freight modes due to (1) the extraneous layers
of brokers that wield inordinate market power through information asymmetry, and
(2) a general lack of information transparency for both end users (customers) and
actual service providers (truckers) [2, 3]. These have led many companies to focus
on e-commerce shipping and logistics as a central part of their growth strategy. For
example, Uber Freight, the on-demand trucking service created by Uber and intro-
duced in 2017, is expanding its operations by looking for new and innovative ways
to improve the day-to-day lives of truckers [4]. On-demand matching services for
transportation, however, have only just begun in Korea, with early players like Uber
Freight and Convoy still looking to solve inefficiencies in the transportation market.
Thus, even though advanced information technology can be applied in the trans-
portation sector, the hindrances to efficacy posed by factors such as popular routes,
congestion rates, inter alia, have yet to be resolved. Driven by the pressures of cost
and customer service, the transportation industry appears to be seeking to improve
operational efficiency through research allocation and planning with e-commerce,
leading analysts to project strong and continued growth of such services in the sector
[5].

Our inquiry examines whether certain enabling factors can advance win-win sit-
uations between shippers and truckers through the scrupulous use of matching sys-
tems, allowing shippers to select the most appropriate truckers for their requests, and
truckers to search for jobs at a lower cost through the e-platform. To this end, we use
company data, who is a major enterprise that provides e-commerce matching service
in South Korea. In the matching system, shippers seek to buy transportation capaci-
ties that are best matchedwith candidate truckers, i.e., the sellers of the transportation
capacity. Using web-based tools, we are able to eliminate the intermediaries by pro-
viding direct contact between parties. In this way, shippers and truckers can avoid
paying brokerage commissions. This means that web-based tools not only make
the entire process faster and easier, but also significantly reduce clients’ expenses.
Thus, the main purpose of this study is to identify the main factors driving the phe-
nomena described above by comparing transaction completions and cancellations
in e-procurement within the trucking industry. Based on the data analysis results,
short- and long-term risks and projected prices in the sector can be analyzed in order
to suggest effective decision-making tools for the purposes of e-procurement in the
transportation business. From a practical point of view, this might allow compa-
nies to re-evaluate their transportation services using the electronic marketplace to
maximize their productivity.
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2 Literature Review

In the past, procurement purchases were traditionally conducted via direct commu-
nication between the players involved in the supply chain. Recent developments
in advanced technology allow for more productivity in the procurement process,
enabling improved purchasing functions in an organization by culling redundant
activities. Because many transportation companies also recognize that e-commerce
can induce numerous benefits, they have begun adopting the e-marketplace to facil-
itate transportation operation services [6]. One merit of the e-marketplace is that it
enables all players to easily exchange information regarding order entry, financial
records, capacity status and other data, thus improving the efficiency of the matching
mechanism between supply and demand [7, 8]. In calling for an e-commerce logistics
trading system that contains a matching mechanism, previous study outlines several
benefits of such a system [5]. The first advantage is facilitated calculation of the
order-vehicle assignment results, with quick response after inputting the necessary
information. Another merit is of such a system is the way it optimizes efficient allo-
cation of transportation resources. Additionally, it contributes to analyzing the key
factors from the dynamic environment. Numerous studies have examined match-
ing systems in logistics, and many of those works have reported increased benefits,
especially in terms of price considerations. However, very little research exists on
the effectiveness of matching systems in transportation services with e-procurement
by considering critical aspects such as load factor, among others.

3 Data

Generally, shippers register specific jobs using multiple websites; if they obtain
a great deal with one specific information system, they cancel the transaction on
the other sites. The high rate of rejections implies that shippers must have alternate
truckers in place, along with appropriate mechanisms to access them [9]. Most times,
truckers conduct the search, select the jobs, and then contact the shipper. Interested
parties usually end up conducting negotiations via phone or fax.

The characteristics of on-demand matching services are summarized below.

• First come, first served system
• Shippers use spot contracts and consider full truckload
• There is no relationship between shippers and truckers
• Truckload transportation firms (truckers) generally handle shipments that are
picked up at a location and driven directly to a single destination with no interme-
diate stops.

In this study, we use the dataset that was obtained from amajor enterprise that pro-
vides logistics services using e-commerce matching in South Korea. The company
collaborates with many truckers, creating business opportunities that allow for the
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continuous flow and employment of truckers and offer advantageous cost and time
savings. We obtained data for shipments from January to August 2017 including ori-
gin and destination cities (15 cities in Korea), trucker and shipper names, requested
tonnage from shippers, accepted tonnage from truckers and the total line haul price
paid to the trucker. While the total transaction sample originally comprised 14,878
transactions, the cleaned dataset contained 14,421 transactions. However, the number
of matching completions totaled only 139 cases, which resulted in a 0.9% success-
ful matching rate. This low matching rate indicates that the current e-platform falls
short of the expectations of shippers and truckers, underlining the need to identify
significant factors such as freight rate that may contribute to higher matching rates
in the e-marketplace [10]. An improved platform would directly benefit all players
in the supply chain, including shippers, truckers and end consumers, via time and
cost savings [11, 12]. The variables used in the study were selected based on recom-
mendations by experts in the transportation market, as well as those indicated in the
previous literature [13, 14, 15, 16].

4 Result

The following model uses logistic regression to identify the abovementioned factors
by comparing successful matching cases to failed cases.

y(x) �β0 + β1(a) + β2(b) + β3(c) + β4(d) + β5(e)

+ β6( f ) + β7(g) +
24∑

k�1

β8,k(h) +
6∑

k�1

β9,k(i) (1)

where, x�matching, a�window time, b� traveling time, c�window time × revi-
sion, d� freight rate per ton per km, e� fuel price, f� load factor, g� truck type
(normal), h�origin-destination pairs and i�cargo types (chemistry). In addition,
β indicates coefficient and equation shows the investigation of dependent variables
(matching or fail) as dichotomous to test the predictive power of the independent
variables and estimate their relative contribution to the dependent variables.

Table 1 displays the empirical findings for the multiple logistic regression model
in which we examine the probability of increasing the successful matching rate in the
Korean trucking industry’s e-marketplace. The successful matching cases with dif-
ferent magnitudes were affected by different independent variables that consider the
truckers’ perspective. In terms of critical factors associated with successful match-
ing rates in the platform, the results were significant for travel time, window time×
revision, freight rate per ton/per km, fuel price, truck type, load factor, product type
2 (chemistry product) and some O-D pairs.

The results show the following implications: when using e-procurement, success-
fulmatching cases demonstrated lesswillingness (shorter time) on the part of shippers
to wait and longer requested time between the loading and unloading date and time
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Table 1 Logistic regression analysis

Coefficient Wald Significance
(Sig.)

Odds ratio

Travel time 0.373*** 11.139 0.001 1.452

Window time×
revision

−0.153** 6.451 0.011 0.858

Fuel price −0.199* 2.884 0.089 0.819

Freight rate 0.162*** 12.428 0.000 1.176

Normal trucks 0.588** 5.171 0.023 1.800

Load factor 2.623*** 106.058 0.000 13.776

Chemistry −0.615* 2.931 0.087 0.541

SCA-DC 0.732* 2.732 0.098 2.079

DC-SCA 0.776* 3.755 0.053 2.174

DC-DC 0.849* 2.771 0.096 2.337

DC-GJ 2.225*** 24.493 0.000 9.250

DC-BS 1.551*** 11.361 0.001 4.716

DN-GJ 3.136*** 7.754 0.005 23.011

GJ-BS 1.529** 5.194 0.023 4.614

BS-SCA 1.293* 3.587 0.058 3.645

BS-DC 1.930** 9.546 0.002 6.892

BS-DN 2.772*** 38.679 0.000 15.992

BS-GJ 1.418* 3.149 0.076 4.129

Number of total observations 14,421

Likelihood ratio,
(p-value)

Chi: 323.236 Df: 37 Sig.: 0.000 Nagelkerke R
square: 0.215

Hosmer-
Lemeshow
test

Chi: 13.170 df: 8 Sig.: 0.106

*p value<0.100; **p value<0.05; ***p value<0.01

(travel time) as compared to failed cases. Successful matching cases also featured
higher transportation costs and lower fuel prices than in failed cases. Furthermore,
shippers that own general purpose trucks (as opposed to specialized purpose trucks)
are likely to find well-matching jobs due to high demand for such trucks. However,
our analysis reveals that only some O-D pairs are relevant to the matching rates due
to considerations of highway networks and traffic congestion related to truckers’
preference for O-D pairs.
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5 Conclusions and Future Research Directions

E-procurement in transportation services helps to create more transparent, effective
and efficient freight markets, especially when considering the divergent considera-
tions of shippers and truckers [2, 3]. According to our case study, truckers considered
travel time, fuel price, truck type and cargo types, load factor and O-D pairs when
selecting a job using an e-platform. While both players expect to match their oper-
ational requirements quickly in the e-market, they weigh considerations of time
differently. To improve the current trading system, the matching process should be
changed dynamically through negotiation, communication and tracking. The match-
ing site should encompass an integrated system that can provide brokerage services to
multiple independent truckers and the shipper to allow parties to reach a satisfactory
deal.

Our paper is not without its limitations, which mainly arise from a relative lack of
data. For example, the dataset relies on cross-sectional information comprising data
collected at a single point in time. Thus, a future study might incorporate a longitudi-
nal design in which the firm might improve its business prospects by reconstructing
its resources based on our suggestions and in line with the evolution of capability
and competence examined in this paper. Another limitation of this study stems from
the characteristics of the on-demand matching freight service, which is still in its
nascent stages in South Korea. We hope that this study will generate further interest
and engagement with the emerging literature on e-platforms for freight services.
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