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Abstract. Prerequisite inadequacy tends to cause more drop-out of
MOOC. Recommendation is an effective method of learning intervene.
Existing recommendation for MOOC is mainly for subsequent learning
objects that have not been learned before. This paper proposes a solu-
tion called Forgetting-punished MOOC Recommendation (FMR). FMR
combines the forgetting effect on learning score as a main feature for
recommendation. It provides Prerequisite Recommendation (PR) for the
unqualified learning objects and Subsequent Recommendation (SR) for
the qualified objects. Experiments verify the accuracy improvement of
PR and SR.
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1 Introduction

MOOC (Massive Open Online Course) develops rapidly in recent years, but the
drop-out rate reaches 90% [1]. Kizilcec found that frustration is an important fac-
tor affecting learners’ persistence in learning [2]. Pappano believes that MOOC
learners are often frustrated for the inadequacy of prerequisite. The learner fails
to keep pace and tends to drop out [3].

Prerequisite relationship between learning objects plays an important role
for MOOC learning. Recommendation can effectively guide learners to learn. It
is an effective mean to intervene in MOOC learning.

MOOC platforms pay effort on prerequisite for better learning. Figurel
shows the learning content of math subjects on Khan Academy (https://www.
khanacademy.orgn) which is one of the most popular MOOC platform. Usually,
learners learn in order one by one. The previous knowledge provides prerequisites
for further learning. Coursera (https://www.coursera.org) lists the prerequisite
in course introduction. Khan Academy (https://www.khanacademy.org) lists the
subject of the course according to the grade level of the target learners. Learners
are asked to have a test. By this way, a suitable starting point will be found
for them. But the MOOC platforms do not provide personalized recommenda-
tion on prerequisite. Existed MOOC recommendation is mainly about learning
objects that were not learned before.

© Springer Nature Switzerland AG 2018
X. Chen et al. (Eds.): CSoNet 2018, LNCS 11280, pp. 415-426, 2018.
https://doi.org/10.1007/978-3-030-04648-4_35


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04648-4_35&domain=pdf
https://www.khanacademy.orgn
https://www.khanacademy.orgn
https://www.coursera.org
https://www.khanacademy.org
https://doi.org/10.1007/978-3-030-04648-4_35

416 Y. Pang et al.

Subjects Search Q KHANACADEMY

Math by subject Math by grade Science & engineering
Early math Kindergarten Physics

Arithmetic 1st AP Physics 1
Pre-algebra 2nd AP Physics 2

Algebra 1 3rd Cosmology & astronomy
Geometry 4th Chemistry

Algebra 2 5th AP Chemistry
Trigonometry 6th Organic chemistry
Precalculus 7th Biology

Statistics & probability 8th AP Biology

AP Calculus AB Eureka Math/EngageNY Health & medicine

AP Calculus BC High school Electrical engineering

Multivariable calculus

Fig. 1. Knowledge prerequisite of math subject on Khan Academy

This paper proposes a solution for MOOC recommendation on prerequi-
site and subsequent learning objects. Recommendations on Forgetting-punished
MOOC Recommendation (FMR) recommends according to learners’ learning
situation. It diagnoses both qualified and unqualified location points on learning
series (learning behaviors on the time series of the learner). Forgetting effect
is combined for both correlation coefficient and recommendation feature mea-
surement. For the unqualified learning objects, FMR recommends prerequisite
according to learning series of learners who are qualified with the object. For
qualified learning object, FMR recommends objects that take the qualified learn-
ing objects as prerequisite.

The main contributions are as follows:

— Learning location helps for adaptive recommendation according to learners’
performance. The recommendation aims at the located qualified and unqual-
ified learning objects.

— The forgetting effect is considered as punishment of learning score. It modifies
the learning score with consideration on time decay for forgetting. Learning
scores are adopted as features for recommendation. It is used to measure the
prerequisite correlation. It reflects the effect of forgetting with time on.

— Experiments on realworld data show the improvement of FMR in accuracy.
Especially the precision is improved obviously.

Section of Related Work is about research work of prerequisite and recom-
mendation on learning series. The following section introduces FMR according to
the work flow of recommendation. It includes prerequisite coefficient calculation
and recommendation for prerequisite and subsequent learning. Experiments list
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the dataset and result of comparison with different recommendation methods.
The last section is the summary.

2 Related Work

Prerequisite plays an important role in MOOC learning. In application, prereqg-
uisite is usually defined by expert labeling. Polyzou predicts academic perfor-
mance based on the prerequisite relationship between courses which is achieved
by expert annotation [4]. But manual labeling depends much on the experts. It
cannot support massive recommendation.

In most research, prerequisite correlation is mainly calculated through knowl-
edge based concepts analysis. Yang builds the concept map through the prereq-
uisite relationship of the existing curriculum, which is used to predict the prereqg-
uisite [5]. Liu studies the learning dependence between knowledge points through
text analysis [6]. Some research is based on the analysis of the concept map to
establish the prerequisite relationship between the knowledge [7-9]. Wikipedia’s
content is mostly used for prerequisite training. Liang defines the prerequisite
relationship between knowledge on links between pages of Wikipedia [10,11].
Wang adopts Wikipedia’s links between knowledge concepts and establishes a
concept map for teaching materials [12]. Agrawal extracts key concepts in the
textbook and calculates prerequisite values between two concepts through the
frequency and sequence of them [13]. These methods are all based on content.
They are not personalized.

Sequential learning data is used for recommendation. Lu uses the association
rule mining method to recommend courses and trains on other learners’ learning
paths [14]. Sun analyses learning path through metapath method, enriching the
learner’s portfolio [15]. Chen compares the homogeneity between the user and
the item’s image by path similarity [16]. Yu learned a similar user’s behavioral
sequence through collaborative filtering to make sequential recommendations
[17]. These methods focus on prerequisite of knowledge, and do not recommend
according to the situation of learners.

Yueh proposes a Markov-based recommendation on learning sequences and
analyses the learning path from learner history [18]. Mi makes recommendations
based on the context tree, focusing more on solution design than implementa-
tion [19]. Yu uses collaborative filtering to recommend in a game with storyline
through other users’ sequential actions [17]. Lee learns the sequence of behavioral
learning courses through learners [20]. The recommendation considers only on
subsequent recommendations and does not consider on relationship of prerequi-
site. And the feature is mainly on preference without consideration on learning
performance.

We propose the solution FMR, to recommend for prerequisite and subsequent
learning objects with forgetting punishment.
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3 Forgetting-Punished Recommendation on Prerequisite
and Subsequent Learning Objects

Adaptive learning responds to learners according to their learning situation. It
helps for less frustration and less drop-out [26]. To support adaptive learning
better, RFP recommends according to situation of the learner. The situation
is measured with learning location. Based on the location, the qualified and
unqualified learning objects are detected. RFP recommends prerequisite learn-
ing objects for the unqualified learning objects and subsequent learning objects.
Correlation of prerequisite on learning scores are adopted as features for recom-
mendation. The effect of forgetting is combined to model the real learning better.
According to the working flow of RFP, forgetting effect, prerequisite correlation
and recommendation on prerequisite and subsequent learning are introduced in
sequence.

3.1 Symbols

Before further discussion, some related symbols are listed with description in
Table 1.

Table 1. Symbols

Symbol | Description

S€si Score of learner s on learning object ¢

dis Distance on time

q(i,d1) | Prerequisite correlation coefficient between learning objects ¢ and dy

dsi,sd; | Time distance between 2 learning behaviors of learner s on learning
object ¢ and dy

Iy Learning object set for prerequisite recommendation
dy First unqualified learning object

da Last qualified learning object

di Any qualified learning object

simg, | Similarity between learner s and r

Dri Recommendation value of learning object ¢ for learner r

3.2 Punishment of Forgetting Effect on Learning Score

German psychologist H. Ebbinghaus found that forgetting begins immediately
after the learning behavior. The knowledge maintenance goes down with time
on. The process of forgetting is not uniform. Ebbinghaus believes that the main-
tenance of mastered learning content is a function of time [22]. Table?2 lists
Ebbinghaus’s experimental results:
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With the data of Table 2, Ebbinghaus proposes the forgetting curve as Fig. 2.
It can be found that the memory is divided into short-term memory and long-
term memory. The first memory zone is 5 min, the second memory zone is 30 min,
and the third memory zone is 12h. The first 3 memory zones belong to the
category of short-term memory [23]. The fourth memory zone is 1day, the fifth
memory zone is 2 days, the sixth memory zone is 4 days, the 7th memory zone is
7 days, the 8th memory zone is 15 days, the last 5 memory zones are long-term
memory [24].

Even for knowledge of science or engineering, although you will not forget so
fast, the proficiency will low down like forgetting. Considering on the necessary
of review, the learner still need practice repeatedly to strengthen the skills.

The learning score indicates knowledge maintenance. It is punished with time
for forgetting. Even for the learning objects of science, the proficiency needs
review with time on.

Table 2. Time points of Ebbinghaus’s experimental results.

Days | Knowledge maintenance
0 0.33

0.33 |0.582

1 0.442

8 0.358

24 0.337

48 0.278

144 10.254

720 1 0.211

¥ T T T T T X X

¢ memory_cune
fit 1

L 1 Le

1 1 I L L
0 100 200 300 400 500 600 700

Fig. 2. Ebbinghaus forgetting curve
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Matlab tools are used to model the forgetting function. By fitting the data
of Table 2, the corresponding mathematical equation is as (2). It represents the
score se(si) decay with forgetting on time distance dis.

f(seq;,dis) = seg; * (0.34 % dis™"2 +0.13) (1)

3.3 Prerequisite Correlation Coefficient Measuring

Breese made collaborative filtering recommendations based on correlation coef-
ficients, vector comparisons, and Bayesian statistics. Correlation coefficient was
found more accurate [25]. RFP defines the prerequisite correlation coefficient
measurement with learning scores.

For two learning objects ¢ and dy, if scores of ¢ and d; is positive correlated,
the coefficient should be positive too. We calculate the correlation coefficient
q(i,dy) by the Pearson correlation coefficient by learners’ scores on the 2 learning
objects.

The correlation between two learning behaviors is also affected by the time
distance. If the time distance is long, the knowledge maintenance will decrease
for forgetting. We suppose the behavior of learning object i takes place first.
The maintenance of learning score on i after forgetting is punished at the time
of learning behavior about dy. d(s; sq,) is the time distance between the two
learning behaviors of learner s on learning objects ¢ and d;.

In order to keep the correlation values between 0 and 1, logic regression is
adopted. The prerequisite correlation coefficient is calculated as (2) shows.

1
E?io (f(sesi7dsi,sd1 )_Tﬂ)*(sedl _Sedl)

Vo (f(sesidai aay )—5€0)2 >0 o(sea; —5€a;)?

1+ e

3.4 Prerequisite Recommendation (PR) for the Unqualified
Learning Object

According to the learning location, the first unqualified learning object d; needs
prerequisite recommendation to the learner. RFP recommends through learning
path of learner neighbors that is qualified in d;. Their learning objects before d
become prerequisite candidates to be recommended as Fig. 3 shows.

The algorithm is shown in Algorithm 1. The algorithm recommends prereg-
uisite learning object set I, for the target learner r. The first layer of the cycle
goes through each similar learner s among qualified learner neighbor set .S who
are qualified in d;. Learning objects of them before d; are adopted as recommen-
dation candidates i. The second layer of the cycle is for each candidate I of the
learner neighbor s. se,; is the learning score of the qualified learner neighbor s on
learning object i. sesi contribute to the recommendation value. The prerequisite
correlation ¢(, dy) is multiplied as weight of the learning score feature. After the
cycle, the recommendation value is normalized.
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Fig. 3. Prerequisite recommendation candidates for d

seri is the learning score of the target learner r on learning object i. Consid-
ering on the necessity of review, it is in negative correlation with the recommen-
dation value. For the forgetting after learning, it is punished with forgetting
function f(sey;, dis(time(r,dy),t,)). t, is the system time of recommenda-
tion. se,q; is the score of the target learner r on unqualified location d;.
f(ser, dis(time(r,dy),t,)) shows the inverse correlation of the score. It is in
negative correlation with recommendation value for the review necessity. seri
and ser, d1 are both considered for recommendation.

3.5 Subsequent Recommendation (SR) for the Qualified Learning
Objects

The latest qualified learning object of the learner is defined as ds. It means
learning objects of the target learner before ds are all qualified. They are all
indicated by symbol b. The subsequent learning objects with b as prerequisite
should be recommended. The first learning object learned by qualified learner
neighbors after dy is adopted as recommendation candidate as Fig. 4 shows. So
are the qualified learning objects b.

The recommendation value is calculated according to the learning series of
learner neighbors who are qualified in both d and following learning objects.

Qualified learner neighbors’ learning scores on learning objects following b
is adopted as one of the features for recommendation. The learning scores have
similarity and prerequisite correlation coefficient as weights. The qualified learner
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Algorithm 1. Prerequisite recommendation

Require: learner vectors L{l1,l2,...,ln}, the target learner r, unqualified location
di;
Ensure: prerequisite recommendation result Ip,;
: get top similar d; qualified learner set Ssi, s2, ..., Sk1;
: for EACH s € S do
for EACH ¢ € s{i1,42, ..., lindex(dy) } dO

Drit = simsr X ses; X q(i,d1);

1

2

3

4

5: decrit+ = simsy x q(i,d1);
6: pri/ = decys;

7: pri+ = w1 x(100— f(seri, dis(time(r, d1), time(r,1))))+w2 X (100—sey,q, ) +ws X pri;
8: select top ka2 pr; for learner r, add i to Ip,

9

: return I,

Fig. 4. Subsequent recommendation candidates for ds

neighbor’s learning score on prerequisite objects b and the learning score of the
target learner on b are both combined as features for better performance of
recommendation. The learning score of the target learner on b is punished by
the forgetting function for better modeling of reality.
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4 Experiment

The experiment is conducted on data recorded by the mic-video platform of
ECNU!. It includes 686 learners, 136 mic-videos as learning objects and 7,163
related learning records.

The accuracy of recommendation is compared by precision, recall and f1-
score. Experiments verify the improvement of accuracy on PR and SR.

k1 is the number of selected top similar qualified learner neighbors for recom-
mendation. ks is the top recommended items. The parameters of k; and ko were
separately adjusted to test the performance. Weight parameters are assigned as
1 without loss of generality.

Different recommendation methods are compared under various k; and k2
combinations. One is collaborative filtering recommendation on interest CFPref-
erence, and the other is a collaborative filtering recommendation on learning
scores CFscore.

Figure5 compares the precision between different k1 and k2 combinations.
SR has the best performance in precision. It decreases the range of candidate
learning objects. The learner neighbor’s learning series is used for candidate
selection. Only the first learning object after the qualified location is selected as
a candidate for recommendation. The recommended results are more accurate.
The precision of PR is better, The recommendation on prerequisite correlation
has better performance.

Figure 6 is a comparison of recall under different combinations of k1 and k2.
The performance of PR is relatively better. Its recommendation candidates cover
all possible prerequisite learning objects of learner neighbors. The candidate of

Precision
e CFPreference CFScore
PR SR

50%
40% 1 9

37% % % 37%
20% §°° 3R%  38% 37%

v %
20%
10%
0%

(10,5) (10,10) (15,10) (20,10) (20,15)

Fig. 5. Precision comparison between different recommendations

! http://jclass.pte.sh.cn.
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SR cover only one learning object immediately following d. CF methods con-
sider all learning objects of learner neighbors as candidates for recommendation.
Compared with CF methods, the candidates of PR and SR is decreased. But the
recall is not decreased. It shows the accuracy of PR and SR.

Recall

@ CF Preferenc e esss== CFScore
PR SR
50%
30% (
20%  30% o
10%

49%

0%
(10,5) (10,10) (15,10) (20,10) (20,15)

Fig. 6. Recall comparison of different recommendation

Fl-score

e CFPreference emss CFScore

40%
36% 3sk
30% 30% 399
§p-—iﬁ—!ﬂ—-p%
20%
10%
0%

(10,5) (10,10) (15,10) (20,10) (20,15)

Fig. 7. fl-score comparison between different recommendations
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Figure7 compares fl-scores between different combinations of k1 and k2.
Because the different performance on precision and similar performance on recall,
and the comparison result on fl-score is similar to that on precision. The results
of CFPreference and CFScore are similar, but not as good as PR and SR.

5 Summary

This paper proposes a Forgetting-punished MOOC Recommendation (FMR) on
prerequisite. FMR, recommends for qualified and unqualified learning objects
that are diagnosed by location. Prerequisite learning objects are recommended
for the unqualified locations, and subsequent learning objects are recommended
for the qualified locations. The feature of learning score is punished for forgetting
to model the reality better. It is different from normal MOOC recommendation
on learning objects that are not learned before. Experiment verifies the improve-
ment on accuracy by prerequisite recommendation (PR) and subsequent recom-
mendation (SR). The prerequisite may be more than one learning object. The
“and” relation between prerequisite learning objects deserves further research.

Acknowledgment. The work is funded by computer science and technology subject
of Shanghai Polytechnic University with No. xxkzd1604.
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