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Preface

This book constitutes the refereed proceedings of the 7th International Conference on
Computational Data and Social Networks Social Networks, CSoNet 2018, held in
Shanghai, China, during December 18–20, 2018. This conference provides a premier
interdisciplinary forum to bring together researchers and practitioners from all fields of
complex networks, i.e., social networks, communication networks, and senor networks,
working on various fundamental and emerging issues such as network computing,
modeling, social network analysis, and data mining for presentation of original research
results, as well as the exchange and dissemination of innovative, practical development
experiences.

The topics cover the fundamental background, theoretical technology development,
and real-world applications associated with complex and data network analysis, min-
imizing influence of rumors on social networks, blockchain Markov modeling, fraud
detection, data mining, Internet of Things (IoT), Internet of Vehicles (IoV), and others.
Selected papers will be published in special issues of Journal of Combinatorial
Optimization, IEEE Transactions on Network Science and Engineering, and Compu-
tational Social Networks.

The intended audience of this book mainly consists of researchers, research stu-
dents, and practitioners in complex networks and data mining, focused more on social
networks and wireless sensor networks. The book is also of interest to researchers and
industrial practitioners in emerging areas such as artificial intelligence, big data,
blockchain, cloud computing, fraud detection, intelligent transportation system, spam
detection, and rumor blocker.

We would like to express our appreciation to all contributors and the conference
committee members. A special appreciation goes to Shanghai Polytechnic University
(SPU) for its support of this conference. Furthermore, without the unlimited efforts
from the local chair, Dr. Chuang Ma, and his team members, publicity co-chairs,
Drs. Xiang Li, Mugeng Peng, and Wenan Tan, financial chair, Dr. Thang Dinh, and
website chair, David Smith, our conference would not have been so success in its
seventh anniversary year. We would also like to recognize Dr. Jian Wang’s contri-
bution in editing the final proceedings document. In addition, we sincerely appreciate
the consistent support and great effort in the publication process of these proceedings
by Anna Kramer and Alfred Hofmann from Springer.

December 2018 Xuemin Chen
Arunabha Sen
Wei Wayne Li

My T. Thai
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Minimizing Influence of Rumors
by Blockers on Social Networks

Ruidong Yan1, Deying Li1(B), Weili Wu2, and Ding-Zhu Du2

1 School of Information, Renmin University of China, Beijing 100872, China
{yanruidong,deyingli}@ruc.edu.cn

2 Department of Computer Science, University of Texas at Dallas,
Richardson, TX 75080, USA

{weiliwu,dzdu}@utdallas.edu

Abstract. In recent years, with the rapid development of Internet tech-
nology, social networks such as Facebook, Twitter and Google+ have
been integrated into daily life. These social networks not only help users
stay in touch with family and friends, but also keep abreast of breaking
news and emerging contents. However, in some scenarios, we need to
take measures to control or limit the spread of negative information such
as rumors. In this paper, we first propose the Minimizing Influence of
Rumor (MIR) problem, i.e., selecting a blocker set B with k nodes such
that the users’ total activation probability from rumor source S is min-
imized on the network. Then we use classical Independent Cascade (IC)
model as information diffusion model. Based on this model, we prove that
the objective function is monotone decreasing and non-submodular. In
order to solve MIR problem effectively, we propose a two-stages method
named GCSSB that includes Generating Candidate Set and Selecting
Blockers stages. Finally, we evaluate proposed method by simulations
on synthetic and real-life social networks. Furthermore, we also compare
with other heuristic methods such as Out-Degree, Betweenness Centrality
and PageRank. Experimental results show that our method is superior
to comparison approaches.

Keywords: Social influence · Rumor blocking · Social network
Submodularity · Greedy algorithm

1 Introduction

With the advance of the internet and computer technology, some significant
social networks have been widely integrated into our daily life, such as Face-
book, Twitter and Google+. Social networks can usually be represented as com-
plex networks of nodes and edges, where nodes denote the individuals (people,
organizations, or other social entities) and edges denote the social relationships

This work is partly supported by National Natural Science Foundation of China under
grant 11671400 and National Science Foundation under grant 1747818.

c© Springer Nature Switzerland AG 2018
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2 R. Yan et al.

between individuals (friendship, collaboration, or information interaction). These
online social networks have become significant platforms that not only dissemi-
nate positive contents (ideas, opinions, innovations, interests and so on) but also
negative contents such as rumors. It has been shown that rumors spread very fast
and cause serious consequences [3]. For example, when the devastating wild-fires
happens in California in October 2017, at the time the officers were evacuating
residents and searching through the burned ruins of homes for missing persons
they still had to deal with the fake news. Although the rumor was shot down by
the officers and was debunked by some government websites afterwards, the orig-
inal story was shared 60,000 times and similar stories was shared 75,000 times
on Facebook.

In order to provide better service and accurate information, it is crucial to
have an effective strategy to block or limit the negative effect of such rumors.
Currently, the literature related to rumor blocking on social networks can be
roughly divided into the following three categories: (1) Block rumors at influen-
tial nodes. This method usually selects the most influential nodes in the network
based on certain criteria and remove these influential nodes from network such
that rumor spreading is limited such as [6,10,14]; (2) Block rumors by deleting
edges. This method usually removes a set of edges from network such that rumor
spreading is as less as possible [8,9,13]; (3) Spread positive information (truth)
to clarify rumors. It is based on the assumption that users will not adopt rumors
once they adopt positive messages. Specifically, this method identifies a subset of
nodes and disseminates positive information such that the positive information
is adopted by as many individuals as possible [2,12].

In this paper, we study the novel problem how to control or limit the rumors
spread (Minimizing Influence of Rumors (MIR)), i.e., identify a set B with k
nodes and remove this set from network such that the total activation probability
of nodes on the network is minimized. We call a node v ∈ B as a blocker. In order
to solve MIR problem effectively, we propose a two-stages method named GCSSB
that includes generating candidate set and selecting blockers stages. Specifically,
in the first stage, we sort the nodes on the network to find top α ∗ k nodes that
have strong ability to disseminate the rumor, where α is a threshold parameter.
And we generate a candidate set of blockers C by these α∗k nodes. In the second
stage, we design a basic greedy algorithm and select k nodes from the candidate
set C according to the maximum marginal gain. Unlike previous researches, we
have a preprocessing stage before we design the basic greedy algorithm. The
advantage is that it can effectively reduce the time consumption of the greedy
algorithm. In other words, we identify the blocker set based on the subgraph
of these α ∗ k nodes instead of the original network. We summarize our main
contributions as follows:

– We formalize the Minimizing Influence of Rumors (MIR) problem and prove
the objective function is not submodular under the Independent Cascade (IC)
model.

– We propose a two-stages strategy named GCSSB to solve the MIR problem
on social networks for the first time.
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– In order to evaluate proposed algorithm, we use a synthetic and three real-
life social networks with various scales in experiments. The extensive sim-
ulations conducted on these networks. Furthermore, we compare proposed
method with other heuristic approaches. Experimental results validate that
our method is superior to other approaches.

The rest of this paper is organized as follows. We first begin by recalling some
existing related work of rumor blocking in Sect. 2. Then we introduce information
diffusion model in Sect. 3. And we show the problem description and properties
in Sect. 4. Algorithm is presented in Sect. 5. We analyze and discuss the results
of the experiments in Sect. 6. Finally, we draw our conclusions in Sect. 7.

2 Related Work

Domingos et al. [4] first study the influence between users for marketing in social
networks. Kempe et al. [7] model viral marketing as a discrete optimization prob-
lem, which is named Influence Maximization (IM). They propose a greedy algo-
rithm with (1−1/e)-approximation ratio since the function is submodular under
Independent Cascade (IC) or Linear Threshold (LT) model. Based on Kempe’s
contributions, there have been substantial efforts in modeling the propagation
of information in recent years such as [15–17].

2.1 Blocking Nodes for Rumor

In [6], Fan et al. study the problem that identifies a minimal subset of individuals
as initial protectors (the nodes are used to limit the bad influence of rumors.)
to minimize the number of people infected in neighbor communities at the end
of both diffusion processes. Authors propose algorithms under Opportunistic
One-Activate-One and Deterministic One-Activate-Many models and show the
theoretical analysis in detail. In [14], Wang et al. address the problem of mini-
mizing the influence of rumor. In their paper, they assume a rumor emerges in
the social network and part of users have already adopted it, their goal is to
minimize the size of ultimately contaminated users by discovering and blocking
k uninfected users. A greedy method for efficiently finding a good approximate
solution to this problem is proposed. Unfortunately, they have no theoretical
analysis. In social networks, how to identify the influential spreaders is crucial
for rumors. Ma et al. in [10] propose a gravity centrality index to identify the
influential spreaders in complex networks and compare with some well-known
centralities, such as degree, betweenness, closeness, and so forth.

2.2 Blocking Links for Rumor

In [9], Kimura et al. propose a method (by blocking a limited number of links) for
efficiently finding a good approximate solution to rumor blocking. In [8], Khalil
et al. propose a edge deletion problem and optimize the topology of a networked
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system to bring a flu under control. They show this problem is supermodular
under the LT model. And this surprising property allows them to design efficient
data structures and scalable algorithms with provable approximation guarantees.
In [13], Tong et al. propose effective and scalable algorithms to solve dissemina-
tion problems and answer which edges should be deleted in order to contain a
rumor.

2.3 Spreading Positive Truth for Rumor

In [2], Budak et al. propose the problem that identifying a subset of individuals
that need to be convinced to adopt the competing (or good) campaign so as to
minimize the number of people that adopt the bad campaign at the end of both
propagation processes. And they show this problem is NP-hard and provide a
greedy algorithm. In [12], Tong et al. study the rumor blocking problem that
asks for k seed users to trigger the spread of a positive cascade such that the
number of the users who are not influenced by rumor can be maximized. They
present a randomized approximation algorithm which is provably superior to the
state-of-the art methods with respect to running time.

3 Information Diffusion Model

In this section, we briefly introduce influence diffusion model: Independent Cas-
cade (IC) model which is first proposed by [7]. Given a directed social network
that can be denoted by a graph G = (V,E, p), where V represents users (node
set), E ⊆ V × V represents the relationships between users (edge set), and puv
of edge (u, v) denotes the probability that node u can activate v successfully.
We call a node as active if it adopts the information (rumor) from other nodes,
inactive otherwise. Influence propagation process unfolds discrete time steps ti,
where i = 0, 1, .... Initial source nodes of rumor St0 = S (seed set). Let Sti denote
active nodes in time step ti, and each node u in Sti has single chance to activate
each inactive neighbor v through its out-edge with probability puv at time step
ti+1. Repeat this process until no more new nodes can be activated. Note that
a node can only switch from inactive to active, but not in the reverse direction.

4 Problem Description and Properties

4.1 Problem Description

Given a directed social network G = (V,E, p), an information diffusion model
M, a rumor source set S and a positive integer budget k, where V denotes user
set, E ⊆ V × V denotes the relationships between users, and puv of edge (u, v)
denotes the probability that u activates v successfully. We define the activation
probability of a node v ∈ V when given S under model M as follow
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PrM(v, S) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1, if v ∈ S

0, if N in(v) = ∅
1−

∏

u∈Nin(v)

(1 − PrM(u, S)puv), otherwise.
(1)

Where N in(v) is the set of in-neighbors of v and PrM(u, S)puv represents the
probability u successfully activates v under the diffusion model M (Here, M is
IC model). As we can clearly see the activation probability of a node v depends
on the its in-neighbors u. Then we give the problem description as follow

Definition 1. Minimizing Influence of Rumor (MIR). Given a directed social
network G = (V,E, p), a rumor source set S, a positive integer budget k, and
the IC model M, MIR aims to find a blocker set B with k nodes such that

B∗ = arg min
B⊆V \S,|B|=k

∑

v∈V \{S∪B}
PrM(v, S). (2)

Fig. 1. An example shows calculating the value of objective function when k = 1.
Figure 1(a) shows a simple social network where green node indicates the rumor source
S = {7}. Figure 1(b) shows that selecting node 1 as a blocker. Figure 1(c) shows that
selecting node 3 as a blocker. (Color figure online)

Figure 1 shows how to calculate the objective function value when k = 1
under the IC model. In Fig. 1, in order to simplify the calculation, we set all
the propagation probabilities to be 1. And green node is rumor source S = {7}.
On one hand, S can activate two nodes (node 4 and 6) when we select node 1
as a blocker. Therefore

∑
v∈V \{S∪B} PrM(v, S) = 2. On the other hand, S can

activate four nodes (node 1, 2, 4 and 6) when we select node 3 as a blocker.
Therefore

∑
v∈V \{S∪B} PrM(v, S) = 4. Obviously, in the above two cases, it is

more appropriate to select node 1 as a blocker instead of node 3.

4.2 Properties of Objective Function

Theorem 1. The objective function (2) is monotone decreasing and not sub-
modular under the IC model.
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Proof. A set function f is monotone decreasing if f(A) ≥ f(B) whenever A ⊆ B.
It is obvious that the objective function is monotone decreasing in our MIR
problem, because the more blockers we choose, the smaller the objective function
will be. We omit its proof.

Then we show the objective function is not submodular. If V is a finite set, a
submodular function is a set function f : 2V → �, where 2V denotes the power
set of V , satisfies the following condition: for every A ⊆ B ⊆ V and x ∈ V \B,
f(A ∪ {x}) − f(A) ≥ f(B ∪ {x}) − f(B). Going back to the example mentioned
in Fig. 1, we let S = {7}, f =

∑
v∈V \{S∪B} PrM(v, S), A = {4}, B = {3, 4} and

x = {1}. Thus f(A) = 5 and f(A∪{x}) = 0. And f(B) = 2 and f(B ∪{x}) = 0.
Therefore f(A∪{x})−f(A) < f(B∪{x})−f(B). It indicates non-submodularity.

5 Algorithm

In this section, we propose a two-stages method GCSSB which includes generat-
ing candidate set and selecting blockers stages. We introduce them in Sects. 5.1
and 5.2 respectively.

Fig. 2. An example with propagation probability p = 0.5. Figure 2(a) shows the adja-
cent matrix where Aij = 0.5 means there is a directed edge from i to j. Figure 2(b)
shows how to calculate σ.

5.1 Generating Candidate Set

Given a directed social network G = (V,E, p) and a rumor source set S, we
first sort nodes on the network. The purpose of sorting is to determine the
candidate set of blockers and reduce time consuming by the greedy algorithm in
second stage. Intuitively, we will choose the nodes with strong spreading ability
as blockers rather than those nodes with weak spreading ability. Therefore, how
to measure the spreading ability of nodes becomes a key issue.

Here, we define σ = I + AI + ...ArI, where A denotes the adjacent matrix
of network, I denotes unit column vector and 1 ≤ r ≤ |V |. As we all know, Ar

ij

denotes the approximation probability that i activates j through a path of length
r. Therefore σ denotes its total probability. For example, Fig. 2(a) shows the
adjacent matrix of the network in Fig. 1 when propagation probability p = 0.5.
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Figure 2(b) shows σ = I + AI + ...ArI = (3.938, 3.531, 2.5, 1.5, 1.5, 1, 3.656)T

where r = 5. And we sort σ in descending order. Then we obtain permutation
Π = (3.938, 3.656, 3.531, 2.5, 1.5, 1.5, 1)T and choose the top α ∗ k nodes as the
candidate set of blockers C where α is a threshold parameter. Consistent with
the example mentioned earlier, we choose node 1 instead of node 3 because
σ1 = 3.938 > σ3 = 2.5 when k = 1.

5.2 Selecting Blockers

In Subsect. 5.1, we determine the candidate set of the blockers C. And, in this
subsection, we introduce how to accurately select k blockers. Specifically, we
propose a greedy algorithm based on maximum marginal gain. We first give the
definition of marginal gain.

Definition 2. (Marginal Gain). Given a directed social network G = (V,E, p),
a rumor source set S and information diffusion model M, for any node x ∈ V \S,
let

Δ(x|S) =
∑

v∈V \S
PrM(v, S) −

∑

v∈V \{S∪{x}}
PrM(v, S) (3)

be marginal gain of S with respect to x.

Obviously, our algorithm focuses on the maximum marginal gain of nodes in
candidate C. We define following

Definition 3. (Maximum Marginal Gain). For any node x ∈ C, let

x∗ = arg max
x∈C

Δ(x|S) = arg max
x∈C

(
∑

v∈V \S
PrM(v, S) −

∑

v∈V \{S∪{x}}
PrM(v, S))

(4)

be the maximum marginal gain of S with respect to x.

Based on the above definitions, we propose our greedy algorithm. We first
start with the empty set, i.e., B = ∅. Then, in the t-th iteration, we add the
node xt with the maximum marginal gain. The algorithm executes k times until
k blockers are selected. The greedy algorithm is shown in Algorithm 1.

Let us analyze the complexity of the Algorithm 1. The loop from line 2 to 9
at most runs k times. In each iteration, the inner loop runs at most |C| times
and it takes at most O(|E|) time to calculate Δ(x|S). Therefore, the total time
complexity is O(k|C||E|) in the worst case.

6 Experiment

In this section, we evaluate proposed algorithm on synthetic and real-life net-
works. First, we describe the data sets and experiment setup. Second, we analyze
and discuss experimental results from different perspectives. Finally, we compare
with other heuristic approaches.
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Algorithm 1 . Greedy Algorithm (GA)
Input: G = (V, E, p), M, S, C and k.
Output: B.
1: B0 ← ∅, Δ(x|S) = 0 for x ∈ C;
2: for t = 1 to k do
3: for each x ∈ C do
4: Δ(x|S) =

∑
v∈V \{S∪Bt} PrM(v, S) − ∑

v∈V \{S∪Bt∪{x}} PrM(v, S);
5: end for
6: x∗ = arg maxx∈C Δ(x|S);
7: Bt ← Bt ∪ {x∗};
8: C ← C\{x∗};
9: end for

10: return B ← Bt.

6.1 Data Sets

We generate a random network and collect three real-life social networks with
various scale from Stanford Large Network Dataset Collection (SNAP)1 and
the Koblenz Network Collection (KONECT)2 respectively. Table 1 provides the
details of these data sets. In table, ’CC’ represents clustering coefficient and ’MD’
represents the maximum degree.

Table 1. The details of synthetic and real-life social data sets.

Data Sets Relationship #Node #Edge CC MD Diameter

Synthetic Synthetic 2000 10000 - 62 6

Wiki Vote Voting 7,115 103,663 0.14 875 7

Twitter Lists Following 23,370 33,101 0.02 239 15

Google+ Friend sharing 23,628 39,242 0.03 2,771 8

– Synthetic (SYN). We randomly generate a graph using Erdos-Renyi
model [5] which assigns equal probability η to all nodes. The higher assigned
probability is, the more dense the graph is. In experiments, we let η = 0.5.

– Wiki Vote (WV). This network contains all the Wikipedia voting data from
the inception of Wikipedia till January 2008. Nodes in the network represent
wikipedia users and a directed edge from node u to node v represents that
user u voted on user v.

– Twitter Lists (TL). This directed network contains Twitter user-user fol-
lowing information. A node represents a user. An edge indicates that the user
represented by the left node follows the user represented by the right node.

1 http://snap.stanford.edu/data.
2 http://konect.uni-koblenz.de.

http://snap.stanford.edu/data
http://konect.uni-koblenz.de
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– Google+ (G+). This directed network contains Google+ user-user links. A
node represents a user, and a directed edge denotes that one user has the
other user in his circles.

6.2 Experiment Setup

We make the following setup for rumor spreading process: Given a directed
social network G = (V,E, p), 1% of nodes are selected randomly and uniformly
from V as rumor source set S. In our all experiments, we adopt Independent
Cascade (IC) model as information diffusion model. In particular, we assign p
in two ways since the data sets lack propagation probability p. One assigns a
uniform probability p = 0.5 for each edge on the networks. Another assigns a
trivalency model p = TRI for each edge, i.e., we uniformly select a value from
{0.1,0.01,0.01} at random that corresponds to high, medium and low propagation
probabilities. Notice that all networks are simple networks3.

Comparison Methods: To compare with existing methods, other heuristic
methods such as Out-Degree, Betweenness Centrality and PageRank
are selected as comparison methods. Our two-stage approach is abbreviated as
GCSSB.

– Out-Degree (OD) [7]. The out-degree of a node v is the number of outgoing
edges from the node v. Kempe et al. shows high degree nodes may outperform
other centrality-based heuristics in terms of influential identification.

– Betweenness Centrality (BC) [1]. A nodes betweenness is equal to the
number of shortest paths from all nodes to all others that pass through that
node. Recently, betweenness centrality has become an important centrality
measure in social networks.

– PageRank (PR) [11]. This is widely known Google Page-Rank measure. The
pagerank score indicates the importance of a node. There is a damping factor
parameter and we set it to 0.9 in all experiments.

Evaluation Criteria: The experimental evaluation is carried out from the
following aspects: (1) parameter α study. In our GCSSB method, we need to
generate candidate set C with α ∗ k nodes. (2) parameter k study. We study
the relationship between the size of the blocker set and the objective function
value. (3) Compare with other methods. We compare GCSSB with other heuris-
tic methods such as Out-Degree, Betweenness Centrality and PageRank. Our
evaluation criteria is objective function value (total activation probability). A
smaller function value indicates that the algorithm is better.

3 Self-loops and multiple edges are not allowed.
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6.3 Results

Parameter α Study: We study the effect of candidate set size (parameter α)
on the objective function value (total activation probability). The experimental
results are shown in Fig. 3. Figure 3(a) and (b) show the propagation probability
p = 0.5 and p = TRI, respectively. The results on each network show the same
trends in both subgraphs. Taking Fig. 3(a) as an example, the horizontal axis
and the vertical axis represent the parameter α and the total activation proba-
bility, respectively. The total activation probability decreases as the parameter
α increases. In particular, the total acceptance probability remains essentially
the same when α ≥ 6. Therefore we let α = 6 in latter experiments.

Fig. 3. Total activation probability Vs. Parameter α under IC model: rumor source
|S| = 1%|V | on each network, p = 0.5 or p = TRI, and k = 50.

Fig. 4. Total activation probability Vs. Parameter k under IC model: rumor source
|S| = 1%|V | on each network, p = 0.5 or p = TRI, and α = 6.
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Fig. 5. Compare with other methods: rumor source |S| = 1%|V |, p = 0.5 on TL
network or p = TRI on G+ network, and α = 6.

Parameter k Study: We study the relationship between the size of the blocker
set and the total activation probability. The experimental results are shown in
Fig. 4. In the subfigures, the horizontal and vertical axes represent the parame-
ter k and the total activation probability, respectively. Through experiments, we
observe that the total activation probability decreases as k increases. In partic-
ular, it is drastically reduced when k > 300 on each network.

Comparing with Other Methods: We compare our GCSSB with other meth-
ods (OD, BC and PR). The experimental results are shown in Fig. 5. The hori-
zontal and vertical axes represent the parameter k and the total activation proba-
bility, respectively. In both subfigures, The total activation probability decreases
as k increases. We observe that the proposed method is the best since the total
activation probability is the smallest. Moreover, in comparison methods, the
PR’s performance is the best but the OD is the worst.

7 Conclusions

In this paper, we study a novel problem called Minimizing Influence of Rumor
(MIR) problem that finds a small size blocker set such that the activation prob-
ability of users on network is minimized. Based on IC model, we prove objective
function satisfies non-submodularity. We develop a two-stages method GCSSB
to identify blocker set. Furthermore, in order to evaluate our proposed method,
extensive experiments have been conducted. The experiment results show that
our method outperforms comparison approaches.
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7. Kempe, D., Kleinberg, J., Tardos, É.: Maximizing the spread of influence through
a social network. In: Proceedings of the Ninth ACM SIGKDD International Con-
ference on Knowledge Discovery and Data Mining, pp. 137–146. ACM (2003)

8. Khalil, E.B., Dilkina, B., Song, L.: Scalable diffusion-aware optimization of network
topology. In: Proceedings of the 20th ACM SIGKDD International Conference on
Knowledge Discovery and Data Mining, pp. 1226–1235. ACM (2014)

9. Kimura, M., Saito, K., Motoda, H.: Minimizing the spread of contamination by
blocking links in a network. In: AAAI, vol. 8, pp. 1175–1180 (2008)

10. Ma, L.L., Ma, C., Zhang, H.F., Wang, B.H.: Identifying influential spreaders in
complex networks based on gravity formula. Phys. A Stat. Mech. Appl. 451, 205–
212 (2016)

11. Page, L., Brin, S., Motwani, R., Winograd, T., et al.: The PageRank citation
ranking: bringing order to the web (1998)

12. Tong, G., et al.: An efficient randomized algorithm for rumor blocking in online
social networks. IEEE Trans. Netw. Sci. Eng. (2017)

13. Tong, H., Prakash, B.A., Eliassi-Rad, T., Faloutsos, M., Faloutsos, C.: Gelling,
and melting, large graphs by edge manipulation. In: Proceedings of the 21st ACM
International Conference on Information and Knowledge Management, pp. 245–
254. ACM (2012)

14. Wang, S., Zhao, X., Chen, Y., Li, Z., Zhang, K., Xia, J.: Negative influence minimiz-
ing by blocking nodes in social networks. In: AAAI (Late-Breaking Developments),
pp. 134–136 (2013)

15. Wen, S., Haghighi, M.S., Chen, C., Xiang, Y., Zhou, W., Jia, W.: A sword with
two edges: propagation studies on both positive and negative information in online
social networks. IEEE Trans. Comput. 64(3), 640–653 (2015)

16. Yan, R., Zhu, Y., Li, D., Ye, Z.: Minimum cost seed set for threshold influence
problem under competitive models. World Wide Web 1–20 (2018)

17. Zhu, Y., Li, D., Zhang, Z.: Minimum cost seed set for competitive social influence.
In: IEEE INFOCOM 2016-The 35th Annual IEEE International Conference on
Computer Communications, pp. 1–9. IEEE (2016)



Budgeted Competitive Influence
Maximization on Online Social Networks

Canh V. Pham1,2(B), Hieu V. Duong2, Bao Q. Bui2, and My T. Thai3

1 University of Engineering and Technology, Vietnam National University,
Hanoi, Viet Nam

maicanhki@gmail.com
2 Faculty of Information and Security, People’s Security Academy, Hanoi, Viet Nam

dvhieubg95@gmail.com, buiquybao.c500@gmail.com
3 Department of Computer and Information Science and Engineering,

University of Florida, Gainesville, FL 32611, USA
mythai@cise.ufl.edu

Abstract. Influence Maximization (IM) is one of the key problems in
viral marketing which has been paid much attention recently. Basically,
IM focuses on finding a set of k seed users on a social network to maximize
the expected number of influenced nodes. However, most of related works
consider only one player without competitors. In this paper, we investi-
gate the Budgeted Competitive Influence Maximization (BCIM) problem
within limited budget and time constraints which seeks a seed set nodes
of a player or a company to propagate their products’s information while
at the same time their competitors are conducting a similar strategy. We
first analyze the complexity of this problem and show that the objective
function is neither submodular nor suppermodular. We then apply Sand-
wich framework to design SPBA, a randomized algorithm that guarantees
a data dependent approximation factor.

Keywords: Social network · Competitive Influence Maximization
Approximation algorithm

1 Introduction

Online social network (OSN) has recently been a very effective mean in diffus-
ing information, propagating opinions or ideas. Many companies have leveraged
word-of-mouth effect in OSNs to promote their products. The key problem of
viral marketing is Influence Maximization (IM), which aims to select a set of
k users (called seed set) in a social networks with maximum influence spread.
Kempe et al. [8] first formulated IM problem in two diffusion models, named Lin-
ear Threshold (LT) and Independent Cascade (IC), which simulated the propaga-
tion of influence through social networks. This problem has been widely studied
due to its important role in viral marketing [2,10,14,16,17].

c© Springer Nature Switzerland AG 2018
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However, all of above mentioned studies only focus on studying influence
propagation of single player or company in social networks. In the context of
competing in product promotions, there are many competitors simultaneously
implement the same strategy of marketing spread on OSNs. This phenomenon
requires the task of maximizing a product’s influences under competitive cir-
cumstances, called Competitive Influence Maximization (CIM) problem, thus it
has been received much attention recently [1,3,4,11–13,18].

Bharathi et al. [1] first proposed CIM problem, which seeks a seed set to
maximize the propagation of their products information while their competi-
tors carry out the same strategy. Since then, related works have tried to inves-
tigate CIM in different contexts. Some authors proposed algorithms to solve
CIM problem base on the submodularity of the objective function. It provided
a (1 − 1/e)-approximation when applying natural greedy algorithm. For exam-
ple, Lu et al. [12] studied the problem in context of fair competitive influence
from the host perspective. Chen et al. [4] proposed independent cascade model
with negative opinions by extend IC model and showed a greedy algorithm
with the approximation ratio of 1 − 1/e. Lui et al. [11] consider CIM problem
under Diffusion-Containment model and present a (1−1/e)-approximation algo-
rithm. Recently, some works approached in other directions, including: design
community-based algorithm [3], find the seed set with minimum cost set for
threshold competitive influence problem [18], and proposed competition and
complementary approaches by extending IC model [13].

Although previous works tried to solve the CIM problem in many circum-
stances, the feasibility of the existing works is limited due to following reasons.
Firstly, they do not take into account time constraint and cost to initialize a
user as seed for CIM. In a more realistic scenario, the effectiveness of compet-
itive influence process depends very much on these two factors. Secondly, for
the problems related to information diffusion the complexity of calculating the
objective function is enormous. Some works using Mote-Carlo method to esti-
mate the objective value for any seed set [3,4,8]. However, the method requires
high complexity, and it takes several hours even on very small networks.

In this paper, we introduce the problem named Budgeted Competitive Influ-
ence Maximization (BCIM) which takes into account both arbitrary cost for
selecting a node in set seed and time constraint for competitive influence pro-
cess. The BCIM problem is more general than CIM. To simulate the competitive
influence propagation process, we propose Time constraint Competitive Linear
Threshold (TCLT), which extend Competitive Competitive Linear Threshold
[5,7] with incorporation propagation hop.

The main challenges of this problem lie in following aspects. Firstly, under
TCLT, BCIM problem is NP-hard problem and it is #P-Hard to calculate the
objective function. Secondly, we point out the objective function is neither sub-
modular nor supermodular. It makes BCIM cannot be easily solved using greedy-
based algorithms, as well as methods for influence maximization. To address the
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above challenges, in this article, we present SPBA, an efficient randomized algo-
rithm based on polling method and Sandwich approximation framework [13].
Our main contributions are summarized as follows:

– We formulate TCLT model by extending Competitive Competitive Linear
Threshold model in [5,7] to simulate competitive influence within time con-
straint τ . Given two competitors A and B who need to advertise their pro-
ductions on OSNs, assume that we know nodes which are activated by B
(B-seed set), with the limited budget L and heterogeneous costs for nodes in
a social network, we propose BCIM problem which aims to seek A-seed set
nodes within limited budget L and time constraint τ to maximize influence
nodes by A under TCLT model. We then show that BCIM is NP-hard and the
objective function is not submodular nor supermodular.

– We propose SPBA, an efficient randomize algorithm based on Sandwich
approximation and polling method. We first design a upper bound submod-
ular function of the objective function and develop a polling-based approx-
imation algorithm to find the solution of bound functions. Next, we apply
Sandwich framework in [13], which give a data-dependent approximation
factor.

Road Map. The rest of paper is organized as follows. We introduce propagation
models, problem definition and its properties in Sect. 2. Section 3 present our
proposed algorithm. Finally, we give some tasks for future work and conclusion
in Sect. 4.

2 Models and Problem Definition

In this section, we first define the TCLT model, which is an extension of CLT
model in [5,7]. The main difference between our model and CLT model is that
we only consider propagation process in limited propagation hop (step) τ . Based
on that, we define the BCIM problem. Table 1 summarizes the frequently used
notations.

Table 1. Notations

Notations Descriptions

n, m the number of nodes and the number of edges

N−(v), N+(v) the sets of incoming, and outgoing neighbor nodes of v

I(·),U(·) The expected number of A-active nodes, and its upper bound, respectively

S∗, S∗
U Optimal solution for BCIM, maximum I(·), and U(·)

OPT,OPTu I(S∗),U(S∗
U )

Υ (ε, δ) (1 + ε)(2 + 2
3 ε) ln 2

δ
1

ε2

CovR(S) the number of URR sets Rj be covered by S

Û(S) Û(S) = 1
|R|CovR(S) an estimation of U over URR sets R

kmax max{k : ∃A ⊆ V, c(A) ≤ L}
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2.1 Time Constraint Competitive Influence Model

In this model, a social network is abstracted by a directed graph G = (V,E),
where V is the set of nodes (or vertices) representing users and E is the set
of edges representing links among users. There are two competitors A and B
want to promote their products in a social network G. Each edge (u, v) ∈ E
has two weights wA(u, v) and wB(u, v) represent the influence of A and B
on edge (u, v), respectively. The weights satisfies condition

∑
u∈V wA(u, v) ≤

1 ,
∑

u∈V wB(u, v) ≤ 1,∀v ∈ V . Each node can chose one of three status: A-
active, B-active, and inactive which represent the node is successfully activated
by A, activated by B, and has not been activated by both A and B, respectively.
Each node v picks two independent thresholds θA(v), θB(v) uniformly from [0, 1],
called A-threshold and B-threshold.

Given a limited propagation hop τ , the propagation happen in discrete steps
t = 0, 1, . . . , τ . Denote SA and SB are the seed sets of competitors A and B
(called A-seed set and B-seed set). At and Bt are the set of A-active and B-active
nodes at step t, respectively. The process of propagation operates as follow:

– At step t = 0, A0 = SA, B0 = SB .
– At step t ≥ 1, each node v /∈ At−1 ∩ Bt−1 becomes A-active if

∑

u∈N−(v)∩At−1

wA(u, v) ≥ θA(v) and
∑

u∈N−(v)∩Bt−1

wB(u, v) < θB(v) (1)

Node v becomes B-active if
∑

u∈N−(v)∩Bt−1

wB(u, v) ≥ θB(v) and
∑

u∈N−(v)∩At−1

wA(u, v) < θA(v) (2)

– If in step t, a node v has
∑

u∈N−(v)∩At−1

wA(u, v) ≥ θA(v) and
∑

u∈N−(v)∩Bt−1

wB(u, v) ≥ θB(v) (3)

We use tie-breaking rule to determine its state. Accordingly, v is A-activated
with probability

pA(v|At−1, Bt−1) =

∑
u∈N−(v)∩At−1

wA(u, v)
∑

u∈N−(v)∩At−1
wA(u, v) +

∑
u∈N−(v)∩Bt−1

wB(u, v)

and v is B-activated with probability

pB(v|At−1, Bt−1) =

∑
u∈N−(v)∩Bt−1

wB(u, v)
∑

u∈N−(v)∩At−1
wA(u, v) +

∑
u∈N−(v)∩Bt−1

wB(u, v)

– Once a node becomes activated (A-active or B-active), it remain status in
next steps. The propagation process ends after τ hops of propagation.
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2.2 Live-Edge Model

We follow the method in [7] to construct a live-edge model and prove this model
is equivalent to TCLT model.

Live-Edge Construction. From original graph G = (V,E) and weights wA

and wB , respectively, we construct sample graph (or realization) g from G as
follows: For each v ∈ V , we randomly select one in-edge (u, v) with probability
wA(u, v), and do not select any in-edge with probability 1 − ∑

u∈V wA(u, v).
The selected edge is called A-edge. On the other hand, we also randomly select
one in-edge (u, v) (called B-edge) with probability wB(u, v), and do not select
any in-edge with probability 1 − ∑

u∈V wB(u, v). Let gA, gB be the sub-graph
including only A-edges and B-edges, respectively. Finally, we return g as union
of gA and gB .

A-active Nodes and B-active Nodes Distribution on Live-Edge Model.
On a live-edge g, we denote A′

t and B′
t are set of A-active and B-active nodes on

g at step t. The distribution of A-active and B-active nodes in g was be happen
in discrete steps t as follows:

– At step t = 0, A′
t = SA and B′

t = SB

– At step t ≥ 1, a node v /∈ A′
t−1 ∪ B′

t−1 becomes A-active if v reachable from
A′

t−1 in one step in gA (i.e., dA(A′
t−1, v) = 1) and but not reachable from

B′
t−1 in one step in gB (i.e., dB(B′

t−1, v) > 1), then v is in A′
t. Symmetrically,

if v reachable from B′
t−1 in one step in gA but not reachable from A′

t−1 in
one step in gB , then v is in B′

t.
– If at step t ≥ 1, v is reachable from A′

t−1 in one step in gB and reachable
from B′

t−1 in one step in gB , v is A-activated with probability

pA(v|A′
t−1, B

′
t−1) =

∑
u∈N−(v)∩A′

t−1
wA(u, v)

∑
u∈N−(v)∩A′

t−1
wA(u, v) +

∑
u∈N−(v)∩B′

t−1
wB(u, v)

and v is B-activated with probability

pB(v|A′
t−1, B

′
t−1) =

∑
u∈N−(v)∩B′

t−1
wA(u, v)

∑
u∈N−(v)∩A′

t−1
wA(u, v) +

∑
u∈N−(v)∩B′

t−1
wB(u, v)

– The process of propagation ends after hop t = τ or no more nodes be acti-
vated.

We demonstrate the equivalence of two models through the following theorem

Theorem 1. For a given A-seed set SA and B-seed set SB, the distribution over
A-active sets and B-active node sets at hop t for any t = 1, 2.., τ on TCLT model
and live-edge model are equivalent.
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The proof of Theorems and Lemmas were presented in Appendix due to space
constraint. Denote XG is the set of sample graphs generated from G and Pr[g|G]
denotes the probability of generating sample graph g in G, we have:

Pr[g|G] = Pr[gA|G] · Pr[gB |G] =
∏

v∈V

pA(v,G, g) ·
∏

v∈V

pB(v,G, g) (4)

where

pA(v,G, g) =

{
wA(u, v), If ∃u : (u, v) ∈ E(gA)
1 − ∑

u:(u,v)∈E wA(u, v), Otherwise
(5)

pB(v,G, g) =

{
wB(u, v), If ∃u : (u, v) ∈ E(gB)
1 − ∑

u:(u,v)∈E wB(u, v), Otherwise
(6)

E(gA) and E(gB) are the set edges of gA and gB , respectively. Denote I
τ
B(A)

is the expected number of A-active nodes after τ hops with B is given. For
convenience, we simply I

τ
B(SA) as I(SA) due to B and τ are constants in this

work. Based on result of Theorem 1, we have I(A) =
∑

g∈XG
Pr[g|G]I(g,A).

Where I(g, SA) is the expected number of A-active nodes in g under live-edge
model.

2.3 Budgeted Competitive Influence Maximization Problem

In this paper, we assume that we know B-seed set SB ⊂ V and each node
is associated with an arbitrary cost c(v) to add in A-seed set SA. We define
Budgeted Competitive Influence Maximization (BCIM) as follow:

Definition 1 (BCIM problem). Given a directed graph G = (V,E) represent-
ing a social network under TCLT model, B-seed set SB ⊂ V , a budget L > 0,
and time constraint τ . Find A-seed set S ⊂ V with total cost

∑
u∈A c(u) ≤ L to

maximize I(S).

We see that when B = ∅ and τ = n, the TCLT model becomes to well-known
LT model and BCIM becomes IM problem [8]. In other word, IM is a special
case of BCIM. This leads to BCIM is NP-hard problem and calculate influence
I(A) is #P-hard. Although the objective function in IM problem is monotone
and submodular function, unfortunately, the objective function in BCIM is nei-
ther submodular nor supermodular. Therefore, we can not use the nature greedy
for optimizing submodular and supermodular function to get an approximation
guarantee.

Theorem 2. The function I(·) is neither submodular nor supermodular under
TCLT model
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3 Randomized Approximation Algorithm

In this section, we present an approximation algorithm for BCIM problem. Due
to the I(·) is not submodular, we use the Sandwich Approximation (SA) method
[13] for maximizing the combinatorial optimization with the objective function is
non-submodular. We first devise upper bound submodular function of I, namely
U(·). We then design a (1 − 1√

e
− ε)-approximation with high probability to find

solution for maximizing function U, namely PBA. Finally, we apply SA method
and PBA algorithm to find solution for maximizing I(·) with data-dependent
approximation guarantee.

Estimating the Influence Function. We first estimate function I(·) based on
the concept of live-edge model. For a node v is randomly selected (called source
node) and a random sample graph g, we denote function

γu
g (S) =

{
1, If u is A-activated when run live-edge model in g

0, Otherwise
(7)

We denote γ(S) is expectation of γu
g (S) over random sources and sample graphs.

Lemma 1 show that we can use γ(·) to estimate objective function.

Lemma 1. For any S ⊂ V , we have I(S) = n · E[γ(S)]

Upper Bound Function. For a random source node v and a sample graph g,
denote Pτ

A(g, v) is the simple path end at v with the length at most τ on gA. We
found that the set nodes S can A-active v, i.e, γv

g (S) = 1 with probability > 0,
has at least a node belongs to Pτ

A(g, v). We chose the set nodes on Pτ
A(g, v) as

a candidate nodes to active node v and define Upper bound Reachable Reversal
(URR) set as follows:

Definition 2 (URR set). Given graph G = (V,E,wA, wB), a random URR set
Rj is generate from G by: (1) picking a random node v ∈ V ; (2) generate a sample
graph g from G by live-edge model, and adding each node u ∈ Pτ

S(v) into Rj

For any S ⊆ V , denote a random variable Xj = 1 if Rj∩S �= ∅, Xj = 0 otherwise,
and Rj(g, u) is a URR set with source node u, and Xj(g, u) is value of Xj

corresponding to Rj(g, u), the following Lemma shows the upper bound of Xj .

Lemma 2. For any set S ⊆ V , we have Xj(g, u) ≥ γu
g (S)

Define U(S) = n ·E[Xj ] and R be a set of URR, we define an estimation of U(S)
is Û(S) = n

|R|
∑

Rj∈R Xj . Lemma 3 shows the properties of U function.

Lemma 3. For any set of nodes S ⊆ V , we have: U(S) ≥ I(S) and U(·) is a
monotone and submodular function.

Lemma 3 suggests that we can use U as a upper bound submodular function of
I. We devise an algorithm, which is summarized in Algorithm 1, to generate a
URR set. We first randomly selected a source node u with uniform distribution
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in [0, 1] (line 1). After that, it attempts to select an in-neighbor u of v on gA

according to the live-edge model (line 4). Then it moves from v to u and repeats
process. The algorithm stops within τ steps (line 3), or no edge is selected (line
10), or the selected node belongs to Rj (line 7).

Algorithm 1. Generate URR set
Data: Graph G = (V, E, wA, wB), B-seed set SB ⊆ V , τ
Result: a URR set Rj

1. Select randomly a node v ∈ V
2. Rj ← v; dA ← 0
3. while dA ≤ τ do
4. Select an A-edge (u, v) by using live-edge model
5. if An edge (u, v) is selected then
6. v ← u ; dA ← dA + 1
7. If v ∈ Rj break
8. Add v into Rj

9. else
10. break
11. end

12. end
13. return Rj ;

3.1 Polling-Based Algorithm for Maximum Bound Functions

Now we introduce an approximation algorithm for finding maximum upper
bound function U in which all nodes have heterogeneous cost, named PBA.
Our algorithm based on polling method which was proposed for IM problem
[2,14,16,17]. The details of our algorithm were depicted in Algorithm 2.

Algorithm Description. PBA first generates a collection R1 contains Λ URR
sets. The main phrase of PBA contain several iterators (at most tmax). In each
iterator, the algorithm first finds the candidate solution S by using Greedy algo-
rithm to solve Budgeted Maximum Coverage (BMC) problem [9] (line 5). It
provides an approximation ratio of (1 − 1√

e
). We denote Greedy(R, L) is Greedy

algorithm with the input data is a collection URR sets R and budget L > 0.
Then, it calls 3 algorithm which independently generates more at most |Rt|
URR sets to estimate U(S) with a (ε1, δ1)-approximation (line 6). If the check
does not pass, PBA use Ûc(S) and Ût(S) to chose the parameters ε′

1, ε2, ε3, εt

(line 7 in Algorithm 3). If current solution S meets approximation guarantee
condition εt ≥ ε (line 9 in Algorithm 3), the main algorithm returns S. If not, it
moves to next iterator and stops the number of URR sets at least Nmax.

Theoretical Analysis. Now, we shall prove that PBA returns a (1−1/
√

e− ε)-
approximation solution with probability at least 1 − δ. We observe that Xj ∈
[0, 1]. Let randomly variable Zi =

∑i
j=1(Xj − μ),∀i ≥ 1, where μ = E[Xj ].
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For a sequence random variables Z1, Z2, . . . we have E[Zi|Z1, . . . , Zj−1] =
E[Zi−1] + E[Xi − μ] = E[Zi−1]. Hence, Z1, Z2, . . . be a form of martingale [6].
Therefore, we obtain the same results in [16].

Lemma 4 ([16]). For any T > 0, ε > 0, μ is the mean of Xj, and an estimation

of μ is μ̂ =
∑T

i=1 Xi

T we have:

Pr[μ̂ ≥ (1 + ε)μ] ≤ e
−T με2

2+ 2
3 ε (8)

Pr[μ̂ ≤ (1 − ε)μ] ≤ e
−T με2

2 (9)

Algorithm 2. Polling-Based Approximation algorithm (PBA)
Data: Graph G = (V, E, wA, wB), budget L > 0, and ε, δ ∈ (0, 1)
Result: A-seed S

1. Λ = Υ (ε, δ
6
), t ← 1

2. Generate Λ URR set by alg. 1 and add them into R1

3. Nmax ← N(ε, δ
3
)OPTu

k
, tmax =

⌈
log2

2Nmax

Υ (ε, δ
6 )

⌉

4. repeat
5. < A,CovRt(A) >← Greedy(Rt, L)
6. if (CheckQS(Rt,CovRt(St), δ, ε) = True) or (|Rt| ≥ Nmax) then
7. return S
8. else
9. t ← t + 1 , Rt ← CheckQS(Rt,CovRt(At), δ, ε)

10. end

11. until |Rt| ≥ Nmax;
12. return S;

Tang et al. [16] proposed IMM algorithm based on RIS process for solving IM
problem [2,14,16,17]. They show that the number of random Reverse Reachable
(RR) sets, which ensures RIS process returns a (1−1/e− ε)-approximation with
probability 1 − δ, is

θmax = 2n

((

1 − 1
e

) √

ln
(

2
δ

)

+

√(

1 − 1
e

)(

ln
2
δ

+ ln
(

n

k

)))2

1
ε2k

(10)

This threshold also be used as a stopping condition on IM algorithms [14,15].
However, it does not guarantee that the candidate solution S is a (1 − 1/

√
e)-

approximation under the heterogeneous selecting costs into seed set. To address
this challenge, we provide another threshold which can guarantee a (1−1/

√
e−ε)

approximation ratio by following Theorem.
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Algorithm 3. Check quality of solution (CheckQS)
Data: Rt,CovRt(At), δ, ε
Result: True or (False and Rt+1)

1. δ1 = δ
3tmax

, ε1 = ε
4
, Λ1 ← Υ (ε1, δ1), cov ← CovRt(A), Rc ← Rt

2. while cov < Λ1 do
3. Generate a URR set Rj by alg. 1 and add it to Rc

4. If Rj ∩ A �= 0, then cov ← cov + 1
5. If |Rc| > 2|Rt|, then return False and Rt

6. end

7. Ûc(A) ← n · cov
|Rc| ; ε2 ← Ûc(A)

Ût(A)
− 1; ε′

1 = ε1
1+ε1

; ε3 ←
√

3 ln tmax
δ1

|Rt|(1−ε′
1)Ûc(A)

8. εt = (1 − 1/
√

e)(1 − ε′
1ε2 + ε′

1ε3 − ε2ε3 + ε′
1ε2ε3)

9. if εt ≤ ε then
10. return True
11. else
12. If |Rc| < 2|Rt|, then generate more 2|Rt| − |Rc| URR sets and add them

into Rc

13. return False and Rc

14. end
15. return False;

Theorem 3. For ε > 0, δ ∈ (0, 1) be the parameters. In Greedy algorithm, if
the number of samples T = |R| greater or equal to

N(ε, δ) =
2n(1 − 1√

e
)2 ln(1/δ)

OPTuε2
(11)

, this algorithm return a (1 − 1/
√

e − ε)-approximation solution with probability
at lest 1 − δ.

Lemma 5. Let event B1
t =

(
|Rt| ≥ Nmax

)
∪

(
U(S) < (1 − 1/

√
e − ε)OPTu)

)

then, Pr[B1
t ] < δ

3

Lemma 6. For each 1 ≤ t ≤ tmax, Let B2 be the bed event that B2
t =

(
U(S) <

1
1+ε1

Uc(S)
)
. We have: Pr[B2

t ] < δ1

Lemma 7. For any t = 1, 2 . . . tmax, we let the bad event B3
t = Ut(S∗

U ) <

(1 − ε′
3)U(S∗

u), where ε′
3 =

√
2n ln 3tmax

δ

|Rt|OPTu
. We have Pr[Bt

3] ≤ δ1

Theorem 4 (Main result). Given 0 ≤ ε, δ ≤ 1, the main algorithm returns
the set node S satisfying: Pr[U(S) ≥ (1 − 1/

√
e − ε)U(S∗

l )] ≥ 1 − δ
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3.2 Sandwich Approximation

We apply Sandwich Approximation framework in [13] to design our algorithm,
namely SA-PBA. Let Su are solutions selected by PBA algorithm for maximizing
U within the total cost at most L and A′ is a solution for original problem.
Denote Î(S) is a (δ′, ε′)-approximation of I(A), i.e,

Pr[(1 − ε′)I(S) ≤ Î(S) ≤ (1 + ε′)I(S)] ≥ 1 − δ′ (12)

We chose Ssa = arg maxS∈{S′,Su} Î(S) as the solution of SPBA algorithm. The
details of our algorithm were showed in Algorithm4. The following Theorem
show approximation ratio of our algorithm.

Algorithm 4. Sandwich Approximation base on PBA algorithm (SPBA)
Data: Graph G = (V, E, wA, wB), budget L > 0, and ε, δ, ε′, δ′ ∈ (0, 1)
Result: seed S

1. Su ← PBA(U, G, L, ε, δ)
2. S0 ← a solution for maximizing I by any algorithm.

3. S ← arg maxA′∈{Su,S′} Î(S
′)

4. return S;

Theorem 5. Let S∗ is optimal solution, and Ssa is a solution return by
Algorithm 4. We have: I(Ssa) ≥ Î(SU )

U(SU ) ·(1−1/
√

e−ε)(1−ε′)·OPT with probability
at least 1 − δ − δ′.

4 Conclusion

In this paper, we investigate the BCIM problem, which finds the seed set of a
player to maximize their influence while with opposite players within budget
and time constraints. We first proposed TCLT model to capture the competitive
influence of two competitors on a social network and formulate BCIM in this
model. We provide the hardness results, properties of objective function. To
solve this problem, we proposed a randomized algorithm that guarantees a data-
dependent approximation factor, called SPBA.
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Abstract. Blockchain has many benefits including decentraliza-
tion, availability, persistency, consistency, anonymity, auditability and
accountability, and it also covers a wide spectrum of applications rang-
ing from cryptocurrency, financial services, reputation system, Internet
of Things, sharing economy to public and social services. Not only may
blockchain be regarded as a by-product of Bitcoin cryptocurrency sys-
tems, but also it is a type of distributed ledger technologies through
using a trustworthy, decentralized log of totally ordered transactions. By
summarizing the literature of blockchain, it is found that more and more
important research is to develop basic theory, for example, mathematical
models (Markov processes, queueing theory and game models) for min-
ing management and consensus mechanism, performance analysis and
optimization of blockchain systems. In this paper, we develop queueing
theory of blockchain systems and provide system performance evaluation.
To do this, we design a Markovian batch-service queueing system with
two different service stages, which are suitable to well express the min-
ing process in the miners pool and the building of a new blockchain. By
using the matrix-geometric solution, we obtain a system stable condition
and express three key performance measures: (a) The average number
of transactions in the queue, (b) the average number of transactions in
a block, and (c) the average transaction-confirmation time. Finally, we
use numerical examples to verify computability of our theoretical results.
Although our queueing model here is simple only under exponential or
Poisson assumptions, our analytic method will open a series of poten-
tially promising research in queueing theory of blockchain systems.

Keywords: Blockchain · Bitcoin · Queueing theory
Matrix-geometric solutions · Mining process
Block-generation process · Blockchain-building process

1 Introduction

In this paper, we develop queueing theory of blockchain systems under a dynamic
behavior setting. Such a blockchain queue in general is very necessary and useful
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in performance analysis and optimization of blockchain systems, and it will also
be helpful in optimal design of blockchain technologies. To this end, we propose
and analyze a Markovian batch-service queueing system with two different ser-
vice stages, which are suitable to well express the mining process in the miners
pool and the building of a new blockchain. By using the matrix-geometric solu-
tion, we obtain a system stable condition and express three key measures: The
average number of transactions in the queue, the average number of transactions
in a block, and the average transaction-confirmation time. At the same time, we
use some numerical examples to verify effective computability of our theoretical
results. Different from the previous works in the literature, this paper is the first
one to give a complete solution with respect to analysis of blockchain queues.
We hope that our approach opens a new avenue to queueing analysis of more
general blockchain systems in practice, and can motivate a series of promising
future research on development of blockchain technologies.

Blockchain is one of the most popular issues discussed extensively in recent
years, and it has already changed people’s lifestyle in some real areas due to
its great impact on finance, business, industry, transportation, heathcare and so
forth. Since the introduction of Bitcoin by Nakamoto [23], blockchain technolo-
gies have become widely adopted in many real applications, for example, survey
work of applications by NRI [25] and Foroglou and Tsilidou [10]; finance by Tsai
et al. [30]; business and information systems by Beck et al. [1]; applications to
companies by Montemayor et al. [22]; Internet of Things and shared economy
by Huckle et al. [12]; healthcare by Mettler [21]; and the others.

So far blockchain research has obtained many important advances, readers
may refer to a book by Swan [29]; survey papers by Tschorsch and Scheuermann
[31], Zheng et al. [35,36], Lin and Liao [19] and Constantinides et al. [6]; a key
research framework by Yli-Huumo et al. [34], Plansky et al. [27], Lindman et al.
[20] and Risius and Spohrer [28]; consensus mechanisms by Wang et al. [33] and
Debus [8]; blockchain economics by Catalini and Gans [5] and Davidson et al.
[7]; and the others by Vranken [32] and Dinh et al. [9].

However, little work has been done on basic theory of blockchain systems
so far, for example, developing mathematical models (e.g., Markov processes,
queueing theory, game models, optimal methods, and decision making), pro-
viding performance analysis and optimization, and setting up useful relations
among key factors or basic parameters (e.g., block size, transaction fee, mining
reward, solving difficulty, throughput, and efficiency).

Our blockchain queueing model focuses on analysis of the block-generation
and blockchain-building processes in the mining management, in which the
sum of the block-generation and blockchain-building times is regarded as the
transaction-confirmation time of a block. For convenience of reader’s understand-
ing, it is necessary to simply recall some papers which discussed the miner pools
and the mining processes. A blockchain is maintained and updated by the min-
ing processes in which many nodes, called miners, compete for finding answers
of a very difficult puzzle-like problem. While the transactions are grouped into
a block, and then the block is pegged to the blockchain once the key nonce is
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provided by means of a mining competition that an algorithmic puzzle special-
ized for this block is solved. For such a mining process, readers may refer to, for
example, Bitcoin by Nakamoto [23], Bhaskar and Chuen [2] and Böhme et al. [4];
and blockchain by Sect. 2 in Zheng et al. [35] and Sect. 2 in Dinh et al. [9]. At the
same time, the mining processes are well supported by mining reward methods
and consensus mechanism whose detailed analysis was given in Debus [8] as well
as an excellent overview by Wang et al. [33]. In addition, it may be useful to
see transaction graph and transaction network by Ober et al. [26] and Kondor
et al. [16]. Finally, the mining processes are also discussed by game theory, e.g.,
see Houy [11], Lewenberg et al. [17], Kiayias et al. [15] and Biais et al. [3].

Kasahara, Kawahara and Kawase provided an early research (in fact, so far
there have been only their two papers in the literature) on applying queueing
theory to deal with the transaction-confirmation time for Bitcoin, in which they
gave some interesting idea and useful simulations to heuristically motivate future
promising research. See Kasahara and Kawahara [13] and Kawase and Kasahara
[14] for more details. In those two papers, Kasahara, Kawahara and Kawase first
assumed that the transaction-confirmation times follow a continuous probability
distribution function. Then they used the supplementary variable method to set
up a system of differential-difference equations (see Sect. 3 of Kawase and Kasa-
hara [14]) by using the elapsed service time. However, they have not correctly
given the unique solution of the system of differential-difference equations yet,
although they used the generating function technique to provide some formal-
ized computation. For example, the average number E[N ] of transactions in the
system and the average transaction-confirmation time: E[T ] = E[N ]/λ given
in (17) of Kawase and Kasahara [14], while it is worth noting that they still
directly depend on the infinitely-many unknown numbers: αn for n = 0, 1, 2, . . ..
However, those unknown numbers αn defined in their paper are impossible to be
obtained by such an ordinary technique. In fact, we also believe that analysis of
the Bitcoin queueing system with general transaction-confirmation times, given
in Kawase and Kasahara [14], is still an interesting open problem in the future
queueing research.

To overcome the difficulties involved in Kawase and Kasahara [14], this paper
introduce two different exponential service stages corresponding to the block-
generation and blockchain-building times. As seen in Sect. 2, such two service
stages are very reasonable in description of the block-generation and blockchain-
building processes. Although our blockchain queueing model is simple only under
exponential or Poisson assumptions, it is easy to see that this model is still very
interesting due to its two stages of batch services: a block of transactions is
generated and then a new blockchain is built. At the same time, we obtain
several new useful results as follows:

(a) Stability: This system is positive recurrent if and only if

bμ1μ2

μ1 + μ2
> λ.
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Note that this stable condition is not intuitive, and it can not be obtained
by means of some simple observation. In addition, since our transaction-
confirmation time S is the sum of the block-generation time S1 and the
blockchain-building time S2, it is clear that our transaction-confirmation time
obeys a generalized Erlang distribution of order 2 with the mean E[S] =
E[S1] + E[S2] = 1/μ1 + 1/μ2. Thus our stable condition is the same as that
condition: λE[S] < b given in Page 77 of Kawase and Kasahara [14].

(b) Expressions: By means of the matrix-geometric solution, we use the
rate matrix to provide simple expressions for the average number of transactions
in the queue, the average number of transactions in a block, and the average
transaction-confirmation time. At the same time, we use numerical examples to
verify computability of our theoretical results.

The structure of this paper is organized as follows. Section 2 describes an
interesting blockchain queue. Section 3 establishes a continuous-time Markov
process of GI/M/1 type, and derives a system stable condition and the sta-
tionary probability vector by means of the matrix-geometric solution. Section 4
provides simple expressions for three key performance measures, and uses some
numerical examples to verify computability of our theoretical results. Finally,
some concluding remarks are given in Sect. 5.

2 Model Description for a Blockchain Queue

In this section, based on the real background of blockchain, we design an inter-
esting blockchain queue, in which the block-generation and blockchain-building
processes are expressed as a two stages of batch services.

When using a queueing system to model the blockchain, it is a key to set
up the service process by means of analysis of the mining management which
is related to the consensus mechanism. Here, we take a service time as the
transaction-confirmation time which is the sum of the block-generation and
blockchain-building times, that is, our service time is two stages: the first one
is generated from the mining processes, while another comes from the network
latency. In the block-generation stage, a newly generated block is confirmed by
solving a computational intensive problem by means of a cryptographic Hash
algorithm, called mining ; while a number of nodes who compete for finding the
answer is called miners. The winner will be awarded reward, which consists of
some fixed values and fees of transactions included in the block, and he still
has the right to peg a new block to the blockchain. In addition, a block is
a list of transactions, together with metadata including the timestamp of the
current block, the timestamp of the most previous block, and a field called a
nonce which is given by the mining winner. Therefore, it is seen that the block-
generation and blockchain-building processes, the two stages of services, can be
easily understand from the real background of blockchain, e.g., see Bitcoin net-
works by Nakamoto [23] and Bhaskar and Chuen [2]; and blockchain by Sect. 2
in Zheng et al. [35] and Sect. 2 in Dinh et al. [9]. Based on this, we can abstract
the mining processes to set up the two stages of services: the block-generation



Blockchain Queue Theory 29

and blockchain-building processes, so that the blockchain system is described
as a Markovian batch service queue with two different service stages, which is
depicted in Fig. 1.

Fig. 1. A blockchain queueing system

Now, from Fig. 1 we provide some model descriptions as follows:

Arrival Process: Transactions arrive at the blockchain system according to
a Poisson process with arrival rate λ. Each transaction must first enter and
queue up in an waiting room of infinite size. Note that the arrival process of
transactions is denoted in the lower left corner of Fig. 1.

Service Process: Each arrival transaction first queues up in the waiting room.
Then it waits for being successfully mined into a block, this is regarded as the
first stage of service, called block generation. Up to the block-generation time,
a group of transactions are chosen as a block and simultaneously, a nonce is
appended to the block by the mining winner. See the lower middle part of Fig. 1
for more details. Finally, the block with the group of transactions will be pegged
to a blockchain, this is regarded as the second stage of service due to the network
latency, called blockchain building, see the right and lower part of Fig. 1. In
addition, the upper part of Fig. 1 also outlines the blockchain and the internal
structure of every block.
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In the blockchain system, for the two stages of services, we assume that the
block-generation times in the first stage are i.i.d and exponential with service rate
μ2; the blockchain-building times in the second stage are i.i.d and exponential
with the service rate μ1.

The block-Generation Discipline: A block can consist of several transac-
tions but at most b transactions. The transactions mined into a block are not
completely based on the First Come First Service (FCFS) with respect to the
transaction arrivals. Thus some transactions in the back of this queue may be
preferentially first chosen into the block, seen in the lower middle part of Fig. 1.

For simplification of description, our later computation will be based on
the FCFS discipline. This may be a better approximation in analysis of the
blockchain queueing system if the transactions are regarded as the indistinctive
ones under a dynamic behavior setting.

The Maximum Block Size: To avoid the spam attack, the maximum block
size is limited. We assume that there are at most b transactions in each block.
If the resulting block size is smaller than the maximum block size b , then the
transactions newly arriving during the mining process of a block can be accepted
in the block again. If there are more than b transactions in the waiting room,
then a new block will include b transactions through the full blocks to maximize
the batch service ability in the blockchain system.

Independence: We assume that all the random variables defined above are
independent of each other.

Remark 1: The arrival process of transactions at the blockchain system may be
non-Poisson (for example, Markov arrival process, renewal process and nonho-
mogeneous Poisson process). On the other hand, the two stages of batch service
times may be non-exponential (for example, phase-type distribution and general
distribution). However, so far analysis of the blockchain queues with renewal
arrival process or with general service time distribution has still been an inter-
esting open problem in queueing research of blockchain systems.

Remark 2: In the blockchain system, there are key factors, such as the max-
imum block size, mining reward, transaction fee, mining strategy, security of
blockchain and so on. Based on some of them, we may develop reward queueing
models, decision queueing models, and game queueing models in the study of
blockchain systems. Analysis for these key factors will be very necessary and
useful in improving blockchain technologies in many future applications.

3 A Markov Process of GI/M/1 Type

In this section, for the blockchain queueing system, we establish a continuous-
time Markov process of GI/M/1 type. Based on this, we derive a system stable
condition and the stationary probability vector of this system by means of the
matrix-geometric solution.
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Let I (t) and J (t) be the numbers of transactions in the block and in the
queue at time t, respectively. Then, (I (t) , J (t)) may be regarded as a state of the
blockchain queueing system at time t. Note that i = 0, 1, . . . , b and j = 0, 1, 2, . . .,
for various cases of (I (t) , J (t)) we write

Ω = {(i, j) : i = 0, 1, . . . , b, j = 0, 1, 2, . . .}
= {(0, 0) , (1, 0) , . . . , (b, 0) ; (0, 1) , (1, 1) , . . . , (b, 1) ; . . . ;

(0, b) , (1, b) , . . . , (b, b) ; (0, b + 1) , (1, b + 1) , . . . , (b, b + 1) ; . . .} . (1)

Fig. 2. State transition relation of a Markov process

Let X (t) = (I (t) , J (t)). Then {X (t) : t ≥ 0} is a continuous-time Markov
process of GI/M/1 type on the state space Ω. Figure 2 denotes the state transi-
tion relation of the Markov process {X (t) : t ≥ 0}, thus its infinitesimal gener-
ator is given by

Q =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

B0 A0

B1 A1 A0

B2 A1 A0

...
. . . . . .

Bb A1 A0

Ab A1 A0

Ab A1 A0

. . . . . . . . .

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

, (2)

where

A0 = λI, A1 =

⎛
⎜⎜⎜⎝

− (λ + μ2)
μ1 − (λ + μ1)
...

. . .
μ1 − (λ + μ1)

⎞
⎟⎟⎟⎠ , Ab =

⎛
⎜⎜⎝

0 · · · 0 μ2

⎞
⎟⎟⎠ ,

and

B0 =

⎛
⎜⎜⎜⎝

−λ
μ1 − (λ + μ1)
...

. . .
μ1 − (λ + μ1)

⎞
⎟⎟⎟⎠ ,
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B1 =

⎛
⎜⎜⎝

0 μ2 0 · · · 0
⎞
⎟⎟⎠ , B2 =

⎛
⎜⎜⎝

0 0 μ2 · · · 0
⎞
⎟⎟⎠ , . . . , Bb =

⎛
⎜⎜⎝

0 · · · 0 μ2

⎞
⎟⎟⎠ .

For the continuous-time Markov process of GI/M/1 type, now we use the
mean drift method to discuss its system stable condition. Note that the mean
drift method for checking system stability is given a detailed introduction in
Chap. 3 of Li [18] (e.g., Theorem 3.19 and the continuous-time case in Page
172).

From Chap. 1 of Neuts [24] or Chap. 3 of Li [18], for the Markov process of
GI/M/1 type, we write

A = A0 + A1 + Ab =

⎛
⎜⎜⎜⎜⎜⎝

−μ2 μ2

μ1 −μ1

...
. . .

μ1 −μ1

μ1 −μ1

⎞
⎟⎟⎟⎟⎟⎠

.

Clearly, the matrix A is an irreducible, aperiodic and positive recurrent Markov
process with two states (i.e., States 0 and b), together with b − 1 instantaneous
states (i.e., States 1, 2, . . . , b − 1) which will vanish as the time t goes to infinity.
Note that such a special Markov process A can not influence applications of the
matrix-geometric solution because it is only related to the mean drift method
for establishing system stable conditions. In this case, let θ = (θ0, θ1, . . . , θb) be
the unique solution to the system of linear equations: θA = 0 and θe = 1, where
e is a column vector of ones with proper dimension. It is easy to check that

θ =
(

μ1

μ1 + μ2
, 0, . . . , 0,

μ2

μ1 + μ2

)
.

The following theorem provides a necessary and sufficient condition under
which the Markov process Q is positive recurrent.

Theorem 1. The Markov process Q of GI/M/1 type is positive recurrent if and
only if

bμ1μ2

μ1 + μ2
> λ.

Proof. By using the mean drift method given in Chap. 3 of Li [18] (e.g., Theorem
3.19 and the continuous-time case in Page 172), it is easy to see that the Markov
process Q of GI/M/1 type is positive recurrent if and only if

θA0e < bθAbe. (3)

Note that
θA0e = λ, (4)
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and
bθAbe = bθ0μ2 =

bμ1μ2

μ1 + μ2
, (5)

thus we obtain
bμ1μ2

μ1 + μ2
> λ.

This completes the proof. �
When the Markov process Q of GI/M/1 type is positive recurrent, we write

its stationary probability vector as

π = (π0,π1,π2, . . .) ,

where

π0 = (π0,0, π1,0, . . . , πb,0) ,

π1 = (π0,1, π1,1, . . . , πb,1) ,

πk = (π0,k, π1,k, . . . , πb,k) , k ≥ 2.

For the Markov process Q of GI/M/1 type, to compute its stationary prob-
ability vector, we need to first obtain the rate matrix R, which is the minimal
nonnegative solution to the following nonlinear matrix equation

RbAb + RA1 + A0 = 0. (6)

In general, it is very complicated to provide expression for the unique solution
to this nonlinear matrix equation due to the term RbAb of size b + 1. In fact,
for the blockchain queueing system, here we can not also provide an explicit
expression for the rate matrix R. For example, we consider a special case with
b = 2. For this simple case, we have

A0 = λI,A1 =

⎛
⎝

− (λ + μ2)
μ1 − (λ + μ1)
μ1 − (λ + μ1)

⎞
⎠ , A2 =

⎛
⎝

0 0 μ2

⎞
⎠ .

From computing R2A2 +RA1 +A0 = 0, it is easy to see that for the simple case
with the maximal block size b = 2, we can not provide an explicit expression for
the rate matrix R of size 3 yet.

Although the rate matrix R has not an explicit expression, we can use some
iterative algorithms, given in Chaps. 1 and 2 of Neuts [24], to give its numerical
solution. Here, an effective iterative algorithm is described as

R0 = 0,

RN+1 =
(
Rb

NAb + A0

)
(−A1)

−1
.

Note that this algorithm is fast convergent, that is, after a finite number of
iterative steps, we can numerically given a solution of higher precision for the
rate matrix R.

The following theorem directly comes from Theorem 1.2.1 of Chap. 1 in Neuts
[24]. Here, we restate it without a proof.
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Theorem 2. If the Markov process Q of GI/M/1 type is positive recurrent, then
the stationary probability vector π = (π0,π1,π2, . . .) is given by

πk = π0R
k, k ≥ 1, (7)

where the vector π0 is positive, and it is the unique solution to the following
system of linear equations:

π0B [R] = π0, (8)

π0 (I − R)−1
e = 1,

and the matrix B [R] =
∑b

k=0 RkBk is irreducible and stochastic.

4 Performance Analysis

In this section, we provide performance analysis of the blockchain queueing sys-
tem. To this end, we provide three key performance measures and give their
simple expressions by means of the vector π0 and the rate matrix R. Finally, we
use numerical examples to verify computability of our theoretical results, and
show how the performance measures depend on some key parameters of this
system.

When the blockchain queueing system is stable, we write

I = limt→+∞I (t) , J = limt→+∞J (t) .

(a) The average number of transactions in the queue
It follows from (8) and (7) that

E [J ] =
∞∑
j=0

j

b∑
i=0

πi,j =
∞∑
j=0

jπje = π0R (I − R)−2
e.

(b) The average number of transactions in the block
Let h = (0, 1, 2, . . . , b)T . Then

E [I] =
∞∑
j=0

b∑
i=0

iπi,j =
∞∑
j=0

πjh = π0 (I − R)−1
h.

(c) The average transaction-confirmation time
In the blockchain system, the transaction-confirmation time is the time

interval from the time epoch that a transaction arrives at the waiting room
to the point that the blockchain pegs a block with this transaction. In fact,
the transaction-confirmation time is the sojourn time of the transaction in the
blockchain system, and it is also the sum of the block-generation and blockchain-
building times of a block with this transaction.

Let T denote the transaction-confirmation time of any transaction when the
blockchain system is stable.

The following theorem provides expression for the average transaction-
confirmation time by means of the stationary probability vector.
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Theorem 3. If the blockchain queueing system is stable, then the average
transaction-confirmation time E[T ] is given by

E[T ] =

∞∑

k=0

b−1∑

l=0

π0,kb+l (k + 1)

(
1

μ1
+

1

μ2

)
+

b∑

i=1

∞∑

k=0

b−1∑

l=0

πi,kb+l

[
1

μ1
+ (k + 1)

(
1

μ1
+

1

μ2

)]
.

Proof. It is clear that (i, kb + l) is a state of the blockchain system for i =
0, 1, . . . , b, k = 0, 1, . . . , and l = 0, 1, . . . , b − 1.

When a transaction arrives at the blockchain system at time t, it observes
and finds that there are i transactions in the block and kb+ l transactions in the
queue. Based on the two stages of exponential service times and by using the
stationary probability vector π, we apply the law of total probability to be able
to compute the average transaction-confirmation time. For this, our computation
will have two different cases as follows:

Case One: i = 0. In this case, the transaction finds that there is no transaction
in the block at the beginning moment, thus its transaction-confirmation time
includes k + 1 block-generation times (k + 1)/μ2 and k + 1 blockchain-building
times (k + 1)/μ1. Thus we obtain

E[T|i=0] =
∞∑
k=0

b−1∑
l=0

π0,kb+l (k + 1)
(

1
μ1

+
1
μ2

)
.

Case Two: i = 1, 2, . . . , b. In this case, the transaction finds that there are i
transactions in the block, thus its transaction-confirmation time includes k + 1
block-generation times (k+1)/μ2 and k+2 blockchain-building times (k+2)/μ1.
We obtain

E[T|i�=0] =
b∑

i=1

∞∑
k=0

b−1∑
l=0

πi,kb+l

[
1
μ1

+ (k + 1)
(

1
μ1

+
1
μ2

)]
.

Therefore, by means of considering all the different cases, the average
transaction-confirmation time E[T ] is given by

E[T ] =
∞∑

k=0

b−1∑

l=0

π0,kb+l (k + 1)

(
1

μ1
+

1

μ2

)
+

b∑

i=1

∞∑

k=0

b−1∑

l=0

πi,kb+l

[
1

μ1
+ (k + 1)

(
1

μ1
+

1

μ2

)]
.

This completes the proof. �
Let 〈x〉|i=0 be the 1st element of the vector x. The following theorem provides

a simple expression for the average transaction-confirmation time E[T ] by means
of the vector π0 and the rate matrix R.

Theorem 4. If the blockchain queueing system is stable, then the average
transaction-confirmation time E[T ] is given by

E [T ] =
1
μ1

[
π0 (I − R)−1

e −
〈
π0 (I − R)−1

〉
|i=0

]

+
(

1
μ1

+
1
μ2

)
π0

(
I − Rb

)−1
(I − R)−1

e.
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Proof. By using Theorem 3, we give some corresponding computation. Note that

1
μ1

b∑
i=1

∞∑
k=0

b−1∑
l=0

πi,kb+l =
1
μ1

[ ∞∑
k=0

b−1∑
l=0

πkb+le −
∞∑
k=0

b−1∑
l=0

π0,kb+l

]
,

∞∑
k=0

b−1∑
l=0

πkb+le =
∞∑
k=0

b−1∑
l=0

π0R
kb+le = π0 (I − R)−1

e,

∞∑
k=0

b−1∑
l=0

π0,kb+l =

〈 ∞∑
k=0

b−1∑
l=0

πkb+l

〉

|i=0

=
〈
π0 (I − R)−1

〉
|i=0

,

we obtain

1
μ1

b∑
i=1

∞∑
k=0

b−1∑
l=0

πi,kb+l =
1
μ1

[
π0 (I − R)−1

e −
〈
π0 (I − R)−1

〉
|i=0

]
.

On the other hand, since

b∑
i=0

∞∑
k=0

b−1∑
l=0

πi,kb+l (k + 1)
(

1
μ1

+
1
μ2

)
=

(
1
μ1

+
1
μ2

) ∞∑
k=0

b−1∑
l=0

(k + 1) πkb+le,

we get

∞∑
k=0

b−1∑
l=0

(k + 1) πkb+l =
∞∑
k=0

b−1∑
l=0

(k + 1) π0R
kb+l

= π0

∞∑
k=0

(k + 1) Rkb
(
I − Rb

)
(I − R)−1

= π0

(
I − Rb

)−1
(I − R)−1

.

This leads our desired result. The proof is completed. �

In the remainder of this section, we provide some numerical examples to
verify computability of our theoretical results and to analyze how the three
performance measures E [J ], E [I] and E [T ] depend on some crucial parameters
of the blockchain queueing system.

In the numerical examples, we take some common parameters: Block-
generation service rate μ1 ∈ [0.05, 1.5], blockchain-building service rate μ2 = 2,
arrival rate λ = 0.3, maximum block size b1 = 40, b2 = 80, b3 = 320.

From the left part of Fig. 3, it is seen that E [J ] and E [I] decrease, as μ1

increases. At the same time, from the right part of Fig. 3, E [J ] decreases as b
increases, but E [I] increases as b increases.

From Fig. 4, it is seen that E [T ] decreases, as μ1 increases; while it decreases,
as b increases.
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Fig. 3. E [J ], E [I] vs. μ1 for three different b1, b2, b3.

Finally, we specifically observe the impact of the maximal block size b on the
E [T ]. Comparing with the parameters given in Figs. 3 and 4, we only change
the two parameters b and λ: b = 40, 41, 42, . . . , 500, λ1 = 0.1, λ2 = 0.9, λ3 = 1.5.
From Fig. 5, it is seen that E [T ] decreases, as b increases. In addition, it is
observed that there exists a critical value η such that when b ≤ η, E [T ] increases,
as λ increases. On the contrary, when b > η, E [T ] increases, as λ decreases. In
fact, such a difference is also intuitive that the block generation time becomes
bigger as λ decreases.
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Fig. 4. E [T ] vs. μ1 for three different b1, b2, b3.
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Fig. 5. E [T ] vs. b for three different λ1, λ2, λ3.

5 Concluding Remarks

In this paper, our aim is to focus on how to develop queueing theory of blockchain
systems. To do this, we design an interesting Markovian batch-service queueing
system with two different service stages, while the two stages can well express
the mining process in the miners pool and the building of a new blockchain.
By using the matrix-geometric solution, we not only obtain a system stable
condition but also simply express three key performance measures: The average
number of transactions in the queue, the average number of transactions in a
block, and the average transaction-confirmation time. Finally, we use numerical
examples to verify computability of our theoretical results. Along these lines, we
will continue our future research on the following directions:

– Considering more general blockchain queueing systems, for example, the
Markov arrival process of transactions, and two stages of phase-type batch
services.

– Analyzing multiple classes of transactions in the blockchain systems. Also, the
transactions are dealt with in the block-generation and blockchain-building
processes according to a priority service discipline.

– When the arrivals of transactions are a renewal process, and the block-
generation times or the blockchain-building times follow general probability
distributions, an interesting research work is to focus on fluid and diffusion
approximations of the blockchain systems.
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– Setting up reward function with respect to cost structures, transaction fees,
mining reward, consensus mechanism, security and so forth. Our aim is to
find optimal policies in the blockchain systems.

– Further developing stochastic optimization and control, Markov decision pro-
cesses and stochastic game theory in the blockchain systems.
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Abstract. Data dissemination application has become popular in
mobile networks, which made energy consumed by mobile terminals
growing rapidly. It is becoming an important research topic to reduce
energy consumption for data dissemination in mobile networks. This
paper studies the energy consumption optimization problem in mobile
networks with Time-Varying channel quality, when multiple sending ter-
minals use the same channel for data dissemination. Sending terminal
transmits data with a certain probability for competing channel. After
getting channel successfully, the sending terminal decides whether to
distribute data according to channel quality, thereby saving energy. The
maximization problem of average energy efficiency for distributing data
with delay demand is constructed firstly in this paper. Then this maxi-
mization problem is transformed into an optimal stopping rule problem,
and the optimal myopic stopping rule is obtained. Finally, the optimal
transmission rate thresholds at each period are solved by optimal stop-
ping theory, and then the optimal energy efficiency data dissemination
strategy based on optimal stopping theory is realized. Simulation results
show that the strategy proposed in this paper has bigger average energy
efficiency and higher average delivery than other strategies, and achieves
better energy optimization effect and network performance.

Keywords: Mobile networks · Data dissemination
Optimal energy efficiency · Optimal stopping · Optimal rate

1 Introduction

With the fast development of mobile networks, various mobile terminals are
rapidly becoming popular. In particular, mobile smart phones have become a
necessity for people’s daily lives. Mobile terminals equipped with various wire-
less interfaces such as Bluetooth, Wi-Fi, and cellular networks have strong wire-
less communication capabilities. A user carrying a mobile terminal can perform
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various types of data communication with other mobile terminals such as audio,
video, images, text, etc. And it can also distribute shared data to other mobile
terminals within the transmission range, such as video conference information,
major Real-Time news, and online traffic information and so on. The mobile
terminal realizes information sharing efficiently by disseminating data, which
has become an important application of mobile networks. However, the battery
life of the mo-bile terminal is limited. Disseminating a large amount of data will
quickly exhaust the power and affect the normal operation of the mobile termi-
nal, especially in an environment where the power cannot be supplemented in
time. Therefore, researching data dissemination strategies to save energy on the
basis of guaranteed performance is an important topic in the study of energy
consumption and performance optimization in mobile networks.

In mobile networks, the quality of the wireless channel randomly changes over
time due to user mobility, environmental interference and multipath propagation
and so on. The energy consumption for data dissemination will effectively reduce
if the sending terminal chooses to disseminate data when the channel quality
is good. In scenarios where multiple sending terminals use the same channel to
disseminate data, the channel is only allowed to be used by one sending terminal
at the same time. It will result in transmission collisions and data dissemination
fails if multiple (more than one) sending terminals use a channel to disseminate
data at the same time. In order to reduce energy waste caused by transmission
collisions of a plurality of transmitting terminals, the sending terminal detects
the channel usage condition through whether successfully receiving a response
signal from the receiving terminal within a certain time when it disseminates
data to the receiving terminal [1,6]. And the channel quality is estimated based
on the power value of the signal. When only one terminal is detected to use the
channel, the transmitting terminal decides whether to continue to disseminate
data according to the quality of the channel so as to avoid increasing the energy
consumption of the transmission data when the channel quality is poor. The
process is called channel competition when the sending terminal detects the
channel usage status. It is a key for saving energy consumption that the sending
terminal selects the optimal channel quality to disseminate data on the premise
of successfully competing to the channel.

The paper is organized as follows. Section 2 reviews the related research
work. Section 3 describes the system model and optimization problems. Section 4
describes the optimal energy efficiency data dissemination strategy based on the
optimal stopping theory. Section 5 gives simulation results and analysis. Finally,
we summarize the full text and look forward to further work in Sect. 6.

2 Related Research Work

In [1], the authors assume that multiple sending terminals participate in chan-
nel competition with equal probability and transmit data for a given length
of time. The optimal stopping theory is used to derive the optimal transmis-
sion rate of the data dissemination by the sending terminal so as to increase
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the amount of data dissemination per unit of energy consumption and improve
energy efficiency. In [2], the authors study the energy optimization problem of
data dissemination from the perspective of the probability of participating in
channel competition in mobile networks. This paper uses game theory to derive
the optimal probability that multiple sending terminals participate in channel
competition to reduce the energy consumption of data transmission collision and
save the energy consumption of data dissemination. In [3], the authors study the
optimal control problem for flood data dissemination in mobile social networks.
This paper assumes that the control ability is a function of time dissemina-
tion. It studies the optimal control strategy of data dissemination and proposes
an Easy-to-Handle data dissemination analysis model. It also solves the time
dissemination problem of the optimal control signal through the dynamic pro-
gramming to minimize the total network cost. In [4,5], the authors study the
energy optimization problem of data transmission over randomly varying channel
quality. This paper uses the optimal stopping theory to solve the optimal trans-
mission rate threshold when the rate of data generation on the link is constant
and changing respectively. It improves energy efficiency and increases transmis-
sion rate on the premise of guaranteeing data transmission delay. In [6], the
authors study the distributed opportunity scheduling problem that a plurality
of sending terminals compete for the same channel for data dissemination in
mobile ad hoc networks. This paper uses the optimal stopping theory to con-
struct an optimal stopping problem that maximizes network throughput. And it
also solves the optimal transmission rate of the sending terminal by a backward
induction method to maximize the throughput of the entire network. But this
paper does not consider the data transmission delay requirements and it assumes
that the sending terminal always has enough data to be distributed all the time.
In [7], the authors study the data dissemination problem when the channel qual-
ity changes randomly in mobile networks. This paper uses the optimal stopping
theory to solve the optimal transmission rate threshold for maximizing net-
work throughput. And it also uses Non-cooperative games to solve users’ best
response strategy to improve throughput. In [8], the authors study the problem
of effectively disseminating data to a given number of receiving terminals in the
vehicular ad hoc networks. This paper uses the vehicular network’s mobile fea-
tures to design heuristic algorithms so as to reduce data dissemination overhead
and delay. In [9], the authors study the problem of minimizing the delay when
multiple mobile users download different data contents due to their interests in
heterogeneous cellular networks. The optimal distributed caching algorithm is
designed by using the confidence level to minimize the download time of data
dissemination. In [10], the authors study the problem of distributing different
data contents according to different user needs in Vehicle-Based opportunistic
networks.
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3 Network Model and Problem Description

3.1 Network Model

In a mobile network with a base station support, the base station sends a Qd

data to mobile terminals at intervals of Tdiss. Mobile terminals that are not
within the transmission range of the base station cannot directly receive the
data, and other mobile terminals that receive the data need to distribute data
to them. The data dissemination model in mobile networks is shown in Fig. 1.
On the other hand, one round of channel competition and data dissemination
process is shown in Fig. 2.

Fig. 1. Mobile network model

Fig. 2. One round of channel competition and data dissemination process
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3.2 Problem Description

Assume that the number of transmitting terminals using the same channel is
K in the transmission interference range. Sending terminals contend for the
channel with an equal probability p, and the value is 1/K. At the beginning
of each round of channel contention, K transmitting terminals participate in
channel competition with probability p. When only one terminal contends for
the channel, it is called channel competition success. This success is called the
first round channel competition success, and assuming that the sending terminal
is A. If the current channel quality is good, A continues to disseminate data,
and other sending terminals wait to participate in the next round of channel
contention. Otherwise, the A gives up disseminating data, exits this round of
channel competition, and waits for participation in the next round of channel
competition, while the remaining K − 1 transmitting terminals continue to con-
tend for the channel. When there is only one terminal competing channel, the
second round is successfully contested, and the sending terminal is called B.
In addition, B performs the same operation as A. Obviously, the terminal A
successfully competing for the first round continues to disseminate data if the
channel quality in the current cycle is good. Otherwise, each terminal that suc-
cessfully obtaining the channel has to give up the use of the channel, and the
channel is successfully contending for K times. Therefore, the probability that
the channel will compete successfully in the i-th round is:

ρs
i = (1K−i+1)p(1 − p)K−i (1)

The total competition expected times of the channel is bi = 1
ρs
i

in the i-th
round successful competition process. The number of competition expectations
for each sending terminal is bi ·p in the i-th competition. And the total number of
competition expectations is

∑K
i=1 bi ·p in each round of K-time competition. The

transmission power consumption of the sending terminal is P , and the duration
of each competition is τ . Indeed, the competition energy consumption is P · τ .
Therefore, the expected competition power consumption of the sending terminal
is

∑K
i=1 bi · p · P · τ in each round of channel competition. The sending terminal

which successfully contends for the channel disseminates data in the 1-th round
if the channel quality is good. The expected duration of competition is b1 · τ and
the length of the remaining transmission time is T − b1 · τ .

In an actual data dissemination service application, the data has a certain
deadline. And the data that has not been transmitted within the deadline will
be discarded. This paper assumes that the maximum delay of data is Dm. If a
sending terminal successfully contends for the channel and carries the data to be
distributed which is about to reach the maximum delay Dm, then it distributes
data without selecting the channel quality, so as to avoid the data being discarded
for exceeding delay. Obviously, the total number of competing expectations of
the sending terminal is b1 ·p. The expected competition energy is b1 ·p ·P ·τ . The
expected competition time is b1 ·τ . And the length of the remaining transmission
time is T − b1 · τ .
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4 Optimal Energy Efficiency Data Dissemination
Strategy Based on Optimal Stopping Theory

4.1 The Formation of Optimal Energy Efficiency Problems

Assuming that the sending terminal successfully obtains the channel in the i-th
competition of one round channel contention. And the channel transmission rate
is R. Then the energy efficiency of the terminal disseminating data is:

γ =
Rt

Pt − Etotal
(2)

Among them, Etotal is the sum of all competing energy consumption and
reference energy consumption before the sending terminal obtains the i-th trans-
mission opportunity. And it is abbreviated to the total energy consumption for
detection, which is calculated from the next round of channel competition after
the last successful data transmission, including competitive energy consumption
and reference energy consumption in this round. The reference energy consump-
tion is the basic energy consumed by each current device of the transmitting ter-
minal in the Non-off state (including the idle state and the transmission state).
Among them, t represents the actual transmission time length, whose value is
determined by the amount of data to be distributed and the transmission rate.
It is defined as:

t =
{

Qd/R,Qd/R ≤ T − b1 · τ
T − b1 · τ,Qd/R > T − b1 · τ

(3)

In order to save energy consumption, each sending terminal maximizes its
own energy efficiency to achieve optimal energy efficiency. Therefore, the optimal
energy efficiency γop of the sending terminal is defined as:

γop = max[
Rt

Pt − Etotal
] (4)

4.2 Optimal Stopping Rule Problem of Optimal Energy Efficiency

After receiving the data with the maximum delay of Dm, the transmitting ter-
minal starts participating in channel competition and observes the quality of the
successfully committed channel. The sending terminal will disseminate data if
the channel quality reaches the optimal energy efficiency standard. Otherwise,
it waits to participate in the next round of channel competition. If the send-
ing terminal keeps observing until the maximum delay Dm while carrying the
data, it must perform data dissemination after obtaining the channel, so as to
avoid the data being discarded due to the excessive delay. Therefore, the trans-
mitting terminal participates in channel competition with M = �Dm

t � rounds.
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If the sending terminal obtains the channel and distributes the data in the N -th
(1 ≤ N < M) round, its energy efficiency is

γN =
RN tN

PtN +
∑N

n=1(
∑K

i=1 bipPτ + P0T )
(5)

Among them, RN is the transmission rate obtained by the transmitting ter-
minal in the N -th round; tN represents the actual time length of data dissemina-
tion at this moment, which is defined in (3);

∑K
i=1 bipPτ represents the expected

competitive energy consumption. P0 is the reference power consumption of the
transmitting terminal. And P0 ·T is the reference energy consumption. Since the
transmitting terminal must disseminate data after successfully competing to the
channel in the M -th round, the energy efficiency of the M round is:

γM =
RM tM

PtM +
∑M−1

n=1 (
∑K

i=1 bipPτ + b1pPτ + MP0T )
(6)

It is called one data dissemination that the sending terminal from partic-
ipating in the channel competition to successfully competing to the channel
and disseminating data. Indeed, one data distribution includes one or more
rounds of channel competition and one data dissemination. Ny is defined as
the number of channel competition rounds of data dissemination in the y-
th. That is, the time when channel competition stops and data dissemina-
tion starts, which is referred to as the stop time. If the sending terminal
repeatedly performs data dissemination for Y times, the corresponding stop
time sequence is {N1, N2, · · · , Ny, · · · , NY }. The transmission rate sequence is
{RN1 , RN2 , · · · , RNy

, · · · , RNY
}. The actual transmission time length sequence is

{t/N1, t/N2, · · · , t/Ny, · · · , t/NY }. And the detected total energy consumption
sequence is {Etotal,N1 , Etotal,N2 , · · · , Etotal,Ny

, · · · , Etotal,NY
}.

Combining (5) and (6), the average energy efficiency of the sending terminal is:

χ =
Y∑

y=1

γNy
=

∑Y
y=1 RNy

tNy

∑Y
y=1(PtNy

+ Etotal,Ny
)

(7)

According to the law of large numbers, furthermore, (7) transforms the
following

χ =
E[RN tN ]

E[PtN + Etotal,N ]
(8)

Here, E[·] represents the mathematical expectation. N represents the num-
ber of competition rounds before disseminating data, which is also the stop
time of the channel competition. Since the data to be disseminated has the
maximum delay Dm, the maximum stop time of the channel contention is M .
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Define the stop time set for channel contention as = {N : 1 ≤ N ≤ M}. So the
biggest problem with the average energy efficiency of this paper is

maxN∈
E[RN tN ]

E[PtN + Etotal,N ]
(9)

According to (8) and (9), the optimal average energy efficiency (The average
value of the maximum amount of data per unit energy transmission) is:

χ∗ = supN∈
E[RN tN ]

E[PtN + Etotal,N ]
(10)

Further, the Formula (10) is transformed by an equation transformation into:

supN∈(E[RN tN ] − χ∗(E[PtN + Etotal,N ])) = 0 (11)

The formula (11) is an average energy efficiency maximization problem con-
cerning the maximization of expected reward E[φN (χ)] about χ, where the
reward function φN (χ) is:

φN (χ) = RN tN − χ(PtN + Etotal,N ) (12)

Therefore, the average energy efficiency maximization problem of (9) is con-
verted into an optimal stopping problem:

ψ(χ) = maxN∈E[φN (χ)] (13)

The goal of (13) is to obtain the optimal stopping time N∗ = N(χ∗) of the
channel competition, so as to obtain the optimal average energy efficiency χ∗.
So there is:

N∗ = arg sup
N∈

E[RN tN ]
E[ptN + Etotal,N ]

(14)

The average energy efficiency maximization problem of (14) is a Limited-
Range optimal stopping problem. This problem has an optimal stopping rule
(shown in [4]). In this paper, the optimal myopia stopping problem is solved by
inverse induction. And the transmitting terminal obtains an optimal transmis-
sion rate threshold when stops channel contention and disseminates data in each
period T .

4.3 Optimal Stopping Rule of Optimal Energy Efficiency

The sending terminal’s reward for stopping channel competition and dissemi-
nating data is φn(χ) = Rntn −χ(Ptn +Etotal,n) when successfully competing to
the channel at time n. If it does not disseminate data, the sending terminal will
expect to receive reward:

E[φn+1(χ)|Fn] = E[Rn+1tn+1 − χ(Ptn+1 + Etotal,n+1)|Fn] (15)
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Here, n = 1, 2, · · · ,M − 1 and Fn represents that the transmission rate
sequence values R1, · · · , Rn. According to the optimal stopping rule [5,11], if
the actual reward φN (χ) of the data dissemination is greater than or equal to
the expected reward E[φN (χ)|Fn] after the transmitting terminal successfully
competes with the channel at time n, the data will be disseminated. Instead, the
sending terminal abandons the use of the channel and continues to participate
in the next round of channel competition. Therefore, the condition that the
transmitting terminal disseminates data after obtaining the channel at time n
satisfies:

φn(χ) ≥ E[φn+1(χ)|Fn], n = 1, 2, · · · ,M − 1 (16)

5 Experimental Results and Analysis

This section compares the Optimal Energy Efficiency Data Dissemination Strat-
egy based on optimal stopping theory proposed by us with other data dissemi-
nation strategies of related literatures, then analyzes and evaluates the average
energy efficiency and the average transmission rate of each strategy. The strate-
gies used in this paper for comparison include the following three: (1)Energy-
Efficient Optimization for Distributed Opportunistic Scheduling Strategy (EEO-
DOS);

(2) Energy Efficient Data Dissemination Strategy Based on Game Theory
(EEDDBG);

(3) Randomly competing data dissemination strategy (Random).
The value of each parameter in the simulation experiment is shown in Table 1.

Table 1. Simulation experiment parameter values

Parameters Description Value

W Bandwidth [HZ] 225.944 5

N0 Noise power spectral density [W/HZ] 107

σ2 Channel gain variance correlation value8 10−7

P Transmission power [W] 1

g Channel gain 0.1

A Peak of main signal amplitude 0 ∼ 4

K Number of sending terminals 5

Tdiss Cycle of base station dissemination data [s] 4

Qd Amount of data distributed by the base station at each time [KB] 144

Dm The maximum delay of data [s] 10

T Channel quality holding time [s] 0.7 × Dm

τ Channel competition period [s] 0.001 × T

Ttrans Transmission time length of EEODOS [s] 3 × τ

Pe Reference power consumption [W] 0.1 × P
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Energy efficiency is the ratio of the total amount of data disseminated by
the sending terminal to the total energy consumption. And the average energy
efficiency is the average of the energy efficiency of each sending terminal. The
average energy efficiency represents the average amount of data dissemination
per unit of energy consumption. It also represents the data dissemination effi-
ciency by the unit energy consumption. The larger the average energy efficiency,
the greater the amount of data dissemination per unit of energy consumption
and the more energy saved. Figure 3 shows the comparison of the average energy
efficiency of each strategy when the Rayleigh and Rician distributions have
different parameters.

Fig. 3. The comparison of the average energy efficiency of different strategy

Figure 3 The comparison of the average energy efficiency of different strategy
In Fig. 3, OEDDBOS-1 indicates the OEDDBOS situation under the Rician dis-
tribution, and OEDDBOS-2 suggests that the OEDDBOS condition under the
Rayleigh distribution. And the other three strategies are the same. From Fig. 3,
OEDDBOS has the greatest average energy efficiency. That is, it has the best
saving effect. OEDDBOS obtains the optimal transmission rate threshold of the
sending terminal by using the optimal stopping theory at each period T, which
is based on the quantity of data to be distributed Qd, the number of terminals
participating in the competition K, the channel holding period T, the channel
contention period, and the value of the reference power consumption P0. Indeed,
this threshold ensures the maximum average energy efficiency. EEDDBG obtains
the optimal probability that the sending terminal participates in the competition
by game theory. This strategy mainly reduces the conflict energy consumption of
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channel competition. But, it does not consider the random variation of channel
quality and its average energy efficiency is related to the probability distribution
of channel transmission rate. Random has neither obtained the optimal probabil-
ity of participating in the competition, nor selected the transmission rate when
the channel quality is good, and its average energy efficiency is lower. EEODOS
obtains the optimal transmission rate threshold through the optimal stopping
theory.

6 Conclusion

In this paper, firstly, the optimal stopping problem of the maximum average
energy efficiency with maximum delay requirement is constructed. Then, the
optimal stopping theory is used to solve the optimal transmission rate threshold
of the data dissemination after the transmitting terminal successfully competes
to the channel in each channel competition period. Finally, the sending termi-
nal that successfully competes to the channel selects the time when the average
energy efficiency is optimal to transmit data by comparing the transmission
rate of the current channel period with the corresponding optimal rate thresh-
old. Simulation results show that Optimal Energy Efficiency Data Dissemination
Strategy Based on the Optimal Stopping Theory proposed in this paper effec-
tively improves the average energy efficiency and the average transmission rate
when the sending terminal disseminates data, and saves network energy con-
sumption on the premise of ensuring network performance.
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Abstract. Nowadays, social network has become a powerful information
source. At the advent of new services like WeChat Official Account, long-
text contents have been embedded into social network. Compared with
tweet-style contents, long-text contents are better-organized and less
prone to noise. However, existing methods for real-time topic detection
leveraging long-textual data do not produce satisfactory performance on
sensitivity and scalability, and long-text based trend prediction methods
are also facing absence of stronger rationales. In this paper, we propose a
framework specifically adapted for long-text based topic analysis, cover-
ing both topic detection and popularity prediction. For topic detection,
we design a novel real-time topic model dubbed as a Cost-Effective And
Scalable Embedding model (CEASE) based on improved GloVe Models
and keyword frequency clustering algorithm. We then propose strategies
for topic tracking and renewal by taking topic abortion, mergence and
neologies into account. For popularity prediction, we propose Feature-
Combined Bass model with Association Analysis (FCA-Bass) with
a strong rationale transplanted from economic fields. Our methods are
validated by experiments on real-world dataset from WeChat and are
proved to outperform several currently existing mainstream methods.

Keywords: Topic detection · Popularity prediction · Social network

1 Introduction

Studies on social network analysis are prevalent nowadays, ranging from popu-
larity prediction to text-based sentiment analysis. As a highly-organized infor-
mation pattern, Topic deserves our attentions because they normally have close
connections with real-world events. Accurate detection on topics can help sense
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important events efficiently, which has great significance for many services such
as marketing, advertisement, recommendation systems and search engines. By
detecting and tracking topics at an early stage, we can capture textual or tem-
poral features of hot topics. This further enables us to predict their future popu-
larity. For example, news media aims at accurate detection and trend prediction
of events to maximize their news visibilities. More importantly, detecting top-
ics and predicting popularity help us get in-depth understanding of information
diffusion.

Topics are extracted from texts in social network, which is largely depen-
dent on Natural Language Processing (NLP) techniques. Online textual con-
tents are classified into short-text and long-text with distinct tactics. Recently,
some newly-emerging services like WeChat Official Accounts bring about a new
type of long-text items. Operators of official accounts publish articles on social
network, and then wait for readers to like, comment or share these articles.
Embedded in social networks to an unprecedented degree, these long-text items
are endowed a stronger diffusion power. This new service pattern has aroused a
burst in long-text contents, greatly raising the necessity of long-text based and
real-time studies. Moreover, topics of long-text are inherently more implicit and
complex in comparison with short-text, bringing more challenging problems for
analysis. However, most existing studies on topic analysis based on long-text
are not cost-effective or scalable, ignoring real-time requirements from industrial
application.

In this paper, we focus on real-time topic detection and topic popularity
prediction, and propose an integrated model specially adapted to scenarios for
long-text items. The performance of our model has been proven to outperform
current existing methods on both detection sensitivity and prediction accuracy.

Topic Detection. In this work, topic is formally defined as a set of keywords
with weights. Most current methods statically maintain all topics once they
emerged. Actually, topics can evolve or fade away as time goes, and different
events may have intrinsic connections or similarities that may lead multiple top-
ics to merge. More importantly, new concepts or neologies could be brought by
new events, which induces vibrations in latent semantic space both globally and
locally. Most existing studies provide no strategy for detection and modifica-
tion in response to semantic vibration. CEASE handles detection task dynami-
cally, by considering not only topic abortion and mergence but also cost-effective
semantic modification for neologies. These will be discussed in detail in Sect. 3.

Popularity Prediction. Numerous researches on popularity prediction sim-
ply focus on trials of different feature sets without a strong rationale or inter-
pretablity. We find the underlying similarity between a topic and a product, and
then transplant the Bass Model, one of the most widely applied models in the
management science, into social network analysis. Therefore, we develop a novel
model with a strong rationale towards popularity prediction. To the best of our
knowledge, this is the first research embedding the Bass Model to topic-oriented
studies, which proves its effectiveness.
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Our Contributions. We summarize our contributions as follows:

– We propose a novel real-time topic model dubbed as a Cost-Effective And
Scalable Embedding model (CEASE) based on global word vectors. Given
data streams containing corpus, CEASE automatically detects semantic
vibrations both locally (word-level) and globally (topic-level). CEASE main-
tains the most valuable topics dynamically and promises the clustering quality
by controlling internal homophily and external distinction.

– We transplant the underlying idea of Bass Model, a widely applied model
in management science, into topic-related area of social network analysis.
We extend the strong rationale behind the Bass Model and adapt it to our
long-text topic scenarios.

The remainder of this article is organized as follows. In Sect. 2, we list
some researches related to our work. In Sect. 3, we illustrate our topic-detecting
method in detail. Section 4 further demonstrates our popularity prediction
model. In Sect. 5, we explain our experiment procedure and present the experi-
mental outcomes. Finally, we conclude the paper in Sect. 6.

2 Related Work

In this section, we introduce the most relevant literature in two areas: topic
detection and popularity prediction.

2.1 Topic Detection

Topic detection has been an active area of research for a long time. Some online
topic models, such as OHDP [19] and ciDTM [4], get a pretty good perfor-
mance in topic detection tasks. However, the long texts in WeChat contain
inappropriate content, which contains numerous inspirational articles. Those
online topic models are based on co-occurrence relationship between keywords
and text, which are difficult to give accurate topic results. At the same time,
those methods always have complex parameters, which lead to long training
time. Therefore, we consider detecting topic from a word-level methods, which
can distinguish those noise in data. Typically, a topic can be represented by
a word-level distribution, a set of weighted keywords, and a low-rank embed-
ding. In this work, we adopt the keyword representation for its interpretabil-
ity. Keyword extraction [3,12], word embedding [13,15,16], and text clustering
algorithm [7] are usually the most commonly-used procedures for topic detection.
Typical keyword extraction algorithms include TF-IDF [3] and TextRank [12].
Word embedding learns low-dimensional and dense representation, which con-
tains local semantic meaning and relationships among texts. The most practical
word embedding algorithms are Word2Vec [13] and GloVe [15]. Text clustering
algorithms normally obtain topic sets by computing text similarities [18] or using
probabilistic models [7].
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2.2 Topic Popularity Prediction

Popularity prediction, as one of the most common prediction problems in social
network analysis, has drawn researchers’ attention. As pioneers of researchers
on topic trend, Naaman et al. [14] focused on the taxonomy and important
factors of emerging trends in massive data. Thereafter, Becher et al. [2] further
studied more diverse feature spaces for topic analysis. Researches exclusively on
certain type of feature also proliferate over time. Temporal features have proven
to be strong predictors when it comes to popularity predictions in social network
[6,8,11]. Time series, as the most simple but powerful predictor, has been studied
for a long time in trend learning. SEISMIC [21] are successful applications of
time series as a discretized predictor. In [5,9,10], temporal features were used
as hyper-features for machine learning. Our proposed FCA-Bass Model is also
based on time series, with the assistance of some other extractable metadata
features.

3 Topic Detection: The CEASE Model

In this section, we present a novel real-time topic model dubbed as CEASE
based on improved GloVe model and word frequency clustering algorithm, cov-
ering both detection and tracking tasks.

3.1 Word-Embedding

Learning representations for words in vector space is a key step to bridge textual
objects to numeric feature space. The GloVe Model [15] sets a good example to
learn global word representations, combining the merits of global matrix fac-
torization and local context window methods. GloVe leverages the matrix of
word-word co-occurrence counts denoted by X and defines the probability that
word j appears in the context of word i by Xij/Xi. By manipulating the appear-
ance probability and selecting self-consistent functions, GloVe obtains its object
function in the form of factorizing the logarithm of the co-occurrence matrix
X. However, GloVe orients static corpus and requires re-learning each time the
corpus is updated. In other words, it is not scalable. The learning process is
unacceptably time-consuming for real-time topic detection task since we aim to
detect an unexpected event as early as possible. Thus, we propose an improved
GloVe model.

J =
1
2
f(Xi,j)[

n∑

i,j=0

Jij + e−Jt
i (wt

i − wt−1
i )2 + e−Jt

j (wt
j − wt−1

j )2]

where
Jij = (wT

i wj + bi + bj − log(Xij))2

J t
i =

1
n

n∑

i=0

Jij , J
t
j =

1
n

n∑

j=0

Jij
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The part related to Jij adopts the idea of GloVe and essentially aim to factorize
the logarithm of the co-occurrence matrix X. wi is the vector representation of
word ki and bi act as bias. The latter terms (e−Jt

i (wt
i −wt−1

i )2) in J are penalty
terms introduced to detect semantic vibrations and carry out modifications.
Note that the model should be run at the initialization stage and each time new
data arrive. In other words, the penalty terms only play a role when semantic
vibrations are detected and updating is needed. f is set to weigh different co-
occurrences distinctively. We adopt the setting of GloVe and set f as

f(Xi,j) =

{
( Xi,j

Xmax
)c3 if Xi,j < Xmax

1 otherwise

At the very beginning of launching CEASE model, we train the model using
the whole training corpus. At this time, there are no real-time requirements
and the initialization can be done anytime before a detection task arrives. After
initialization, we heuristically run CEASE each time new articles arrive and
initialize wi with the previous states instead of random vectors. In the training
process, we sample a small number articles from the original corpus and new
articles, and train the new vectors together. CEASE can automatically detect
semantic vibrations in the hybrid training sets and carry out adjustments on
relevant word vectors, while leaving irrelevant ones unaffected. The penalty terms
in the object function J play a role to detect significant semantic vibrations. The
vibration is essentially triggered by the inconsistent context information brought
by new articles. In detail, wT

i wj based on empirical knowledge could diverge
dramatically from the new statistical information Xij . The semantic divergence
of word wi is depicted by the average loss related to it Ji. When the divergence
is nonnegligible, the penalty efficient in exponential form will decrease to allow
for a divergence between the former and the new vector wt

i − wt−1
i . After each

training, we will replace wt−1
i with wt

i and recalculate the vector representations
of the topics that word wi gets involved in.

3.2 Keyword Extraction

This part presents a procedure of keyword extraction for long text contents.
For each article, we assign higher weights (doubly in our experiments) to the
words from subtitles and obtain the weights of all words by TextRank [12].
After sorting the words by weight, we select a specific number of nouns, verbs,
gerunds, toponyms, names and other entities with greatest weights as keywords
of this article. In this way, an article can be represented by a set of weighted
keywords. We denote the jth keyword of article Ai by ki

j . Correspondingly, its
weight is denoted by wgi

j .

3.3 Keyword-Based Clustering

Topic detection task is commonly deemed as a clustering problem because the
unsupervised learning mechanism adapts well to the evolution process of a topic,
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that is, each object ranged into a classification will modify it in turn. Based
on a standard word-vector lexicon obtained beforehand, we carry out article
clustering and accomplish detection task. Throughout the process of clustering,
we maintain a topic set recording top-k most prevalent topics. We denote the
topic set by T . T is an empty set at the very beginning, the keywords of the first
article will be set as the first topic.

When an article emerges and gets captured, we calculate the cosine similarity
between the newly-crawled article and each existing topic in T . Select the great-
est similarity Simmax among all existing topics and compare it with a threshold
Simthreshold set beforehand. If Simmax reaches Simthreshold, then we classify
this article to the topic that maximize the similarity. Otherwise, the keywords
set of this article is deemed to constitute a new topic. Once we decide to classify
an article Ai to an existing topic t in T , the feature vector of t should be modified
with respect to Ai. For the common words in both the keyword sets of Ai and
t, we alter the weights of these words, which take into consideration of the word
frequency. The formula is below

wgfk =

⎧
⎨

⎩
wgt frekey > frec

wgt + α1

β1+γ
frekey
1

frekey ≤ frec

where wgfk represents the weight of keyword k after modification, wgt is the
origin weight of k with respect to topic t, frekey is the frequency of k in corpus
and frec is the frequency threshold which is manually set. Note that a word
is regarded as a high-frequency word if its frequency in corpus surpasses this
threshold. After modifying the weights of the common words, we merge the
common words and obtain a united keyword set of t and Ai without repetitive
words. Sort the words by weight and take the top-k words as modified keywords
of topic t. Therefrom, new keyword set and feature vector of a topic in T can be
obtained each time a new article is appended and clustered.

3.4 Topic Mergence

It is mentionable that as new articles are added constantly, topics may come
close to each other in feature space. It may happen that originally distinctive
topics have a cosine similarity over Simthreshold as new articles are continuously
classified into these topics and modify them in turn. In a bad situation, the same
topic may be clustered into two or more topics. To avoid this, topic mergence
mechanism is introduced into our model. Topics in T are examined periodically
to find out whether excessive similarity exists in the current topic set. Cosine
similarity values are calculated between each pair of topics and compared with
Simthreshold. Similar topics will be merged if necessary. We alter the weights of
common words by the formula

wgfk = wgt1 + wgt2
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where wgfk is still the final weight of keyword k after modification, wgt1 is the
origin weight of k with respect to topic t1 and wgt2 is the origin weight of k with
respect to topic t2.

4 Popularity Prediction: FCA-BASS

In this section, we first give the definition of the popularity. The popularity of a
topic mainly consists of read count and share count for each articles. Therefore,
we define the popularity count Y (τ) at time τ as:

Y (τ) =
∑

A

(wgI
1 · r(τ) + wgI

2 · rt

st
· s(τ))

where 0 < τ ≤ τs, τs is the determination time of hot topics. r(τ) and s(τ) repre-
sent the read count and share count at time τ , wgI

1 and wgI
2 is the corresponding

weight, and A is the article set in a topic. rt and st represent the average count
in the whole dataset at time τ in read and share respectively.

The Bass model [1] is one of the most widely applied models in management
sciences, which is put forward to predict the sales volume of a new product when
it is launched on the market.

Given the sale records of a new product in the first several days or months, it
can easily predict the performance of the product later via only two parameters,
innovators p and imitators q. Innovators p is the probability of an initial pur-
chase at τ = 0, and imitators q reflects the pressures operating as the numbers
of previous buyers increases.

Yan et al. [20] introduced the Bass model into social network at the first
time. They proposed STH-Bass that relaxed Bass model to individual-level het-
erogeneity, which allows everyone to favorite or repost a tweet with distinctive
possibilities. However, STH-Bass cannot distinguish the effects of publisher fea-
tures and topic features, which have different meaning for popularity. To better
fit the topic scenario, we put forward FCA-Bass, which enroll topic features
and associations among different topics into the original bass model.

4.1 FC-Bass Model

The spread of a topic is always influenced by the publishers and the topic itself,
therefore, it is necessary to take advantage of these features for prediction. Unit-
ing the specificity of publisher features and topic features, it is easy to relax
the limitation of the original Bass model. In the way, to combine the effect of
these two kinds of features, we propose the FC-Bass model. Topic features affect
the popularity count through the characteristics of articles in the topic. To a
certain degree, they are similar to the innovators in the original Bass model.
Analogously, the publisher features are similar to the imitators which reflect
the propagation of the topic to some extent. In this way, we can combine the
topic features and the parameter innovators p as p = βy. Meanwhile, combining
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the publisher features and the parameter imitators q as q = αx. Here x is the
vector of topic features, which such as accumulative views and average number
of sharing. y is the vector of publisher features, which such as follower num-
ber and average number of posts. Those features will be ruled out by Principal
Component Analysis (PCA) and Index Correlation Matrix.

In the original Bass model [1], it has a basic assumption: the probability that
the purchase will be made at τ which has not been made, denoted as P (τ), is a
linear function of the number of previous buyers Y (τ), which represent as:

f(τ)
1 − F (τ)

= P (τ) = p +
q

m
Y (τ)

In that F (τ) = Y (τ)
m , we have

f(τ) = [p + qF (τ)][1 − F (τ)] = p + (q − p)F (τs) − q[F (τ)]2

To obtain the F (t), we have to solve the non-linear differential equation:

dT =
dF

p + (q − p)F − qF 2

The solution is: F (τ) = q−pe−(τ+C)(p+q)

q(1+e−(τ+C)(p+q))
.

Since F (0) = 0, the integration constant may be evaluated: −C =
ln q

p

p+q .

Hence, F (τ) = 1−e−(p+q)τ

1+ q
p e−(p+q)τ .

Then, Y (τ) = mF (τ) = m(1−e−(p+q)τ )
1+ q

p e−(p+q)τ .
Then the solution is:

Y (τ) =
m(1 − e−(βy+αx)τ )
1 + αx

βy e−(βy+αx)τ
(1)

As a result, we get the Feature-Combined Bass model.

4.2 Association Analysis

In reality, there is always a variety of associations among different topics. Obvi-
ously, a hot topic always leads to the rise of another topic, and the rise of the
topic can increase this hot topic in turn. At the same time, the rise of a topic
always leads to the decline of another topic. We call those associations as pro-
motive association and recessionary association respectively.

As for the promotive association, when a hot topic appears, people would
like to create a relative topic to express their viewpoints. Those topics always
increase the propagation of the original topic. On the other hand, as for reces-
sionary association, people always interested in several topics during a period.
In this way, a topic might reduce it’s popularity by other topics. Thus, the final
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popularity of the topic ought to consider those association, which can be repre-
sented as:

Y (τ) =
m(1 − e−(βy+αx)τ )
1 + αx

βy e−(βy+αx)τ
+ λ1 − λ2

where Y
′
(τ) is the final popularity. λ1 represents the parameter of promotive

association, which indicates the popularity from other topics, and λ2 represents
the parameter of recessionary association, which express the popularity trans-
ferred to similar topics.

Moreover, we adopt the Least Square Method [1], which is one of the
recommended mathematical methods to solve the original Bass model, to get
the parameters. With the parameters, we can easily predict the popularity count
of a topic at any time τ , where 1h < τ ≤ τs.

5 Experiments

In this section, we show the experimental results of our proposed CEASE and
FCA-Bass models on the real-world datasets. We conduct comparisons with
several baseline prediction methods in setting determination time τs ranging
from 12th hour to 72nd hour.

5.1 Dataset Description

WeChat. The dataset contains 183,638 articles among 159,659 Official Accounts
from 4th, Nov, 2017 to 24th, Nov, 2017. We first cluster all the text with our
CEASE and then manually correct the texts into corresponding topics. Totally
354 topics have been extracted from the whole corpus with 78 hot topics and
276 non-hot topics, which divided by threshold γ. It also contains 309,794 read
records and 96,102 share records.

5.2 Parameter Calculation

Based on experience and some fine-tuning, we set α1 = 0.1, β1 = β2 = 1,
γ1 = γ2 = 1.01, α2 = 0.5, c1 = 250, c2 = 1.01, wgI

1 = wgI
2 = 0.5 and γ = 846286.

Table 1. The result of cluster with training and test set in different corpus

Model Precision Recall F-score Accuracy

ciDTM [4] 0.8605 0.8737 0.8670 0.9295

GloVe-based 0.6063 0.7151 0.6562 0.8303

CEASE 0.9792 0.9468 0.9627 0.9797
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5.3 Topic Detection

To further evaluate the performance for topic detection, we randomly select
some articles from Nov. 11th, 2017 to Nov. 17th, 2017 as training set, and then
randomly choose some articles on 24th, Nov, 2017 as test set. That is to say, the
training set and test set are extracted from the different corpuses. The result
of clustering is shown in Table 1. As we can see, CEASE completely defeats
other baselines. ciDTM [4] is obviously unsuitable for this WeChat dataset with
many inspirational articles, which Precision is 12% worser than CEASE. The
GloVe-based method can perform good when it in a corpus. However, when
a new corpus comes, the GloVe-based method cannot accept the neologies, it
only keeps the original semantics of the word, so that it always makes mistakes.
CEASE can adapt to different changes in WeChat corpus and get a pretty good
performance.

Fig. 1. The MAPE of different models at different time

Fig. 2. The MdAPE of different models at different time

5.4 Popularity Prediction

To better evaluate FCA-Bass model, we divide the active time of topics into
3 time windows, the early stage (1h–6h), the middle stage (7h–24h) and the
latter stage (25–72h). We set the earlier time data as the training set to train the
parameters and each time stage data as the test set to evaluate trained models.
In other words, at the early stage, we use the features before 1h, and to evaluate
the performance of our model at the early stage. At the middle stage, we use
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the features at the early stage to evaluate the performance at the middle stage
successively. Given the features in early time, we can predict the popularity of
the topic for a long time period.

Figures 1 and 2 respectively show the Mean APE and Median APE of our
FC-Bass, FCA-Bass, and four baselines at the early, middle and latter stage.
Our FCA-Bass and FC-Bass get a pretty good performance. The FCA-Bass
performs absolutely better than other models at any stage especially at the early
stage. In addition, the FCA-Bass, FC-Bass, STH-Bass [20] and BEEP [11]
have the same tendency in both MdAPE and MAPE, which get stable perfor-
mances. However, when the first hour, STH-Bass has unusual performance due
to the limits of time points. In addition, SEISMIC [21] and Support Vector
Regression (SVR) [17] have unstable performance. SVR has a low MdAPE but
a high MAPE, and SEISMIC has a low MAPE and a high MdAPE, which may
be due to the effect by some extreme points.

Fig. 3. The result of popularity status classification at different τs

5.5 Hot Topic Prediction

We can get the popular status based on a suitable threshold γ and the final
popularity count Y (τs). Figure 3 shows the performance of hot topic prediction
by our FCA-Bass, FC-Bass and four other baselines. The FCA-Bass, STH-
Bass and FC-Bass have decent performance. Particularly, FCA-Bass model
has the best performance in Precision, F -score and Accuracy, and much higher
than other models. STH-Bass and FC-Bass perform in the second place, which
SEISMIC has the best performance in Recall, but its Precision and Accuracy
are relatively low. BEEP has a more balanced performance in all metrics. How-
ever, SVR has the worst performance. As a whole, FCA-Bass has the best
performance in hot topic prediction without additional models.
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6 Conclusions

Topic detection is meaningful as an indicative tool for real-world events, and
popularity prediction also has great significance for advertisement, marketing
and recommendation systems. In this paper, we propose an integrated model for
both real-time topic detection and popularity prediction in the context of online
social network, specially adapted to long-text contents. For topic detection, we
propose a novel model dubbed as Cost-Effective And Scalable Embedding model
(CEASE) based on improved GloVe Models and keyword frequency clustering
algorithm adapted for textual feature space. Moreover, neologies can be well
handled by CEASE. For popularity prediction, we transplant the key idea of
Bass, a most famous and widely-applied model in economic fields, to the context
of social network analysis, and develop Feature-Combined Bass model with
Association Analysis (FCA-Bass) based on time series as well as elaborately
selected feature sets.

We experiment on real-world dataset from WeChat, a most prevalent social
network service at present. Our model is proved to outperform several currently
mainstream methods, on both topic detection and popularity prediction.
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Abstract. Credit card fraud problem is very common in recent years.
It not only causes economic loss to people, but also causes trust crisis
to enterprises. Due to the imbalance of data, fraud detection has always
been tricky. In our previous work, we proposed a method of dealing
with the class imbalance problem based on stacking ensemble learning
and inverse random undersampling method (SIRUS). First, the inverse
random undersampling method is used to generate multiple data subsets
from the original data set. Then we use the stacking ensemble learning
method for each data subset to train several different learners (also called
first-level learners), and then the results generated by each first-level
learner are taken as features to train a meta learner. We apply SIRUS
to detect the credit card fraud in this paper. Our dataset comes from a
financial company in China. A variety of measurements such as recall,
precision, accuracy, F-measure, and G-mean to illustrate the effectiveness
of our method in fraud detection.

Keywords: Fraud detection · Stacking
Inverse random undersampling · Class imbalance problem

1 Introduction

With the development of science and technology and the improvement of the
economic level, the use of credit cards and debit cards has grown tremendously
in recent years. In the meantime, billions of dollars are lost every year because
of credit card fraud [1]. According to the statistics of the European Central
Bank, during 2012, the single Euro payments fraud reached 1.33 billion Euros,
which has increased by 14.8% compared with 2011. Among them, non-traditional
channels (such as electronic transactions) account for 60%, which was only 46%
in 2008 [2]. The sharp increase in fraud not only causes huge economic losses to
individuals, but also makes people lose confidence in enterprises [3]. Therefore,
credit card fraud problem needs to be solved urgently.
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Machine learning has proved to be a good method to solve the fraud problem.
Many machine learning algorithms have been applied to fraud detection before,
such as Support Vector Machine(SVM) [4] and Random Forest (RF)[5]. However,
progress in fraud detection is not very fast, the main two reasons are as follows:
(1) credit card data involves user privacy and is often not disclosed. (2) results are
usually not exposed to the public [6]. Due to the serious imbalance of data (the
number of fraudulent transactions is much less than that of legal transactions),
the traditional machine learning algorithms cannot achieve a good performance.
The imbalanced data processing method and the ensemble learning method have
been proved to be two effective methods to solve the problem. This paper mainly
focus on these two aspects.

Although balanced class distribution is a frequently used method to solve
imbalanced data problems, a balanced class distribution (which means that
the ratio of the legal transactions to fraudulent transactions is 1:1) is not an
optimal distribution [7], especially for fraud detection. The fraudulent trans-
actions should be identified as much as possible to reduce economic losses. In
other words, the goal of fraud detection is to increase true positive rate (TPR)
while controlling false positive rate (FPR) at the same time. Recently, the IRUS
method proposed by Tahir et al. [8] has proved to be an excellent method to deal
with imbalanced data problems. It generates several data subsets, the ratio of
majority class to minority one in each data subset is opposite to that in the orig-
inal dataset. After that, each subset generates a base classifier, and then fuses
them into an ensemble classifier through some kind of combination strategy [10],
which is also called bagging ensemble learning method [9]. IRUS, which based on
inverse random under sampling and bagging method, has been proved to have
better performance than many existing methods [8]. However, the base classifiers
in bagging are homogeneous, which means that it cannot get a good generaliza-
tion accuracy. Moreover, the method of voting or mean value is usually adopted
to fuse the base classifiers, so the performance of different classifiers cannot be
distinguished. As we all know, stacking ensemble learning method can improve
generalization accuracy as high as possible [11] and make the classifier with good
performance has higher weight. Therefore, we proposed a method called SIRUS
to deal with the class imbalance problem [12]. In this paper we use SIRUS to
solve credit card fraud problem.

This paper compares the proposed method with other excellent methods
through the real data provided by a large financial company in China. The
results show that SIRUS is very competitive in fraud detection. The main work
of this paper is summarized as follows:

(1)The method combining inverse random under sampling method and stacking
(SIRUS) is reviewed.

– The inverse random under sampling method is used to generate training
subsets;

– Different classification algorithms are used on each training subset to obtain
different component learners

– The result of each classifier is taken as a feature to train an ensemble learner.
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(2)The proposed method is compared with other excellent algorithms on the real
fraud data, and the effectiveness of SIURS is proved.

The rest of the paper is organized as follows: In Sect. 2, we review some fraud
detection methods as well as imbalanced data processing methods and ensemble
learning methods. Sect. 3 presents the details of SIRUS. Section 4 describes the
source and attributes of the data, as well as the settings and metrics for the
experiment. Results of the experiment and discussion are provided in Sect. 5.
Finally, Sect. 6 concludes the paper.

2 Related Work

Fraud detection has been a hot research area in recent decades both in academia
and industry. There are many popular machine learning methods used in fraud
detection. Logistic regression, support vector machine and random forest are
compared in [13]. The Hidden Markov Model is used for Fraud Detection in [1].
Chan et al. [25] propose a scalable technology combined with Stacking ensemble
learning method to solve the fraud detection problem, and use a novel cost
model to analyze the experimental results. [14] summarizes the application of
the existing classification methods in fraud detection comprehensively.

However, few of these methods mention the difficulty of dealing with imbal-
anced data. In fact, the ratio of fraudulent transactions to legal transactions in
financial data is extremely imbalanced, and the imbalance in financial data is
a normal situation. The common methods for solving imbalanced data problem
are sampling methods and ensemble learning methods.

2.1 Sampling Methods

Sampling methods mainly include oversampling and undersampling. [15] gives a
comprehensive summary of various sampling methods. There are two forms of
Sampling methods: heuristic and non-heuristic.

The two most common non-heuristic methods are random undersampling
method (RUS) and random oversampling method (ROS), the former randomly
eliminates samples from majority class while the latter randomly replicates sam-
ples from minority class to balance data distribution. Both of these methods have
drawbacks, ROS may lead to overfitting, and RUS may discard useful data.

In order to improve the disadvantages of non-heuristic methods, many heuris-
tic methods are proposed. Tomek ’s links [16] is a common heuristic method
for undersampling. Synthetic Minority Over-Sampling Technique (SMOTE) [17]
is a heuristic method for oversampling and proved to be very effective, but
SMOTE does not consider the distribution of adjacent samples, which may
increase the probability of repetition between majority samples and minority
samples [26]. Therefore, some improved SMOTE algorithms are proposed, such
as borderline-smote [18]. Tahir et al. [8] proposed the inverse random undersam-
pling method (IRUS), which has achieved good results in comparison with the
above-mentioned methods on multiple public data sets.
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2.2 Ensemble Learning Methods

Ensemble learning is a very important field in machine learning and has been
proved to be a very effective way to solve imbalanced data problems [19]. Ensem-
ble learning methods mainly include Boosting [20], Bagging [9], Stacking [11] and
some of their variants [21,22]. A large number of ensemble learning methods for
dealing with imbalanced data problems are summarized in [27].

As far as we know, previous fraud detection researches seldom deal with
imbalanced data. Even if some are processed, they only balance class distribu-
tion. IRUS [8] further improves minority classes by inversing the majority and
minority class samples and combining bagging. IRUS improves the recognition
rate of minority class samples by inversing the ratio of samples from major-
ity class to those from minority class and combining bagging ensemble learning
method. However bagging can’t reach a high generalization accuracy because
of two reasons: 1. To get a good ensemble, it is generally believed that the
base classifiers should be as diverse as possible [23], but in bagging classifier is
homogenous. 2. Bagging fuses classifiers with some kind of combination strategy
[10], which often cannot distinguish the performance among different classifiers.
In [11], stacking method is used to obtain a generalization accuracy as high as
possible. Thus we combine IRUS and stacking. To the best of our knowledge, no
one has combined them for fraud detection before.

3 The SIRUS Method

This section will introduce the specific details of SIRUS [12] and pseudo code
implementation. SIRUS is a combination of inverse random undersampling and
Stacking. First, we will introduce the two parts.

3.1 Inverse Random Undersampling

Tahir et al. [8] first propose inverse random undersampling method to solve
imbalanced data problem. IRUS was inspired by the phenomenon: the proba-
bility of misclassifying samples from the majority class will be lower than the
probability of error for the minority class. Inverse random undersampling gener-
ates multiple data subsets by drastically reducing majority class samples, so the
ratio of minority class to majority one in each data subset is opposite to that of
the original data set. Figure 1 shows the inverse random undersampling method.

D is the original data set, where A is the collection of majority class samples
and B is the collection of minority class samples. Ai (i=1, 2,..., k) is the data
subset obtained by undersampling A. Each Ai and B form a training subset and
|B|/|Ai|≈|A|/|B|.

3.2 Inverse Random Undersampling

Stacking was first proposed by Wolpert [11], in which a learner was trained to
combine individual classifiers [23]. The individual classifier is usually called as
the first-level learner, and the learner is usually called as the meta-learner.
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Fig. 1. An example of inverse random undersampling.

The main idea of stacking is that using the original data set to train the
first-level learner, and then generate a new data set, and then train the meta
learner on the new data set. The first-level learners are usually different learning
algorithms. In other words, they are all heterogeneous. The stacking pseudo code
shows in Algorithm 1:

Algorithm 1. Stacking algorithm
Input: Data set D=(x1,y1),(x2,y2),...,(xn,yn)

First-level learning algorithms c1,c2,...,cm
Meta learning algorithm c′

Test sample x′

Output: y′: the label for x′

Process:
for i = 1 → m do

hi ← ci(D) //Train first-level learners
end for
D′ ← ∅ //Generate a new data set
for j = 1 → n do

for i = 1 → m do
zji ← hi(xj)

end for
D′ ← D′ ∪ ((zj1,...,zjm),yj)

end for
h′ ← c′(D′) //Train the meta learner
y′ ← h′(h1(x′),...,hm(x′))

3.3 SIRUS Method

The SIRUS method combines the Inverse random undersampling method and
stacking ensemble learning method to improve the performance on imbalanced
data sets. The main process of SIRUS is as follows:
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(1) First of all, the original training set is divided into a training data set and a
validation data set, then using inverse random undersampling method on the
training data set to produce multiple data subsets, each data subset contains
a few samples from the majority class and all samples from the minority class.

(2) For each data subset, various learning algorithms are used to train different
classifiers. So the first-level learners are obtained.

(3) Use all the first-level learners to predict the validation data set and generate
the new data set which contains the output of each learner. Then the meta
classifier is trained on the new data set.

The SIRUS algorithm is shown in Fig. 2. The SIRUS algorithm pseudo code is
illustrated in Algorithm 2.

Fig. 2. The procedure of SIRUS.

The symbols in the Algorithm 2 are described as follows: D and V represent
the training set and the validation set, respectively. A and B are the set of
samples from majority class and those from minority class in the training set. F
(|F|=m) is a collection of learning algorithms.f ′is the algorithm used for training
meta-learner. n′ denotes the number of samples sampling from the majority class,
and k represents the times of undersampling. Di is the subset contains Ai and B.
C (|C|=c) is a collection of first-level learners, and Z is the new data set. When
a test sample x needs to be classified, each first-level learner gives a classification
value on x, and then all values are combined to generate a new sample x′. Finally,
use the meta classifier to classify x′ and get the final result.
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Algorithm 2. SIRUS algorithm
Input: D, V, A, B, k, n′, F, f ′, x
Output: y : the label for x

Step 1: Initialization
C ← ∅, Z ← ∅

Step 2: Training component classifiers
for i = 1 → k do

Ai←randomly pick n′ samples without replacement from A
Di←Ai ∪ B

for j = 1 → m do
Training component classifier hij on Di using classification algorithm j
C←C ∪ hij

end for
end for
Step 3: Training meta classifiers
for i = 1 → v do

vi←the ith sample in V
for j = 1 → c do
cj←the jth classifier in C
zij←the prediction result of vi assigned by cj
zij is taken as a feature to construct vector v′

i

end for
Z←Z ∪ (v′

i, yi)
end for

Training meta classifier c′ on Z by classification algorithm f ′

Step 4: Prediction
for i = 1 → c do

ci←the ith classifier in C
zi←the prediction result of x assigned by ci

end for
x′←the new sample formed by prediction results for x
y= the prediction result of x′ assigned by c′

Output y

4 Experiments

4.1 Experimental Setup

The data of this experiment was provided by a financial company in China.
There are about 5 million transaction information from November 2016 to Jan-
uary 2017 and April 2017 to June 2017, including 4,977,278 normal transactions
and 147,829 fraud transactions. It can be found that the ratio between normal
transactions and fraud transactions is extremely imbalanced, and the number of
normal transactions is about 33 times than that of fraud transactions. Therefore,
traditional machine learning algorithms do not work well in this data set. We
randomly selected 250,000 normal transactions and 50,000 fraud transactions
as the training set, and the rest as the test set. All experimental results are
obtained through a 10 × 10-fold cross validation.
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4.2 Benchmark Methods

Decision tree is a very common machine learning method, and the tree-structured
learner often has a good effect on imbalanced data. Therefore, we chose the deci-
sion tree as a baseline for our experiment. IRUS uses inverse random undersam-
pling method combined with bagging ensemble learning method and has proven
to be better than most imbalanced data processing methods (including RUS,
ROS, SMOTE, EasyEnsemble and Asymmetric) [8]. Therefore, we chose IRUS
as the second comparison. Chan [25] also uses the Stacking for fraud detection,
we chose Chan’s method as the third comparison. All of the above algorithms
are implemented based on weka [24], which is a collection of machine learning
algorithms for data mining tasks. The four methods involved in the experiment
are described as follows:

(1) The decision tree: which is the baseline for the experiment, uses the original
training set to train the decision tree. For highly imbalanced data, pruning
may reduce the coverage of the minority class in the decision tree, therefore, all
experiments based on decision tree set the parameter of no pruning(including
IRUS, SIRUS, Chan’s method).

(2) IRUS : using inverse random undersampling method to divide the original
train set into a number of different subsets, then training each data subset
to get a decision tree classifier, finally combining all decision tree classifiers
through soft voting (MEAN rule) [8].

(3) SIRUS : SIRUS is similar to IRUS in the data processing stage. The original
train set is divided into multiple different subsets by using inverse random
undersampling method. For each subset, we will train four different classifiers
(including decision tree, naive bayes, support vector machine (SVM), and
logistic regression), all of which will constitute the first-level learners. To
determine the meta-learner, we use the same four classifiers to learn the new
data set, and then select the classifier with the highest AUC value as the final
meta-learner.

(4) Chan’s method (Chan) [25]: Chan’s method firstly samples majority class
without replacement to generate multiple data subsets, the number of major-
ity samples is the same as that of minority samples in each subset. For each
subset, four classifiers same as those in SIRUS are trained, and these classifiers
are then fused using the same stacking method as SIRUS.

4.3 Performance Measures

We use a variety of measurements to measure the final performance of the pro-
posed method. After the classification, a confusion matrix as shown in Table 1
can be obtained. Accuracy is the most commonly used measurement of classi-
fiers performance. Although it is not suitable for imbalanced data, we still use
accuracy as one of the measurements to judge the performance of the classifier
across all samples. In addition, there are 5 measurements as follows:
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Table 1. Confusion matrix

Predicted Positive Class Predicted Negative Class

Actual Positive Class TP (True Positive) FN (False Negative)

Actual Negative Class FP (False Positive) TN (True Negative)

Specificity, tnr = TN
TN+FP

Recall, tpr = TP
TP+FN

Precision = TP
TP+FP

G-mean =
√
tnr × tpr

F-measure = 2×Precision×Recall
Precision+Recall

The five indicators are all the bigger the better. Their meanings are as follows:
Specificity indicates the accuracy of the normal samples, recall indicates the
accuracy of the abnormal samples, precision represents the accuracy of samples
predicted as fraud, G-mean is the geometric average of Specificity and Recall,
indicating the comprehensive performance of classifier to the two classes. Since
single Recall or Precision cannot truely describe the performance of the classifier,
for example, assume that test set has a total of (m + n) samples, including
m normal samples and n abnormal samples (m >> n), if predict all samples
as abnormal, then we can get the following confusion matrix:TP = n, FP =
m−n, TN = 0, FN = 0, we can get recall = 1, if we look at the recall alone,
the classifier works well but Precision = n/m≈0. Similarly, if all samples are
predicted as normal and only one abnormal sample is predicted as abnormal,
then the following confusion matrix can be obtained: TP = 1, FP = 0, TN
= m, FN = n−1, we can obtain the precision = 1, however the Recall = 1/n
≈ 0. Therefore, a comprehensive evaluation indicator of Recall and precision is
needed. This indicators is the F-measure, and F-measure is the harmonic average
of recall and precision. The larger the F-measure, the better the performance of
the classifier.

5 Results and Discussion

In this chapter, we first present the results of the four methods by using the
above measurements. Then the results and time complexity will be analyzed.
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5.1 Performance Analysis

The results of all indicators are presented in Table 2.

Table 2. The results of all indicators

The optimal value of each indicator is marked in bold. We can find that
whether using G-mean or F-measure as measurement, SIRUS can achieve the
highest value, which means that SIRUS can obtain a good classification perfor-
mance for both normal samples and abnormal samples. Comparing the SIRUS
and the baseline decision trees, it can be seen that there are significant improve-
ments in all indicators.

Comparing SIRUS and IRUS can find that the TP is not much different,
but as for FP, IRUS is 55% more than SIRUS. Since both of them use the
inverse random undersampling method for data processing, it can be believed
that Stacking significantly reduces the misclassification rate of normal samples
than Bagging. Through analysis, this is mainly because after inverse random
undersampling, the number of abnormal samples in each data subset is larger
than that of the normal samples. Stacking uses heterogeneous first-level learn-
ers and meta classifier, which makes the learners with better performance have
higher weights. However, bagging uses homogenous classifiers and simple voting
fusion rules, which can easily cause the sample to be predicted as the majority
sample (now is the abnormal sample). As a result, the precision of IRUS is very
low, and the misclassification rate of normal samples is higher.

Comparing with SIRUS and Chan, we can find that the FP of the two method
are similar, but the TP of SIRUS is higher. This means that using the inverse
random undersampling method can effectively improve the recognition rate of
the minority samples, so as to enhance the overall performance of the classifier.
At the same time, we have an interesting discovery. In the case of using the
same classification algorithm, a balanced data distribution may not obtain the
optimal classifier performance, similar conclusions are mentioned in [7]: when
the ratio of two classes is 3:1, the best classifier performance can be obtained.
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5.2 Time Complexity Analysis

The time of the above methods is mainly spent on training classifier, and the
testing time is almost negligible. The training for each subset can be parallel,
so the training time is only related to the subset with the largest size. Simi-
larly, different classifiers for the same subset can be trained in parallel, so only
the classifier with the longest training time should be considered. Since SIRUS
and IRUS use the same inverse random undersampling method, we assume that
the size of data subset in SIRUS and IRUS is S1, and that in Chan’s method
is S2, so we can get that S1 = (Ai+B) and S2 = ( A′

i+B), where B is a set
of all minority class samples, and Ai and A′

i are sets of majority class sam-
ples extracted by inverse random undersampling method and Chan’s method,
respectively, then |S2| > |S1| because |A′

i| > |Ai|. Assume that the size of the
validation set is |V|, and the training time of the decision tree on |V| is T1(|V|),
among the several classification algorithms(decision tree, naive bayes, support
vector machine (SVM), and logistic regression) used, the longest training time
on |V| is Tmax(|V|), obviously, Tmax(|V|)>= T1(|V|). The time complexity of
the three methods is show in Table 3.

Table 3. The time complexity of the three methods

Method Time Complexity

IRUS O(T1(|S1|))
SIRUS O(Tmax(|S1|)+Tmax(|V|))
Chan’s method O(Tmax(|S2|)+Tmax(|V|))

We can conclude that the time consumption of the three methods is
Chan>SIRUS>IRUS.

6 Conclusion

In this paper, we propose a fraud detection method based on inverse random
undersampling method and stacking ensemble learning method. Since the data
used are from real financial company, we cannot discuss features in detail as well
as the impact of each feature. By conducting experiments on the real transac-
tion data, a comprehensive evaluation are obtained through using a variety of
measurements, including Specificity, Recall, Precision, G-mean, and F-measure.
The results all show that SIRUS is very competitive.
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and an application to boosting. In: Vitányi, P. (ed.) EuroCOLT 1995. LNCS, vol.
904, pp. 23–37. Springer, Heidelberg (1995). https://doi.org/10.1007/3-540-59119-
2 166

21. Nanni, L., Lumini, A.: FuzzyBagging: a novel ensemble of classifiers. Pattern
Recogn. 39(3), 488–490 (2006)

https://doi.org/10.1109/ICNSC.2018.8361344
https://doi.org/10.1007/11538059_91
https://doi.org/10.1007/3-540-59119-2_166
https://doi.org/10.1007/3-540-59119-2_166


78 Y. Zhang et al.

22. Zhang, P.B., Yang, Z.X.: A Novel AdaBoost framework with robust threshold and
structural optimization. IEEE Trans. Cybern. PP(99), 1–13 (2016)

23. Zhou, Z.H.: Ensemble Methods: Foundations and Algorithms. Taylor & Francis
(2012)

24. Hall, M., et al.: The WEKA data mining software: an update. ACM SIGKDD
Explor. Newslett. 11(1), 10–18 (2009)

25. Chan, P.K., Stolfo, S.J.: Toward scalable learning with non-uniform class and cost
distributions: a case study in credit card fraud detection. In: International Confer-
ence on Knowledge Discovery and Data Mining AAAI Press, pp. 164–168 (1998)

26. Wang, B.X., Japkowicz, N.: Imbalanced Data Set Learning with Synthetic Exam-
ples. IRIS Machine Learning Workshop, N.p. (2004). Print

27. Galar, M., et al.: A review on ensembles for the class imbalance problem: bagging-,
boosting-, and hybrid-based approaches. IEEE Trans. Syst. Man Cybern. Part C
Appl. Rev. 42(4), 463–484 (2012)



Graph Convolutional Networks:
Algorithms, Applications
and Open Challenges

Si Zhang1(B), Hanghang Tong1, Jiejun Xu2, and Ross Maciejewski1

1 Arizona State University, Tempe, USA
{szhan172,hanghang.tong,rmacieje}@asu.edu

2 HRL Laboratories, Malibu, USA
jxu@hrl.com

Abstract. Graph-structured data naturally appear in numerous appli-
cation domains, ranging from social analysis, bioinformatics to computer
vision. The unique capability of graphs enables capturing the structural
relations among data, and thus allows to harvest more insights compared
to analyzing data in isolation. However, graph mining is a challenging
task due to the underlying complex and diverse connectivity patterns. A
potential solution is to learn the representation of a graph in a low-
dimensional Euclidean space via embedding techniques that preserve
the graph properties. Although tremendous efforts have been made to
address the graph representation learning problem, many of them still
suffer from their shallow learning mechanisms. On the other hand, deep
learning models on graphs have recently emerged in both machine learn-
ing and data mining areas and demonstrated superior performance for
various problems. In this survey, we conduct a comprehensive review
specifically on the emerging field of graph convolutional networks, which
is one of the most prominent graph deep learning models. We first intro-
duce two taxonomies to group the existing works based on the types of
convolutions and the areas of applications, then highlight some graph
convolutional network models in details. Finally, we present several chal-
lenges in this area and discuss potential directions for future research.

Keywords: Graph convolutional networks · Spectral · Spatial

1 Introduction

Graphs naturally arise in many real-world applications, including social analysis
[3], fraud detection [1,45], traffic prediction [28], computer vision [31] and many
more. By representing the data as graphs, the structural information can be
encoded tomodel the relations among entities, and furnishmore promising insights
underlying the data. For example, in a transportation network, nodes are often the
sensors and edges represent the spatial proximity among sensors. In addition to
the temporal information provided by the sensors themselves, the graph structure
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modeled by the spatial correlations leads to a prominent improvement in the traf-
fic prediction problem [28]. Moreover, by modeling the transactions among people
as a graph, the complex transaction patterns can be mined for synthetic identity
detection [45] and money laundering detection [46].

However, the complex structure of graphs [5] often hampers the capability of
gaining the true insights underlying the graphs. Such complexity, for example,
resides in the non-Euclidean nature of the graph-structured data. A potential
solution to deal with the complex patterns is to learn the graph representations in
a low-dimensional Euclidean space via embedding techniques, including the tra-
ditional graph embedding methods [4,34,37] and the recent network embedding
methods [21,33]. Once the low-dimensional representations are learned, many
graph-related problems can be easily done, such as the classic node classification
and link prediction [21]. There exist many thorough reviews on both traditional
graph embedding and recent network embedding methods. For example, [40]
reviews several well-established traditional graph embedding methods and dis-
cusses the general framework for graph dimensionality reduction. Hamilton et
al. review the general graph representation learning methods, including node
embedding and subgraph embedding [23]. Furthermore, [11] discusses the differ-
ences between the traditional graph embedding and the recent network embed-
ding methods. One notable difference is that the recent network embedding is
more suitable for the task-specific network inference. Other existing literature
reviews on network embedding include [8,20].

Despite some successes of these embedding methods, many of them suffer
from the limitations of the shallow learning mechanisms [21,33] and might fail
to discover the more complex patterns behind the graphs. Deep learning models,
on the other hand, have been demonstrated their power in many applications. For
example, convolution neural networks (CNN) achieve a promising performance
in many computer vision [19] and natural language processing [18] applications.
In particular, due to the grid-like nature of images, the convolution layers in
CNN enable to learn different trainable localized filters which scan every pixel
in the images, combining with the surrounding pixels. The basic components are
the convolution and pooling operators, as well as the trainable localized filters.

However, the non-Euclidean characteristic of graphs (e.g., the irregular struc-
ture) makes the graph convolutions and graph filtering not as well-defined as on
images. In the past decades, researchers have been working on the graph signal
operations, such as graph filtering, graph wavelets, etc. Shuman et al. give a com-
prehensive overview of graph signal processing, including the common operations
on graphs [36]. To be brief, spectral graph convolutions are defined in the graph
Fourier domain, which is considered as an analogy of 1-D signal Fourier trans-
form. Graph filtering can be defined in the spectral and vertex domains. The emer-
gence of these operators open a door to graph convolutional networks. Note that
in the past few years, many other graph deep learning models have been proposed,
including (but are not limited to): (1) graph auto-encoder [26], (2) graph genera-
tive adversarial model [14,44], (3) graph attention model [27,39], (4) graph recur-
rent neural networks [43]. But in this survey, we focus specifically on reviewing the
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existing literature of the graph convolutional networks. The main contributions of
this survey are summarized as following:

1. We introduce two taxonomies to group the existing graph convolutional net-
work models by the types of filtering and the areas of applications.

2. We motivate each taxonomy by surveying and discussing the state-of-the-art
graph convolutional network models.

3. We discuss the challenges of the current models that need to be addressed
and highlight some promising directions for the future work.

The rest of the paper is organized as follows. We start by summarizing the
notations and introducing some preliminaries of graph convolutional networks
in Sect. 2. Then in Sect. 3 and Sect. 4, we categorize the existing models into the
spectral based methods and the spatial based methods by the types of graph
filtering with some detailed examples. Section 5 presents the methods from a
view of applications. In Sect. 6, we conclude our survey, discuss some of the
challenges and provide some directions for the future work.

2 Notations and Preliminary

In this section, we present the notations and some preliminaries for the graph
convolutional networks. In general, we use bold uppercase letters for matrices,
bold lowercase letters for vectors, and lowercase letters for scalars. For matrix
indexing, we use A(i, j) to denote the entry at the intersection of the i-th row
and j-th column. We denote the transpose of a matrix A as AT .

Graphs and Graph Signals. In this survey, we are interested in the graph convo-
lutional network models on an undirected connected graph G = {V, E ,A}, which
consists of a set of nodes V with |V| = n, a set of edges E with |E| = m and the
adjacency matrix A. If there is an edge between node i and node j, the entry
A(i, j) denotes the weight of the edge; otherwise, A(i, j) = 0. For unweighted
graphs, we simply set A(i, j) = 1. We denote the degree matrix of A as a diag-
onal matrix D where D(i, i) =

∑n
j=1 A(i, j). Then the Laplacian matrix of A is

denoted as L = D − A. The corresponding symmetrically normalized Laplacian
matrix is L̃ = I − D− 1

2 AD− 1
2 where I is an identity matrix.

A graph signal defined on the nodes is represented as a vector x ∈ Rn where
x(i) is the signal value on the node i [36]. Node attributes, for instance, can be
considered as the graph signals. Denote X ∈ Rn×d as the node attribute matrix
of an attributed graph, then the columns of X are the d signals of the graph.

Graph Fourier Transform. It is well-known that the classic Fourier transform of
an 1-D signal f is computed by f̂(ξ) = 〈f, e2πiξt〉 where ξ is the frequency of
f̂ in the spectral domain and the complex exponential is the eigenfunction of
the Laplace operator. Analogously, the graph Laplacian matrix L is the Laplace
operator defined on a graph, and hence an eigenvector of L associated with its
corresponding eigenvalue is an analog to the complex exponential at a certain
frequency. Note that the symmetrically normalized Laplacian matrix L̃ and the
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random-walk transition matrix can be also used as the graph Laplace operator.
In particular, denote the eigenvalue decomposition of L̃ as L̃ = UΛUT where the
l-th column of U is the eigenvector ul and Λ(l, l) is the corresponding eigenvalue
λl, then we can compute the Fourier transform of a graph signal x as

x̂(λl) = 〈x,ul〉 =
n∑

i=1

x(i)u∗
l (i) (1)

The above equation represents in the spectral domain a graph signal defined in
the vertex domain. Then the inverse graph Fourier transform can be written as

x(i) =
n∑

l=1

x̂(λl)ul(i) (2)

Graph Filtering. Graph filtering is a localized operation on graph signals. Analo-
gous to the classic signal filtering in the time or spectral domain, one can localize
a graph signal in its vertex domain or spectral domain as well.
(1) Frequency filtering: Recall that the frequency filtering of a classic signal is
often represented as the convolution with the filter signal in the time domain.
However, due to the irregular structure of the graphs (e.g., different nodes having
different numbers of neighbors), graph convolution in the vertex domain is not as
straightforward as the classic signal convolution in the time domain. Note that
for classic signals, the convolution in the time domain is equivalent to the inverse
Fourier transform of the multiplication between the spectral representations of
two signals. Therefore, the spectral graph convolution is defined analogously as

(x ∗G y)(i) =
n∑

l=1

x̂(λl)ŷ(λl)ul(i) (3)

Note that x̂(λl)ŷ(λl) indicates the filtering in the spectral domain. Thus, the
frequency filtering of a signal x on graph G with a filter y is exactly same as Eq.
(3) and is further re-written as

xout = x ∗G y = U

⎡

⎢
⎣

ŷ(λ1) 0
. . .

0 ŷ(λn)

⎤

⎥
⎦UT x (4)

(2) Vertex filtering: The graph filtering of a signal x in the vertex domain is
generally defined as a linear combination of the signal components in the nodes
neighborhood. Mathematically, the vertex filtering of a signal x at node i is

xout(i) = wi,ix(i) +
∑

j∈N (i,K)

wi,jx(j) (5)

where N (i,K) represents the K-hop neighborhood of node i in the graph and
the parameters {wi,j} are the weights used for the combination. It can be shown
that by using a K-polynomial filter, the frequency filtering can be interpreted
from the vertex filtering perspective [36].
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3 Spectral Graph Convolutional Networks

In this section and the subsequent Sect. 4, we categorize the graph convolutional
neural networks into the spectral based methods and the spatial based methods
respectively. We consider the spectral based methods to be those methods that
start with constructing the frequency filtering.

The first notable spectral based graph convolutional network is proposed
by Bruna et al. [7]. Motivated by the classic CNN, this deep model on graphs
contains several spectral convolutional layers that take a vector Xp of size n×dp

as the input feature map and output a feature map Xp+1 of size n × dp+1 by:

Xp+1(:, j) = σ

⎛

⎜
⎝

dp∑

i=1

V

⎡

⎢
⎣

(θj
i )(1) 0

. . .
0 (θj

i )(n)

⎤

⎥
⎦VT Xp(:, i)

⎞

⎟
⎠ , ∀j = 1, · · · , dp+1

(6)
where Xp(:, i) (Xp+1(:, j)) is the i-th (j-th) dimension of the input (output) fea-
ture map respectively, θj

i denotes a vector of learnable parameters of the filter
θj

i . Each column of V is the eigenvector of L and σ(·) is the activation func-
tion. However, there are several issues with this convolutional structure. First,
the eigenvector matrix V requires the explicit computation of the eigenvalue
decomposition of the graph Laplacian matrix, and hence suffers from the O(n3)
time complexity which is impractical for large-scale graphs. Second, though the
eigenvectors can be pre-computed, the time complexity of Eq. (6) is still O(n2).
Third, there are O(n) parameters to be learned in each layer. Besides, these
non-parametric filters are not localized in the vertex domain. To overcome the
limitations, the authors also propose to use a rank-r approximation of eigenvalue
decomposition. To be specific, they use the first r eigenvectors of V that carry
the most smooth geometry of the graph and consequently reduce the number of
parameters of each filter to O(1) [7]. Moreover, if the graph contains the clus-
tering structure that can be explored via such a rank-r factorization, the filters
are potentially localized. However, it still requires O(n2) time complexity.

To address these limitations, Defferrard et al. propose to use K-polynomial
filters in the convolutional layers for localization [12]. Such a K-polynomial filter
is represented by ŷ(λl) =

∑K
k=1 θkλk

l . As mentioned in Sect. 2, the K-polynomial
filters achieve a good localization by integrating the node features within the K
hop neighborhood [36], and the number of the trainable parameters decreases to
O(K) = O(1). In addition, to further reduce the computational complexity, the
Chebyshev polynomial approximation [24] is used to compute the spectral graph
convolution. Mathematically, the Chebyshev polynomial Tk(x) of order k can be
recursively computed by Tk(x) = 2xTk−1(x) − Tk−2(x) with T0 = 1, T1(x) = x.
They normalize the filters by λ̃l = 2 λl

λmax
− 1 to make the scaled eigenvalues lie

within [−1, 1] [12]. As a result, the convolution layer is

Xp+1(:, j) = σ

⎛

⎝
dp∑

i=1

K−1∑

k=0

(θj
i )(k + 1)Tk(L̃)Xp(:, i)

⎞

⎠ , ∀j = 1, · · · , dp+1 (7)
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where θj
i is a K-dimensional parameter vector for the i-th column of input

feature map and the j-th column of output feature map. The authors also design
a max pooling operation [12] with the multilevel clustering method Graclus [13]
which is quite efficient to uncover the hierarchical structure of the graphs.

As a special variant, the graph convolutional network proposed by Kipf et al.
(named as GCN) aims at the semi-supervised node classification task on graphs
[25]. In this model, the authors truncate the Chebyshev polynomial to first-order
(i.e., K = 2 in Eq. (7)) and specifically set (θ)j

i (1) = −(θ)j
i (2) = θj

i . Besides,
since the eigenvalues of L̃ are within [0, 2], relaxing λmax = 2 still guarantees
−1 ≤ λ̃l ≤ 1, ∀l = 1, · · · , n. This leads to the simplified convolution layer as

Xp+1 = σ
(
D̃− 1

2 ÃD̃− 1
2 XpΘp

)
(8)

where Ã = I + D− 1
2 AD− 1

2 and D̃ is the diagonal degree matrix of Ã, Θp is
a dp+1 × dp parameter matrix. Besides, Eq. (8) has a close relationship with
the Weisfeiler-Lehman isomorphism test [35]. The last layer outputs the node
representations. A softmax classifier is then added after the last spectral convo-
lutional layer and the objective is to minimize the cross-entropy error over the
labeled nodes. The objective function is then minimized in a gradient descent
manner. However, the training process could be costly (in terms of memory) for
large-scale graphs. Moreover, the transduction of GCN interferes with the gen-
eralization, making the learning of representations of the unseen nodes in the
same graph and the nodes in an entirely different graph more difficult [25].

To address the issues of GCN [25], FastGCN [10] improves the original GCN
model by viewing the spectral graph convolution as an integral of embedding
functions under some probability measure. It first assumes the input graph G
is an induced subgraph of a possibly infinite graph G′ such that the nodes V of
G are i.i.d. samples of the nodes of G′ (denoted as V ′) under some probability
measure P. This way, the original convolution layer represented by Eq. (8) can
be illustrated by an embedding function of independent vertices. Denote the
embedding function at the p-th layer as xp, then we have

xp+1(v) = σ

(∫

Ã(v, u)xp(u)ΘpdP(u)
)

(9)

where u, v are some independent nodes. Now, Eq. (9) can be approximated by
Monte Carlo sampling. Denote some i.i.d. samples up

1, · · · , up
tp at layer-p, the

integral can be estimated by

xp+1(v) = σ

(
1
tp

tp∑

i=1

Ã(v, up
i )xp(u

p
i )Θp

)

(10)

Denote P as the number of layers of the deep architecture, and uP
1 , · · · , uP

tP as
a batch of nodes. At each layer p, they uniformly sample with replacement the
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nodes up
1, · · · , up

tp , then the output feature map is computed by

Xp+1(v, :) = σ

(
n

tp

tp∑

i=1

Ã(v, up
i )Xp(u

p
i , :)Θp

)

(11)

and the batch loss w.r.t. the output of the last layer is

L =
1
tP

tP∑

i=1

g
(
XP (uP

i , :)
)

(12)

where g(·) is some loss function. Note that this Monte Carlo estimator of the
original convolution could lead to a high variance of estimation. To reduce the
variance, the authors also formalize the variance and solve for a sampling dis-
tribution P of nodes. Due to the space limitation, we suggest the readers of
interests to refer to [10]. In addition, [9] is another recent work on the stochastic
training of GCN [25]. To reduce the variance of the estimator, the authors use
the historical activations of nodes as a control variate and propose an efficient
sampling-based stochastic algorithm. Besides, the authors theoretically prove
the convergence of the algorithm regardless of the sampling size in the training
phase, and also the exact predictions in the testing phase in [9].

4 Spatial Graph Convolutional Networks

As the spectral graph convolution relies on the specific eigenfunctions of Lapla-
cian matrix, it is nontrivial to transfer the spectral based graph convolutional
network models learned on one graph to another graph whose eigenfunctions
are different. Spatial based methods, on the other hand, alternatively general-
ize the convolution to the combinations of the graph signal within the nodes
neighborhood and define the learnable filters in the vertex domain.

Monti et al. propose a generic graph convolution network framework named
MoNet [31] by designing a universe patch operator which integrates the signals
within the node neighborhood. In particular, for a node i and its neighboring
node j ∈ N (i), they define a d-dimensional pseudo-coordinates u(i, j) and feed it
into P learnable kernel functions (w1(u), · · · , wP (u)). Then the patch operator
is formulated as Dp(i) =

∑
j∈N (i) wp(u(i, j))x(j), p = 1, · · · , P where x(j) is

the signal value at the node j. The graph convolution in the spatial domain is
then based on the patch operator as

(x ∗s y)(i) =
P∑

l=1

g(p)Dp(i)x (13)

It is shown that by carefully selection of u(i, j) and the kernel function wp(u),
many existing graph convolutional network models [2,25] can be viewed as a
specific case of MoNet. SplineCNN [15] follows the same framework (i.e., Eq.
(13)) but uses a different convolution kernel based on B-splines.
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From a more general perspective, the graph convolution in the spatial domain
can be alternatively thought of as an aggregation of a subset of nodes. Hamilton
et al. propose an aggregation based representation learning, named GraphSAGE
[22]. The full batch version of the algorithm is straightforward: for a node i, one
(1) aggregates the representation vectors of all its immediate neighbors in the
current layer via some learnable aggregator; (2) concatenates the representation
vector of node i with the aggregated representation; (3) then feeds the concate-
nated vector to a fully connected layer with some nonlinear activation function
σ(·), followed by a normalization step. The output of the last layer is considered
as the final representations of nodes, which can be followed by some loss func-
tion. The authors provide some choices of the aggregator functions, including the
mean aggregator, LSTM aggregator and the pooling aggregator. Among others,
using the mean aggregator makes the whole algorithm approximately resemble
the GCN model [25]. In addition, for training efficiency, they also provide a
minibatch variant by uniformly sampling the neighboring nodes [22].

Velickovic et al. design a novel attention layer that aggregates the features
of the neighboring nodes weighted by some learnable importance [39]. Consider
the input node attribute matrix X with each row as the feature vector of a node.
The attention layer contains a shared learnable weight matrix W and computes
the attention coefficients between node i and its neighbor node j ∈ N (i) by

αij =
exp

(
aT [WX(i, :)T ‖WX(j, :)T ]

)

∑
q∈N (i) exp (aT [WX(i, :)T ‖WX(q, :)T ])

(14)

where ‖ denotes the concatenation operation and a is a single-layer feedfor-
ward neural network. This attention coefficient acts as a weight to encode
the importance of feature vector of the neighboring node j for node i. And
the final output of the feature vector is computed by a linear combination
Xout(i, :) = σ

(∑
j∈N (i) αijWX(j, :)T

)
. To stabilize the learning process, the

authors apply the multi-head attention [38] (i.e., L independent attention mech-
anism as Eq. (14)), and then feed the average of the output of all heads to
a nonlinearity. Compared to the GCN model [25], more flexibility is achieved
thanks to the learnable importance of the nodes within the neighborhood.

Note that despite the inherent differences among the models above, all of
them can be viewed as an instance of using vertex filtering. It is just the strategy
of how to decide the weights wij in Eq. (5) that differentiates the models.

5 Applications of Graph Convolutional Networks

The different graph convolutional network models can be also divided by what
kind of data they are applied to. Although a substantial amount of applica-
tions exist, we generally categorize them into (1) applications on graph data, (2)
applications on image and manifold, and (3) applications on other data.

Applications on Graph Data. A number of works have been proposed to solve
the tasks on graphs. The majority of them are for node classification, includ-
ing [10,17,22,25,31,39]. A commonality among them is that the output feature
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map of these methods can be considered as the node representations, and thus
these methods can be also naturally generalized to other node-level problems,
such as link prediction, node clustering and visualization. Another application
is the graph classification. One straightforward way is to aggregate the learned
node representations as the graph representations and then feed to some classi-
fiers (e.g., fully connected network). However, this may not be a quite promising
strategy since the simple aggregation of the isolated node representations may
not represent the graph in its entirety. [7,12,42] leverages the graph coarsening
and pooling operator to explore the hierarchical representations of graphs. In
particular, [42] recently designs a differential pooling operator that can gener-
ate the graph hierarchical representations. There are some other adapted graph
convolutional network models that aim to solve problems in specific domains.
For example, Li et al. [28] propose a diffusion convolutional recurrent neural
network for traffic forecasting by exploring spatial and temporal dependencies.
[16] introduces a special graph convolutional network architecture for protein
interface prediction.

Applications on Images and Manifolds. Image classification problems have been
studied for decades. Traditional CNN based methods directly consider the images
as a grid-like structure. The recent graph convolutional network models allow to
consider image classification as a classification on the non-Euclidean structures
(e.g., graphs that encode the relations among pixels). Briefly speaking, k-NN
similarity graphs with pixels of the images as the nodes need to be constructed
and the image classification problem is then converted to a graph classification
problem. Existing works on this problem include [7,12,31], etc. In addition,
another application of the graph convolutional network models in the computer
vision area is to learn the correspondence between the collections of 3D shapes
represented by the discrete manifolds. This problem is roughly cast as a labelling
problem, i.e., to label each node on a query shape with the index of the node on
the target shape [31].

Applications on Other Data. In addition to the applications on graphs and man-
ifolds, graph convolutional network models are also widely used for natural
language processing. For example, [30] deals with the semantic role labelling
by encoding sentences with the graph convolutional network. Marcheggiani et
al. attempt to use graph convolutional network models for machine translation
problems [29]. Besides, they can also be used for recommender systems. In par-
ticular, Monti et al. cast the recommender system problem as a matrix comple-
tion problem with two graphs as side information, then define a multiple graph
convolution operator of the convolution layer to adapt the graph convolutional
network model to solve the matrix completion problem [32]. Another notable
work [41] deploys a random-walk-based graph convolutional network model for
high-quality recommendations. Besides, the authors develop an on-the-fly con-
volution computation for efficient training process and a MapReduce pipeline
for efficient inferences.
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6 Concluding Remarks

Graph convolutional network models, as one category of the graph deep learning
(or geometric deep learning) models, have become a very hot topic in both machine
learning and data mining areas, and a substantial amount of models have been pro-
posed to solve different problems. In this survey, we conduct a comprehensive lit-
erature review on the emerging field of graph convolutional networks. Specifically,
we introduce two intuitive taxonomies to group the existing works. These are based
on the types of graph filtering operations, and based on the areas of applications.
For each taxomony, we highlight with some detailed examples from a unique stand-
point. In addition to our survey, another comprehensive tutorial on geometric deep
learning [6] may help readers step into this area Meanwhile, despite the advance-
ments made by the recent works, there still exist some potential issues in the cur-
rent graph convolutional network models. This way we discuss some challenges and
provide some potential future directions.

Multiple Graph Convolutional Networks. As already mentioned before, the major
drawback of the spectral graph convolutional networks is its inability of adapta-
tion from one graph to another graph if two graphs have different Fourier basis
(i.e., eigenfunctions of the Laplacian matrix). The existing work [32] alternatively
learns the filter parameters by generalizing the eigenfunctions of a single graph to
the eigenfunctions of the Kronecker product graph of multiple input graphs. As a
different track, the spatial graph convolutional network models attempt to learn
the a rule of how to combine neighboring nodes in the vertex domain which could
be used on different graphs. However, a drawback of these methods is the inability
of modeling the interactions (e.g., anchor links) or correlations (e.g., correlations
among multiple views) across multiple graphs. In fact, given multiple graphs, the
representation learning of a unique node should be able to benefit from more infor-
mation provided across graphs or views. However, to our best knowledge, there is
no existing model aiming at the problems in this setting.

Hybrid Spectral-Spatial Graph Convolutional Networks. Note that the graph con-
volutional network models reviewed in this survey start with either the spectral
filtering in the frequency domain or the spatial filtering in the vertex domain.
This raises the issue that the existing graph convolutional network models may
not fully exploit the insights simultaneously from both the spectral and spatial
perspectives of the graph. Recall that the anomaly detection on some classic
1-D signals requires the knowledge in both time domain and frequency domain.
In this way, a hybrid spectral-spatial graph convolution operator may provide
more comprehensive representations of nodes and hence help some tasks, such
as anomaly detection on graphs.

Deep Graph Convolutional Networks. Although the initial objective of graph
convolutional network models is to leverage the deep architecture for better
representation learning, most of the current models still suffer from their shallow
structure. For example, GCN [25] in practice only uses two layers. And as the
authors analyzed, more convolution layers may even hurt the performance [25].
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This is also intuitive due to its simple propagation procedure. As deeper the
architecture is, the representations of nodes may become smoother even for those
nodes that are distinct and far from each other. This issue violates the purpose of
using deep models. Consequently, how to build a deep architecture that exploits
the deeper structural patterns of graphs is another possible research direction.
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Abstract. In urban scenarios, the issues of traffic congestion keep dis-
turbing governments and individuals, especially in complex road net-
works. It seems urgent to improve road utilization for alleviating the
traffic congestion. In this paper, we first propose an optimization model
to improve the road utilization, which not only considers the traffic break-
down probability but also the spontaneous traffic flow. Traffic break-
down occurs during the transition from free flow to spontaneous flow
and may probably cause traffic congestion. By considering traffic flow,
more drivers can avoid traffic breakdown and the road utilization will
be increasing. Secondly, in order to decrease the complexity and redun-
dancy, this paper uses a big traffic flow condition and Taylor series
to simplify the objective function and obtain an optimal result with
accuracy. Finally, the simulations that use real urban traffic scenario
of Songjiang University Town in ShangHai evaluate the proposed algo-
rithm’s performance. Our proposed algorithm outperforms other existing
path-planning algorithm.

Keywords: Breakdown probability · Traffic flow · Road utilization

1 Introduction

With the increasing amount of vehicles, the road network becomes more com-
plex and the problem of congestion keeps disturbing traffic operations, espe-
cially in the metropolitan areas such as: Shanghai, Beijing and Guangzhou [2].
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What’s more, these traffic problems will increase not only driver’s travel time,
but also the additional travel cost, it is necessary to relieve the situation caused
by increasing vehicles. Therefore, optimal path planning should be developed to
reduce the travel time and alleviate the traffic congestion [11].

However, in most cases, drivers prefer to choose according to the distance
and arrival time, among which, more travelers tend to filter by the length of
distance [1]. Although drivers pick the shortest way to reduce their travel time,
the travel time will increase due to greater amounts of cars in this shortest
path. Consequently, imbalanced traffic flow may bring about traffic congestion
[9], to avoid that, measures should be taken. For example, the local officials
improve road construction through broadening road and collecting tolls for main
roads. These methods are unable to solve the traffic problems fundamentally
and the velocity of road construction can not catch up the increasing number of
cars. Hence, as a better solution, improve road utilization such as planning path
appropriately should be applied to alleviate traffic congestion.

The traffic breakdown condition means a road becomes congested sponta-
neously. The concept of traffic breakdown was developed by Kerner, after that
he proposed a breakdown minimization principle in [6]. The three-phase traffic
theory identified by Kerner in [5] revealed the principle of traffic breakdown.
To be specific, three phases are free flow, synchronized flow and wide moving
jam. Traffic breakdown was a local first-order phase transforms from free flow
to synchronized flow. In [10], Wardrop principle mentioned that, if drivers who
are travelling in the road network only consider their own travel time, the total
traffic time of system is not minimization. Hongliang Guo and his team pro-
posed a multiple vehicles routing approach in [3]. Guo et al. used a matrix to
choose an optimal route with minimize breakdown probability which can usefully
reduce the total road network traffic time. The algorithm provided an efficient
distributed path-planning method for the large scale road network which drivers
can benefit a lot from. In [7], dynamic control of traffic breakdown at network
bottlenecks is proposed, Kerner thought traffic flow and road capacity should be
take into account.

However, the model which consider both the breakdown probability and the
traffic flow is seldom discussed. There is no effective method to simplify the model
which can largely reduce the travel time and travel cost. The contributions of
this paper are as follows:

– First, we propose an optimal vehicle allocation model to improve the road
utilization, which not only minimum the traffic breakdown probability but
also maximum the spontaneous traffic flow.

– Second, we simplify the system model through big traffic flow condition and
Taylor series remains two or three terms, which largely reduce the computa-
tional complexity of existing algorithm in path-planning and have an optimal
result with accuracy.

The remainder of this paper is organized as follows. In Sect. 1, it presents the
system model of the breakdown probability’s improvement and explains in detail.
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In Sect. 2, the methodology of algorithm is illustrated. Section 3 demonstrates
the performance of our proposed breakdown probability based on simulations.
The final, Sect. 4 concludes the final results.

2 System Model

To allocate an optimal path for each vehicle with control, a path-planning
method is proposed to help more drivers to avoid congestion and improve road
utilization in road network.

Fig. 1. Road network example

Figure 1 is an simple road network example. In [3], a matrix W is provided to
denote a concise road network topology structure. Each row and column of the
matrix represent node and edge in sequence. In the real network, node means
intersection and edge means the road segment between two intersections. W is
given beforehand in accordance with the actual urban map. The map can be
simplified in a road network which can be described as a matrix W :

W =

⎡
⎣

1 0 0 1
−1 1 −1 0
0 −1 1 −1

⎤
⎦ (1)

There are three nodes and four edges in this example, which means m = 3,
n = 4. The ‘1’ in matrix means traffic outflow in this node and the ‘−1’ means
traffic inflow. The objective of Wx = b is to choose some available routes from
origin to destination, x is a vector which presents the way. The origin-destination
(O-D) pair is described as vector b.

When we choose the first and the third node as the origin and destination,
the vector which represents the O-D can be described as b = (1, 0,−1)T . With
constraint of condition Eq. (4), there are two available paths can be calculated.
The path takes edge 1 and edge 2 in order, which can be encoded as x =
(1, 1, 0, 0). And another path x = (0, 0, 0, 1) only uses the edge 4. Matrix W is
used to find paths as the alternative set.
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Breakdown probability is the probability for spontaneous traffic breakdown
which may cause traffic jam. System allocates an optimal path with the low-
est breakdown probability of the whole road network, but some drivers do not
like to accept our assignment of a slightly longer road. Increasing the number
of vehicles in optimal path is a effective measure which can let more vehicles
accept assignment. Under the breakdown probability minimum condition, the
proposed algorithm makes the traffic flow in this selected segment maximum.
The maximize traffic flow formula can be calculated as:

max
n∑

i=1

(ai · xi + ri) (2)

Here, ai is the number of vehicles which allocated by system in the edge i.
xi represents the probability that the path will be chosen by the system in edge
i. The number of vehicles which system can’t control is ri. The number of edges
are describe as n. The sum of controlled vehicles ai ·xi and uncontrolled vehicles
ri presents the total number of vehicles in the road edge i. Sum up the total
road segments’ vehicles we get the traffic flow of the path we chose. Increasing
the traffic flow in optimal path can improve road utilization.

Because xi is the probability, the value of xi has its restrictions which is
described as follow:

0 ≤ xi ≤ 1 (3)

In order to improve the road utilization, the Eq. (2) aims to find out the
maximum value of the traffic flow and the minimum value of the breakdown
probability. When breakdown probability subtracts Eq. (2), it is now equivalent
to find out the minimum value of its opposite number. This combined formula
can be stated as follows:

min
x

n∑
i=1

[ln(1 + ew(ai·xi+ri)+c) − (ai · xi + ri)]

s.t. Wx = b

0 ≤ x ≤ 1

(4)

Here, we combined Eq. (3) and matrix as the constraint conditions. w and
c are used to represent the influence in breakdown probability. The solution to
the problem as given in Eq. (4) will be described in next section.

3 Methodology and Complexity

In this section, we discuss several methods to simplify this model, including
transformation into a linear function in big traffic flow condition and Taylor
Series. Furthermore, we analysis the complexity of the methods.

The objective function of Eq. (4) is the sum of every edge in the selected
path. In this section, in order to consider the easiest case in edge i, we omit the
subscript to ease the transition. A generic function is defined as follow:

g(x) = ln(1 + ew(a·x+r)+c) − (a · x + r) (5)
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As shown in Algorithm 1, we outline the pseudo code of the optimal path-
planning method, which explains how to choose the right feasible road and choose
the optimal road with the highest traffic flow and the lowest breakdown proba-
bility.

Algorithm 1. Optimize path planning algorithm
1: BEGIN
2: /*Initialization*/
3: Input the road network matrix W
4: Input origin-destination vector b
5: Find available path x
6: for edge i in road network do
7: Calculates the sum of generic function g(x)
8: if the sum is minimum then
9: Output the optimal path

10: end if
11: end for
12: END

3.1 Simplification Based on Big Traffic Flow Condition

The breakdown probability can be simplified by logarithmic function. The expo-
nential function rises quickly when the base number is a positive integer (e > 0).
When the index t is big enough, logarithmic function can be reduced to a single
function.

ln(1 + et) ≈ t (6)

When t = w(a · x + r) + c which means traffic flow is big enough, the index
t of e is big enough to ignore some constant. According to generic function g(x)
in Eq. (5), we can simplify the g(x) as follows:

g(x) ≈ c + (w − 1)(a · x + r) (7)

Thus, our model can be simplified as:

min
x

n∑
i=1

[c + (w − 1)(a · x + r)]

s.t. Wx = b

0 ≤ x ≤ 1

(8)

We can see the complex objective function in this model is simplified as a
linear function of one variable x. This assumption holds when traffic is heavy.
Based on the heavy traffic volume of urban area in peak hours, this situation
can be achieved.
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3.2 Simplification Based on Taylor Series

Then we apply Taylor series to simplify this problem. In mathematics, Taylor
series consists of an infinite sum of terms and calculates from the value of the
derivative of the function at a point [8]. The generic function g(x) is simplified
by Taylor series and remains two or three terms which means the napierian
logarithm is simplified into unary primary function or unary quadratic function.

Remain Two Terms. Taylor series is a famous math tool of calculation and is
used to simplify complex mathematical problem. In this condition, Taylor series
is used to simplify the objective function. The simplification of generic function
and remains two terms is described as follow:

g(x) ≈(
w

2
− 1)(a · x + r) +

c

2
+ ln2 + R1[w(a · x + r) + c] (9)

Thus, our model can be simplified as:

min
x

n∑
i=1

[(
w

2
− 1)(a · x + r) +

c

2
+ ln2]

s.t. Wx = b

0 ≤ x ≤ 1

(10)

Here, R1[w(a·x+r)+c] is the remainder of Taylor series that is a higher order
infinitesimal which can be omitted. In this formula, the breakdown probability
is simplified by Taylor series as a linear function of one variable.

Remain Three Terms. In this condition, Taylor series is used to simplify the
objective function with three terms remain. Theoretically speaking, the more
terms remain, the more accuracy result can be reached. The simplification is
described as follow:

g(x) ≈w2

8
(a · x + r)2 + (

wc

4
+

w

2
− 1)(a · x + r) +

c2

8
+

c

2
+ ln2 + R2[w(a · x + r) + c]

(11)

Thus, our model can be simplified as:

min
x

n∑
i=1

[
w2

8
(a · x + r)2 + (

wc

4
+

w

2
− 1)(a · x + r) +

c2

8
+

c

2
+ ln2]

s.t. Wx = b

0 ≤ x ≤ 1

(12)

Here, R2[w(a·x+r)+c] is the remainder of Taylor series that is a higher order
infinitesimal which can be omitted. When breakdown probability is simplified
by Taylor Series with three series remain, it can be proposed as a quadratic
function of one variable.
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3.3 Complexity Analysis

Compare all methods mentioned above, it is obvious that they have the same
time complexity. The complexity is represented by iterations of the algorithm
that the simplification based on big traffic flow condition and Taylor series
remains two or three terms are all O(n). Simplification based on big traffic flow
condition and Taylor series remains two terms are both unary primary function
which is simpler than Taylor series remains three terms. With the terms of Tay-
lor series increasing, the accuracy of result can be increased and error can be
reduced. Taylor series remained three terms is more accuracy than remained two
terms.

When objective function is simplified, the simplification model can make the
proposed algorithm find the optimal solutions more quickly with accuracy. In
complex traffic network, reduce the model’s allocation time can largely reduce
drivers’ travel time and cost.

4 Simulation

4.1 Parameters Setting

Fig. 2. Simulation environment: Songjiang University Town

We use the Open Street Map to download a real map of Songjiang University
Town, covering an area of about 4000 m× 2000 m, which is showed in Fig. 2. The
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real-map is simplified and extracts the main road via JOSM [4] in Fig. 3. The
simplified road network contains 18 nodes and 50 edges, which represents the
matrix W ’s size is 18 ∗ 50.

Fig. 3. Simplified road network of Songjiang University Town

The parameters in Eq. (4) are set as follows: c = −30, w = 0.1. The Taylor
series in Sect. 3 is centered at zero. In order to satisfy Taylor series’ and big traffic
flow condition’s remand, the total number of vehicles in this simulation environ-
ment is 100. ri is set as a random sample and the number of it is significantly
greater than xi. Ten vehicles are controlled by our traffic system.

4.2 Simulation Results and Analysis

Table 1. Performances of path planning algorithms

Algorithm Average calculation time (s) Complexity

Inter point method 0.207601 O(mn2)

Big traffic flow condition 0.057165 O(n)

Taylor series (2 terms) 0.081964 O(n)

Taylor series (3 terms) 0.082250 O(n)

Complexity. The comparison of four methods in computational complexity
and average calculated time mentioned before are showed in Table 1. With the
same restricted condition, the complexity of path planning algorithms depend
on their objective function. According to [3], the evaluation of IPM’s computa-
tional complexity in ordinary case is O(mn2), where m and n are the number
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of nodes and edges. IPM needs multiple internal iterations (Newton iterations)
and external iterations which lead to high complexity. The computational com-
plexity of our algorithm mentioned in Sect. 3 is all O(n), which are simpler than
the IPM. The n represents the number of iterations of algorithm. According to
Algorithm 1, the number of iterations is equal to the number of road edges. The
computational complexity of our algorithm is n = 50 times. By multiplying the
required number of IPM, the computational complexity of it is 18×502 = 45000
flops. As indicated above, our methods are significantly better in computational
complexity.

Table 2. Experimental result of path planning

O-D Algorithm Path (Node ID) Cost time (s)

1 → 18 Inter point method 1 − 14 − 15 − 16 − 17 − 18 0.273515

Big traffic flow condition 1 − 14 − 15 − 16 − 17 − 18 0.041528

Taylor series (2 terms) 1 − 14 − 15 − 16 − 17 − 18 0.088665

Taylor series (3 terms) 1 − 14 − 15 − 16 − 17 − 18 0.093706

3 → 7 Inter point method 3 − 4 − 5 − 8 − 7 0.198964

Big traffic flow condition 3 − 4 − 5 − 8 − 7 0.038057

Taylor series (2 terms) 3 − 4 − 5 − 8 − 7 0.060439

Taylor series (3 terms) 3 − 4 − 5 − 8 − 7 0.068879

17 → 2 Inter point method 17 − 10 − 11 − 3 − 2 (38.30%) 0.180324

17 − 16 − 11 − 12 − 2 (30.59%)

17 − 16 − 15 − 12 − 2 (31.11%)

Big traffic flow condition 17 − 10 − 11 − 3 − 2 (36.56%) 0.091911

17 − 16 − 11 − 12 − 2 (33.23%)

17 − 16 − 15 − 12 − 2 (30.21%)

Taylor series(2 terms) 17 − 10 − 11 − 3 − 2 (41.27%) 0.096788

17 − 16 − 11 − 12 − 2 (28.95%)

17 − 16 − 15 − 12 − 2 (29.78%)

Taylor series(3 terms) 17 − 10 − 11 − 3 − 2 (39.83%) 0.094166

17 − 16 − 11 − 12 − 2 (30.44%)

17 − 16 − 15 − 12 − 2 (29.73%)

Accuracy. The Table 2 shows the path planning results’ detail of simulation by
listing selected path and calculation time of algorithms. Three different origin-
destination (O-D) pairs are selected. For example, when other roads have high
traffic flow, in the path from intersection N1 to intersection N18, methods choose
the same and only one path with no traffic jam. If the available paths all have
nearing heavy traffic, vehicles will be allocated proportionally according to exist-
ing traffic. It can be seen from intersection N17 to intersection N2, the result of
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four methods are similar. The interior point method (IPM) has a high accuracy
because it is used to optimize the iterative process to find the optimal solution.
So the IPM is chose as the accuracy criterion. As the result shows in Table 2, the
other three methods only have single-digit-percentages error. Compared this four
methods, the method of remains 3 terms in Taylor series has a highest accuracy
result and the method of remains 2 terms in Taylor series has the worst result.
They all choose the same road with IPM. What’s more, with few cooperatively
vehicles, the gap between these methods are even smaller.

5 Conclusion and Future Work

In this paper, we propose an optimization model which improves road utilization
via increasing the traffic flow and avoiding the traffic breakdown congestion.
The algorithm uses the real-map simulation environment with a big traffic data.
Two methods which simplified by big traffic flow condition and Taylor series are
proposed to reduce computational complexity from O(mn2) to O(n). Finally, the
real urban traffic scenario is used in the simulation. Compared with other existing
path-planning algorithm, our algorithm reduce about 50–70% of computation
time and also has good accuracy and validity.

In the future, we would like to consider the drivers’ behavior into the model,
which proposes the available arrangement to encourage drivers to choose the
alternative path. Additionally, we would like to set the flow via real traffic data.
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Abstract. Due to the rapid increases in the population of mobile social
users, providing the users with satisfied multimedia services has become
an important issue. Media cloud has been shown to be an efficient solu-
tion to resolve the above issue, by allowing mobile social users to connect
to it through a group of distributed brokers. However, as the resource
(like bandwidth, servers, computing power, etc.) in media cloud is lim-
ited, how to allocate resource among media cloud with brokers becomes
a challenge. Media cloud can determine the price of the resource and a
broker can decide whether it will pay the price for the resource when
there is an incoming multimedia task (simplified as task). A broker can
collect the revenues from the mobile social users by providing the mul-
timedia services. Since resource is limited, the price will generally go up
as the resource becomes more and more consumed. Therefore, in this
paper, by assuming that accepting each task a broker can get a reward
(by collecting revenues from mobile social users like online ads, etc.) and
it needs pay some price (to the media cloud) for each task in the net-
work, we concentrate on the optimization problems of when to admit
or reject a task for a broker in order to achieve the maximum total
discounted expected reward for any initial state. By establishing a dis-
counted Continuous-Time Markov Decision Process (CTMDP) model,
we verify that the optimal policies for admitting tasks are state-related
control limit policies. Our numerical results with explanations in both
tables and diagrams are consistent with our theoretic results.

Keywords: Media cloud · Cloud broker · Mobile social user
Resource allocation · Optimal control policy
Continuous-Time Markov Decision Process (CTMDP)

1 Introduction

WITH the advent of 4G mobile technologies and coming soon 5G mobile tech-
nologies, the number of hours spent per adult on mobile devices per day has
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increased dramatically in the past ten years. Beginning in 2014, mobile devices
have surpassed desktop/laptops as the most used device per day for internet
usage. A steady increase of mobile application usage over the past few years has
contributed to the rise of mobile social networks (MSNs), more and more mobile
social users can obtain various multimedia content by having interaction with
each other [1]. Especially, with the popularity of shared data plan and unlim-
ited data plan, mobile social users may not only obtain and but also share more
multimedia contents with others who have social relations with them. Therefore,
providing mobile social users with efficient multimedia services becomes more
and more challenging than before.

However, to provide mobile social users with satisfied multimedia services,
there exist some new problems to be resolved. On one hand, due to the explosive
growth of volume of multimedia, providing mobile social users with multimedia
services needs a large amount of resources. But, the local mobile devices in
mobile social users generally only have a limited resource such as, CPU capacity,
memory, bandwidth etc. On the other hand, multimedia content servers are
remotely placed from mobile social users making mobile social users to obtain
the requested multimedia content with a longer time. For example, if a mobile
social user wants to watch a movie with his mobile device, the content of movie
has to be retrieved from a remote multimedia content server through a large
number of routing nodes.

To resolve the above issues, media cloud has been advocated with the follow-
ing reasons [3]. Firstly, media cloud can deploy cloud resource to process multi-
media tasks. Some complicated computations or large-sized multimedia content
storage which need extra resource can be performed at the side of media cloud,
where the required resource can be reduced for mobile social users. Therefore,
the media cloud can help mobile social users to save their resource. Secondly,
a cloud broker [5] can be placed between media cloud and mobile social users.
As the broker can act as a proxy which is close to mobile social users, mobile
social users can connect media cloud through the broker for multimedia ser-
vices. With the high-speed communication links between media cloud and the
broker, mobile social users can obtain multimedia services faster than contacting
the remote multimedia content servers directly by themselves. Although some
related studies have been carried out to study resource allocation about cloud
computing and mobile networks [4,7,8], few of works have studied the resource
allocation problem based on the social features in media cloud [2]. Therefore, it
is still a new and open problem to design resource allocation scheme for brokers
in media cloud with mobile social users.

In this paper, based on the competitions among brokers in the media cloud
on cloud resource, we propose a novel resource allocation scheme in media cloud
for a broker to maximize its total discounted expected reward for any initial
state. Specifically, media cloud sells the cloud resource to brokers to obtain rev-
enue. The brokers employ the cloud resource to process media tasks for mobile
social users. Assuming the arrival processes of tasks as poisson process [10], their
departure process follows negative exponential distribution, the major contribu-
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tion of this paper is that we established a discounted Continuous Time Markov
Decision Process (CTMDP) model for the MSNs, by doing so we can concentrate
on the optimization problems for a broker of when to admit or reject a task in
order to achieve the maximum total discounted expected reward for any initial
state, making the problem be an admission control problem for tasks. So far as
we know this is the first time that the MSN is modeled as a CTMDP model
defined in this paper. We verify that the optimal policies for admitting tasks
are state-related control limit policies. Our numerical results explained in both
tables and diagrams are consistent with our theoretic results.

The rest of this paper is organized as follows. Section 2 discusses the modeling,
Sect. 3 describes the structure of optimal policy which is a control limit policy
and the verification process. Section 4 deals with the numerical analysis with
some tables and diagrams that verifies the theoretical results. Finally in Sect. 5
we offers conclusion remarks.

2 Model Formulation

In this section we build the models on the mobile social network. In the first part
we introduce the system model, and in the second part we define the CTMDP
model based on the system model assumptions.

2.1 System Model

There are three parties which are media cloud, brokers, and mobile social users
within the communities, respectively. The media cloud is composed of a large
number of servers which can be used to compute, store, and provide media
contents and media application. The brokers can be seen as proxies to process
the media tasks of mobile social users, where the brokers receive the media tasks
from mobile social users and then buy the corresponding resources to process
the tasks. Mobile social users with the similar interest can form a community.

The advantages of introducing cloud brokers are as follows. Firstly, due to the
high speed communications between media cloud and cloud brokers, the service
response time can be significantly reduced so that mobile social users can obtain
the media services quickly. Secondly, for media cloud, as it directly connects
cloud brokers and the number of brokers is less than mobile social users, media
cloud can decrease the cost of access control and transmission.

Mobile devices can connect with brokers through wireless connection. Firstly,
the brokers buy the resource from the media cloud after determining the price
of resource. Next, mobile social users send the corresponding tasks to brokers
with wireless communication. In addition, the brokers deliver the tasks to media
cloud by wired module. At last, the results of tasks are delivered back to mobile
social users.

In this paper we consider a Mobile Social Network with multiple types of
tasks, without loss of generality in this paper we assume that there are two
types of tasks, each of them would require the resources in the media cloud for
service. The other basic assumptions in the MSN are given as follows:
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1. The resources for a task is defined as a channel. The number of channels
defines the capacity of resources from the media cloud. There are C channels
in the system.

2. There are two types of Tasks (T1 and T2) in the system, each needs a chan-
nel for service. The arrival process of tasks T1 and T2 are Poisson processes
with rates λ1 and λ2. The channel holding time for tasks follow negative
exponential distributions with rates μ1 and μ2.

3. When a task comes to the system, if there are free channels, the broker will
decide whether to admit/reject the task based on the current state of the
system. If the system is full, which means there is no free channel, the task
will leave the system.

4. Serving a task T1(T2) would contribute R1(R2) units of reward to the broker.
However, for each task, the broker needs to pay a price at rate f(n1, n2) to
buy a channel (resources) from media cloud when there are already n1 (T1

tasks) and n2 (T2 tasks) in service.

2.2 CTMDP Model

First, let us introduce some concepts in the CTMDP models. Each model has a
state space S with states s, Action space, Transition Probabilities between states,
reward functions and decision epochs. Also in CTMDP models, a decision rule
prescribes a procedure for action selection in each state at a specified decision
epoch. Decision rules range in general from deterministic Markovian to random-
ized History Dependent, depending on how they incorporate past information
and how they select actions. Deterministic Markovian decision rules specify the
action choice when the system occupies a state s at decision epoch t. A policy
π specifies the decision rule to be used at every decision epoch. It provides the
decision maker with a prescription for action selection under any possible future
system state or history. For each policy π, let vπ

γ (s) denote the total expected
infinite-horizon discounted reward with γ as the discount factor, given that the
process occupies state s at the first decision epoch. In this paper, our objec-
tive is to find an optimal policy π that can bring the maximum total expected
discounted reward vπ

γ (s) from a sensor for every initial state s.

vπ
γ (s) = Eπ

s

{ ∫ ∞

0

e−γtr(st, at)dt

}
, (1)

where st stands for the state at time t, at is the action to take at state st, and
r(st, at) is the reward obtained when action at is selected at state st. We now
introduce the CTMDP model as follows:

1. Let state space be S = {s : s = (n1, n2)}, where n1 ∈ {0, 1, . . . , C} and
n2 ∈ {0, 1, . . . , C}, event space be E = {D1,D2, A1, A2}, where D1 and D2

means a T1 and T2 departure from the system after service, while A1 means
an arrival of a T1 task, A2 is an arrival of T2 task. Since the states migration
not only depends on the number of tasks in the system but also depends
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on the happening departure and arrival events, for this model we define a
new state space as Ŝ = S × E. By doing so a state could be written as
ŝ = 〈s, e〉 = 〈(n1, n2), e〉, where n1 and n2 are the numbers for T1 and T2

tasks, e stands for the event which will probably happen on state (n1, n2),
e ∈ {D1,D2, A1, A2}. Please be noticed that the specification of the event in
this paper is one of major technical differences from that in paper [6].

2. In states 〈(n1, n2),D1〉 and 〈(n1, n2),D2〉, if denote by aC as the action to
continue, thus the action space

A〈(n1,n2),D1〉 = {aC}, n1 > 0, n2 ≥ 0, n1 + n2 ≤ C,

A〈(n1,n2),D2〉 = {aC}, n1 ≥ 0, n2 > 0, n1 + n2 ≤ C.

In states 〈(n1, n2), A1〉 and 〈(n1, n2), A2〉, if denote by aR as the action to
reject the request and aA as the action to admit, the action space will be

A〈(n1,n2),A1〉 = {aR, aA}, n1 ≥ 0, n2 ≥ 0, n1 + n2 ≤ C,

A〈(n1,n2),A2〉 = {aR, aA}, n1 ≥ 0, n2 ≥ 0, n1 + n2 ≤ C.

In this model we focus on the admission control for tasks.
3. The decision epochs are those time points when a call arriving or leaving

the system. Based on our assumption, it is not too hard to know that the
distribution of time between two epochs is

F (t|ŝ, a) = 1 − e−β(ŝ,a)t, t ≥ 0.

where for each state ŝ = 〈((n1, n2)), b〉 and action a, β0(s) = λ1 +λ2 +n1μ1 +
n2μ2, since a departure event only happens when there is a task in the system,
the β(ŝ, a) will be represented as

β(ŝ, a) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

β0(s) − μ1, b = D1, a = aC , n1 > 0,
β0(s) − μ2, b = D2, a = aC , n2 > 0,
β0(s) + μ1, b = A1, a = aA, n1 ≥ 0, n2 ≥ 0, n1 + n2 < C,
β0(s) + μ2, b = A2, a = aA, n1 ≥ 0, n2 ≥ 0, n1 + n2 < C,

β0(s), b = {A1, A2}, a = aR, n1 ≥ 0, n2 ≥ 0, n1 + n2 ≤ C.

4. Let q(j|ŝ, a) denote the probability that the system occupies state j in the
next epoch, if at the current epoch the system is at state ŝ and the decision
maker takes action a ∈ Aŝ. For the cases of departure events, e.g. for a
departure event of D1 under the condition of (n1 > 0, n2 ≥ 0, n1 + n2 ≤ C),
(ŝ, a) = (〈(n1, n2),D1〉, aC), if denote by sn = (n1 − 1, n2), then we will have
q(j|ŝ, a) as

q(j|ŝ, a) =

⎧⎪⎪⎨
⎪⎪⎩

λ1/β0(sn), j = 〈(n1 − 1, n2), A1〉,
λ2/β0(sn), j = 〈(n1 − 1, n2), A2〉,
(n1 − 1)μ1/β0(sn), j = 〈(n1 − 1, n2),D1〉,
n2μ2/β0(sn), j = 〈(n1 − 1, n2),D2〉.
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Similar equations can be derived for cases like (ŝ, a) = (〈(n1, n2),D2〉, aC).
For the cases of arrival events, (ŝ, a) = (〈(n1, n2), A1〉, aA), (ŝ, a) = (〈(n1, n2),
A2〉, aA), since admitting an incoming call migrates the system state imme-
diately (adding one user or not), with n1 ≥ 0, n2 ≥ 0, n1 + n2 < C we will
get q(j|ŝ, a) as

q(j|ŝ, a) =

⎧⎪⎪⎨
⎪⎪⎩

q(j|〈(n1 + 2, n2),D1〉, aC), b = A1, a = aA,
q(j|〈(n1 + 1, n2),D1〉, aC), b = A1, a = aR,
q(j|〈(n1, n2 + 2),D2〉, aC), b = A2, a = aA,
q(j|〈(n1, n2 + 1),D2〉, aC), b = A2, a = aR.

5. Because the system state does not change between decision epochs, from
Chp 11.5.2 [9] and our assumptions, the expected discounted reward between
epochs satisfies

r(ŝ, a) = k(ŝ, a) + c(ŝ, a)Ea
ŝ

{∫ τ1

0

e−αtdt

}

= k(ŝ, a) + c(ŝ, a)Ea
ŝ

{
[1 − e−ατ1 ]/α

}
= k(ŝ, a) +

c(ŝ, a)
α + β(ŝ, a)

,

where

k(ŝ, a) =

⎧⎪⎪⎨
⎪⎪⎩

0, b = {D1,D2}, a = aC ,
0, b = {A1, A2}, a = aR,

R1, b = A1, a = aA,
R2, b = A2, a = aA.

Here, since we will get R1(R2) unites of reward after the service of a T1(T2)
task, we can treat this as that we get the reward at the time of accepting the
task, thus making the problem to be an admission control problem. Also, we
have the cost function c(ŝ, a) = as

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

f(n1 − 1, n2), b = D1, a = aC , n1 > 0, n2 ≥ 0, n1 + n2 ≤ C,
f(n1, n2 − 1), b = D2, a = aC , n1 ≥ 0, n2 > 0, n1 + n2 ≤ C,
f(n1 + 1, n2), b = A1, a = aA, n1 ≥ 0, n2 ≥ 0, n1 + n2 < C,
f(n1, n2 + 1), b = A2, a = aA, n1 ≥ 0, n2 ≥ 0, n1 + n2 < C,

f(n1, n2), b = {A1, A2}, a = aR, n1 ≥ 0, n2 ≥ 0, n1 + n2 ≤ C.

In the next section we will prove that there exists a state-related threshold for
accepting the tasks if the cost function has some special properties.

3 Control Limit Policy

In our CTMDP model, an optimal policy π means that it can bring the maxi-
mum total expected discounted reward vπ

α(ŝ) for every initial state ŝ. A policy
is stationary if, for each decision epoch t, dt = d is the same, which can be
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denoted by d∞. In our CTMDP model, since both the state space Ŝ and the
action space A are finite, the reward function r(ŝ, a) is also finite, then from
Theorem 11.3.2 of [9], the optimal policy is a stationary deterministic policy d∞,
so our problem can be reduced to find a deterministic decision rule d. For each
deterministic decision rule d, let qd(j|ŝ) = q(j|ŝ, d(ŝ)), rd(ŝ) = r(ŝ, d(ŝ)) and
βd(ŝ) = β(ŝ, d(ŝ)), from Chp 11.5.2 [9],

vd∞
α (ŝ) = rd(ŝ) +

βd(ŝ)
α + βd(ŝ)

∑
j∈Ŝ

qd(j|ŝ)vd∞
α (j). (2)

From Eq. (2), it is seen that if βd(ŝ) is a constant for all state ŝ, the calculation
for vd∞

α (ŝ) could be simplified. This is the idea of rate uniformization technique.
Based on the assumptions, our process fits the condition of Assumption 11.5.1
of [9], which is [1 − q(ŝ|ŝ, a)]β(ŝ, a) ≤ c,∀ŝ ∈ Ŝ, a ∈ A, here c is a constant. So,
we can define a uniformization of our process with components denoted by ∼.
Let c = λ1 + λ2 + C ∗ max(μ1, μ2), from Chp 11.5.2 [9], we have

q̃(j|ŝ, a) =

{
1 − [1−q(ŝ|ŝ,a)]β(ŝ,a)

c , j = s,
q(j|ŝ,a)β(ŝ,a)

c , j 
= ŝ.

Furthermore, for the reward functions, we have r̃(ŝ, a) ≡ r(ŝ, a)α+β(ŝ,a)
α+c .

From Proposition 11.5.1 [9], for each d∞ policy and ŝ ∈ Ŝ, we have

ṽd∞
α (ŝ) = vd∞

α (ŝ). (3)

From Eqs. (2) and (5) , the optimal equation of v(ŝ) for maximum vπ
α(ŝ)

would have the form of

v(ŝ) = max
a∈Aŝ

⎧⎨
⎩r̃(ŝ, a) + λ

∑
j∈Ŝ

q̃(j|ŝ, a)v(j)

⎫⎬
⎭ ,

where λ ≡ c
c+α .

For our admission problem, a policy is called a control limit policy for a given
number of Tasks n1 and n2 in the system, say for T1 task, is there existing a
constant or threshold D(n2) ≥ 0 such that the system will accept the arriving
T1 whenever the number of T1 currently in the system is less than D(n2), that
means the decision rule for T1 is:

d(n1, n2) =
{

Admit, n1 ≤ D(n2), n2 ≥ 0,
Reject, n1 > D(n2), n2 ≥ 0.

(4)

Similar definitions can be found with T2 tasks. It is observed that a control limit
policy is a stationary deterministic policy.

In our CTMDP model, the newly introduced state space Ŝ is finite, the action
space is finite, so is the reward functions, so the rate uniformizaiton technique can
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be applied. Let c = λ1 + λ2 + C ∗ max(μ1, μ2), with s = (n1, n2), n1 ≥ 0, n2 ≥ 0,
we get

v(〈(n1 + 1, n2),D1〉)
=

1
α + c

[−f(n1, n2) + λ1v(〈(n1, n2), A1〉) + λ2v(〈(n1, n2), A2〉)
+n1μ1v(〈(n1, n2),D1〉) + n2μ2v(〈(n1, n2),D2〉)
+ (c − β0(s))v(〈(n1 + 1, n2),D1〉)].

This means that

v(〈(n1 + 1, n2),D1〉)
=

1
α + β0(n1, n2)

[−f(n1, n2) + λ1v(〈(n1, n2), A1〉) + λ2v(〈(n1, n2), A2〉)
+n1μ1v(〈(n1, n2),D1〉) + n2μ2v(〈(n1, n2),D2〉)]. (5)

Similarly, It is easily seen that

v(〈(n1 + 1, n2),D1〉) = v(〈(n1, n2 + 1),D2〉),

which shows the equality between different departure events, similar results can
also be seen among arrival events or even between departure and arrival events.
This leads us to define a new function X(s), s = (n1, n2), n1 ≥ 0, n2 ≥ 0 which
is

X(s) = v(〈(n1 + 1, n2),D1〉) = v(〈(n1, n2 + 1),D2〉).
It is noticed that X(s) is only related to the state, but not with the happen-
ing event, which can greatly simplify the proof process. Since admitting a call
migrates the system state immediately, we get

v(〈(n1, n2), A1〉, aA) ≥ R1 + X((n1 + 1, n2)),
v(〈(n1, n2), A1〉, aR) ≥ X((n1, n2)),
v(〈(n1, n2), A2〉, aA) ≥ R2 + X((n1, n2 + 1)),
v(〈(n1, n2), A2〉, aR) ≥ X((n1, n2)).

And furthermore, the above inequalities will be the equality when the corre-
sponding action aA (whenever an A1 arrives), aR (whenever an A1 arrives), aA

(whenever an A2 arrives) and aR (whenever an A2 arrives), is the best action,
respectively. This also includes the situation when n1 + n2 = C, the action aR

is the the best action for any arrival of A1 and A2.
From these analysis, it is not too hard to verify that

v(〈(n1, n2), A1〉) = max [X((n1, n2)), R1 + X((n1 + 1, n2))] , (6)

v(〈(n1, n2), A2〉) = max [X((n1, n2)), R2 + X((n1, n2 + 1))] . (7)
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For the cost function f(n1, n2) (n1 ≥ 0, n2 ≥ 0), if denote by

Δn1f(n1, n2) = f(n1 + 1, n2) − f(n1, n2),
Δn2f(n1, n2) = f(n1, n2 + 1) − f(n1, n2),

then from the Eqs. (6) and (7), we have the following theorem.

Theorem: If f(n1, n2) is convex and increasing for nonnegative integers n1 and
n2, respectively, and

Δn1f(n1, n2) ≥ 0, and Δn2f(n1, n2) ≥ 0,

the optimal policy is a control limit policy.

Proof: We use Value Iteration Method to show that for all states X(n1, n2) is
concave and nonincreasing for nonnegative integers n1 and n2, respectively.

1. Set X0(n1, n2) = 0, and substitute this into Eq. (2), we will have

X1(n1, n2) = −f(n1, n2)
α + c

, n1 ≥ 0, n2 ≥ 0.

By concavity and monotony of f(n1, n2), X1(n1, n2) is therefore concave non-
increasing for n1 and n2, respectively.

2. Set n=n+1, it is not hard to verify Xn+1(n1, n2) is also concave nonincreasing
for n1 and n2, respectively

3. As the iteration continues, with n goes to ∞, X(n1, n2) is always concave
nonincreasing for n1 and n2, respectively.

By the Theorem 11.3.2 of [9], the solution of v(ŝ) is unique, so the value
iteration X(s) converges to v(ŝ), thus v(ŝ) is concave nonincreasing.

4 Numerical Analysis

We start the numerical analysis with following parameter settings, let the channel
Capacity C = 6, Discount Factor γ = 0.1, set other parameters for T1 and T2

tasks as shown in Table 1 to study the performance of our CTMDP model.

Table 1. Parameter values

λ μ R

T1 4 10 0.2

T2 2 4 0.3

It can be seen from the Table 1 that the loads for T1 and T2 tasks are ρ1 =
λ1
μ1

= 0.4 and ρ2 = λ2
μ2

= 0.5, which means the system are medium loaded, and
the rewards for T2 is a little higher than the T1 task.
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Table 2. State related actions for A1 arrivals with cost function f1

1 n2 → 6

1 1 1 1 1 1 1 0

1 1 1 1 1 0 −1

1 1 1 1 0 −1 −1

n1 ↓ 1 1 1 0 −1 −1 −1

1 1 0 −1 −1 −1 −1

1 0 −1 −1 −1 −1 −1

6 0 −1 −1 −1 −1 −1 −1

Table 3. State related actions for A2 arrivals with cost function f1

1 n2 → 6

1 1 1 1 1 1 1 0

1 1 1 1 1 0 −1

1 1 1 1 0 −1 −1

n1 ↓ 1 1 1 0 −1 −1 −1

1 1 0 −1 −1 −1 −1

1 0 −1 −1 −1 −1 −1

6 0 −1 −1 −1 −1 −1 −1

First, we set the cost function be

f1(x, y) = x + y

Here in Tables 2 and 3, ‘1’ means the model would accept the arrival, ‘0’
means the model would reject the task, ‘−1’ means the model has no such state
in the system. It can be seen from Tables 2 and 3 that for both the arrivals of T1

Table 4. v(s) values for cost function f1

1 n2 → 6

1 5.216 4.9719 4.7276 4.4824 4.2332 3.968 3.668

5.1169 4.8728 4.628 4.3804 4.1186 3.8186 0

5.0179 4.7734 4.5268 4.2678 3.9678 0 0

n1 ↓ 4.9186 4.6727 4.4158 4.1158 0 0 0

4.8182 4.563 4.263 0 0 0 0

4.7097 4.4097 0 0 0 0 0

6 4.556 0 0 0 0 0 0
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Fig. 1. Total discounted expected reward v(s) with cost function f1

and T2 tasks, the broker would accept them until it reaches the system capacity
limit.

Table 4 shows the values of v(s) for all the states, which means the total
expected discounted reward the broker can get from each initial state.

As seen in Fig. 1, the values of v(s) drops linearly along the n1 and n2 due
to the fact that the holding cost function f1 is a linear function.

Next, we set the cost function be

f2(x, y) = 2x + y.

In the cost function f2, the holding cost for T1 arrivals is doubled, with everything
else unchanged, let us see the difference with the first cost function f1.

It is seen from Table 5 that due to the doubled holding cost, the broker
would stop accepting T1 arrival even there is one free channel in the system,
which means at that state it is better for the broker to reject the T1 arrival to
get more revenues other than paying the holding cost.

As seen from the Table 6, due to the more reward T2 has, the broker still
accept T2 arrivals until it reaches the system capacity limit.

It is seen from Table 7 that due to the doubled holding cost, the total expected
discounted reward the broker can get drops largely, like for the initial (0, 0) state,
the v(s) values drops from 5.216 to 1.257.

Table 5. State related actions for A1 arrivals with cost function f2

1 n2 → 6

1 1 1 1 1 1 0 0

1 1 1 1 0 0 −1

1 1 1 0 0 −1 −1

n1 ↓ 1 1 0 0 −1 −1 −1

1 0 0 −1 −1 −1 −1

0 0 −1 −1 −1 −1 −1

6 0 −1 −1 −1 −1 −1 −1
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Table 6. State related actions for A2 arrivals with cost function f2

1 n2 → 6

1 1 1 1 1 1 1 0

1 1 1 1 1 0 −1

1 1 1 1 0 −1 −1

n1 ↓ 1 1 1 0 −1 −1 −1

1 1 0 −1 −1 −1 −1

1 0 −1 −1 −1 −1 −1

6 0 −1 −1 −1 −1 −1 −1

Table 7. v(s) values for cost function f2

1 n2 → 6

1 1.2568 1.0129 0.7689 0.5248 0.28 0.0311 −0.2689

1.0588 0.8149 0.5708 0.3262 0.0782 −0.2218 0

0.8608 0.6168 0.3723 0.125 −0.175 0 0

n1 ↓ 0.6627 0.4184 0.1715 −0.1285 0 0 0

0.4644 0.2179 −0.0821 0 0 0 0

0.2641 −0.0359 0 0 0 0 0

6 0.0103 0 0 0 0 0 0

5 Conclusion

In this paper, we studied a Mobile Social Network providing multimedia services
with multiple types of multimedia tasks. There are three parties in the network:
media cloud, broker and mobile social users. The broker works as a proxy between
mobile social users and multimedia content on the media cloud. Admitting each
task would bring a reward (by collecting revenues from mobile social users) to
the broker and at the same time holding each task in the system would also incur
some expenses (or cost) to the broker, like the prices it pays to the media cloud
for the resources it occupied. We have assumed that the task services follows an
exponential distribution, their arrival processes are Poisson processes. This leads
to an optimization control problem of when to admit/reject the Tasks in order
to achieve the maximum reward. By using CTMDP technique, we have found
that the optimal admission control policy for Tasks is a control limit policy if the
holding cost function for Tasks is convex nondecreasing. The numerical analysis
has proven our theoretical conclusion and described the relationship between
parameters. The result of this paper could easily be used in helping brokers to
behave in an economically optimal way for proving multimedia services to the
mobile social users.
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Abstract. Minimum tollbooth problem is a well–known hard optimiza-
tion problem from the area of intelligent transportation systems. It con-
sists in the search for a set of optimum locations of a fixed number of toll-
booths in a road network so that the behaviour of road users is affected
in a way that mitigates the congestions in the network. In this short
paper, we summarize the problem, outline the design of an evolutionary
algorithm to solve it, and provide an initial computational evaluation of
the feasibility of the proposed approach.

1 Introduction

The minimum tollbooth problem (MINTB) is a traditional problem from the area
of transportation management and planning with a wide application potential.
It consists in the search for optimum locations of a fixed number of tollbooths
that are placed within a transportation network. The tollbooths represent fees
associated with the passing of a road segment and are considered a cost that
road users, travelling from one location to another, will consider. A road user
is expected to select his/her path from the origin to the destination so that the
total cost (sum of fees) of the travel is minimized.

From a theoretical point of view, the MINTB can be seen as a combi-
natorial optimization problem that involves the selection of a fixed subset of
unique objects from a larger superset. In more formal terms, a combinatorial
optimization (CO) problem, P = {I, {sol(i)}i∈I ,m}, can be defined as a mini-
mization or maximization problem that consists of a set of problem instances,
I, a set of feasible solutions, sol(i), for every instance i ∈ I, and a function,
m : {(i, q)|i ∈ I, q ∈ sol(i)} → Q+, where Q+ is the set of positive rational
numbers and m(i, q) is the value of solution q for the problem instance i [17].
An optimal solution to an instance of a combinatorial optimization problem is
a solution that has maximum (or minimum) value among all other solutions.

The remainder of this paper is organized in the following way: the minimum
tollbooth problem is introduced, defined, and discussed in Sect. 2. The proposed
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nature–inspired approach is described in Sect. 3 and initial computational eval-
uation is provided in Sect. 4. The conclusions are drawn and future wark is
outlined in Sect. 5.

2 Minimum Tollbooth Problem

The MINTB is a problem motivated by real–world needs. It was first formulated
in the Port Authority of New York and New Jersey, a traffic hub established in
1921. The authority manages tunnels, bridges, seaports, and airports and has
to deal with every day heavy traffic. In 1954, L.C. Edie formulated the first
definition of MINTB as a schedule of tollbooths [8]. The problem asked for the
optimum number of toll collectors that have to be at work to serve enough
tollbooths to assure the appropriately fast service without traffic delays with
predefined restrictions based on working rules for employees and was addressed
by integer linear programming. From the beginning, it was known as a multi–
objective optimization problem with conflicting economical and operational (ser-
vice) objectives.

The MINTB has since its inception evolved into a problem where to place
tollbooths for optimal traffic run and/or toll pricing problem for setting the
pricing strategy. It reflects the evolution in technology as the tollbooths have
changed to be automatic, without the necessity of human work. The placement
of tollbooths is supposed to motivate road users to choose alternative roads
and paths. In summary, the general MINTB is very complex and includes both,
tollbooth localization and toll pricing strategy determination.

2.1 Definition

The MINTB can be defined as an integer linear programming problem and graph
problem [5,24]. Consider a weighted graph, G = (N,A) with a set of nodes,
N , and a set of weighted arcs, A. Let L be the number of tariff levels and
R be the number of tollbooths to allocate. Each arc, a ∈ A, and tariff level,
p = {0, 1, . . . , L}, has an associated unit travel cost, cp

a, tariff cost, tfp
a , and flow

capacity, up
a. Moreover, each link has two link–tuning parameters, αa and βa,

and free flow time, ta. Assume the set of commodities, K, set of origin nodes,
o(k) ∈ A, destination nodes, d(k) ∈ A, and demands, dk.

The objective of the MINTB is to minimize the travel an tariff costs, cp
a + tfp

a

by the allocation of R tollbooths with associated toll tariff levels. Various linear
programming formulations of the MINTB can be found e.g. in [24,25].

2.2 Related Work

MINTB was first defined in [8] as a scheduling problem and further developed
in [7]. The original formulation assumed the following restrictions:

– the toll collector has a predefined working period, which should be no shorter
than one hour and no longer than three hours without a break,
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– the toll collector must have a meal break every four hours within the working
period, and

– the collector cannot start the work before 6 A.M. and stop the work later
than 12:30 A.M.

The second version of the MINTB [7] eliminated some of the requirements (e.g.
meal breaks) and later led to an optimization problem dealing with complex
tolling strategies. The optimization target shifted to the search for the minimum
number and optimum locations of tollbooths that are required to streamline
the traffic so that the traffic delays (congestions) are minimized. This section
summarizes relevant works that dealt with the MINTB in different contexts.

The placing of tollbooths in Stockholm road network was addressed in [13].
The study sought the minimum number of tollbooths needed and evaluated five
alternative pricing strategies for a nine–node network. The socio–economical
aspects of the problem were considered in [11]. The work formulated an opti-
mization problem with an equilibrium constraint that dealt with the partitioning
of road construction and road maintenance costs.

Two methods for fixed demands toll pricing were presented in [14]. The first
one was based on [13] and the second one was a cutting plane method for the
minimum toll revenue problem. Both methods were evaluated on computational
experiments on the nine–node problem and the Sioux Falls problem. A similar
method with elastic toll pricing demand was proposed in [15] and further dis-
cussed in [21]. A nature–inspired method for tolling strategy selection based on
genetic algorithms was presented in [12]. It aimed at the use of the least number
of tollbooths and efficient use of the network but was not able to scale to large
transportation networks.

An equilibrium–based algorithm for the search for first best toll pricing strat-
egy was presented in [28]. It was further developed and theoretically analyzed
in [2,12]. Another approach based on modified max–algebra was used as a part
of traffic simulations with tandem tollbooths. The analysis showed that the effi-
ciency of the method depended in particular on the number of available toll-
booths, driver reaction time, and service time [16]

A metaheuristic algorithm for MINTB was proposed in [1]. The use of meta-
heuristics was motivated by the NP–hardness of the problem and tested on 30
randomly generated and three real–world transportation networks. The algo-
rithm also utilized a local search technique, where the neighborhood function
employed a dynamic slope scaling procedure to deal with the fixed charge nature
of the objective function.

A privacy–preserving Electronic Toll Pricing (PrETP) system by Balasch and
Geuens [3] was based on on–board units sending location data to the tollbooth
operator in order to ensure fast operation and short service times. Stefanello et
al. [10], [25] defined a mathematical formulation for several types of the MINTB
with only two piecewise linear functions to approximate the costs.

The risk–neutral second best toll pricing (SBTP) strategy was addressed
in [4]. The algorithm consisted of three steps – the characterization of the solu-
tion set; random sampling over the solution set; and a two–phase simulation
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optimization. A network formulation of the optimum–flow problem can be found
e.g. in [6]. The optimal flow was considered as a network equilibrium and the
MINTB as an NP–hard problem to approximate within a factor 1.1377 through
a reduction from the minimum vertex cover problem.

The main research focus of [20] was the design of a dynamic toll pricing
assignment under real–world conditions. A real–world application of tollbooth
scheduling and placement problem was recently solved in Jakarta. The optimiza-
tion became an important part of the planning of new roads. The location of
tollbooths was in [24] determined by a hybrid heuristic method. The work pro-
vided two new formulations of the MINTB that were computationally expensive
but had linear relaxation bounds close to the best integer solution. The authors
also presented two hybrid MINTB algorithms, where the first one is better for
smaller networks and the second one gave a good ratio between the computation
time and the solution quality.

3 Differential Evolution for Fixed–Length Subset
Selection

The DE is a versatile and easy to use stochastic evolutionary optimization algo-
rithm [22]. It is a population-based optimizer that evolves a population of real
encoded vectors representing the solutions to given problem. The DE was intro-
duced by Storn and Price in 1995 [26,27] and it quickly became a popular alter-
native to the more traditional types of evolutionary algorithms. It evolves a
population of candidate solutions by iterative modification of candidate solu-
tions by the application of the differential mutation and crossover [22]. In each
iteration, so called trial vectors are created from current population by the differ-
ential mutation and further modified by various types of crossover operator. At
the end, the trial vectors compete with existing candidate solutions for survival
in the population.

The DE starts with an initial population of N real-valued vectors. The vectors
are initialized with real values either randomly or so, that they are evenly spread
over the problem space. The latter initialization leads to better results of the
optimization [22].

During the optimization, the DE generates new vectors that are scaled per-
turbations of existing population vectors. The algorithm perturbs selected base
vectors with the scaled difference of two (or more) other population vectors in
order to produce the trial vectors. The trial vectors compete with members of
the current population with the same index called the target vectors. If a trial
vector represents a better solution than the corresponding target vector, it takes
its place in the population [22].

There are two most significant parameters of the DE [22]. The scaling factor
F ∈ [0,∞] controls the rate at which the population evolves and the crossover
probability C ∈ [0, 1] determines the ratio of bits that are transferred to the trial
vector from its opponent. The size of the population and the choice of operators
are another important parameters of the optimization process.
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The basic operations of the classic DE can be summarized using the following
formulas [22]: the random initialization of the ith vector with N parameters is
defined by

xi[j] = rand(bL
j , bU

j ), j ∈ {0, . . . , N − 1} (1)

where bL
j is the lower bound of jth parameter, bU

j is the upper bound of jth
parameter and rand(a, b) is a function generating a random number from the
range [a, b]. A simple form of the differential mutation is given by

vt
i = vr1 + F (vr2 − vr3) (2)

where F is the scaling factor and vr1, vr2 and vr3 are three random vectors from
the population. The vector vr1 is the base vector, vr2 and vr3 are the difference
vectors, and the ith vector in the population is the target vector. It is required
that i �= r1 �= r2 �= r3. The differential mutation in 2D (i.e. for N = 2) is
illustrated in Fig. 1.

Fig. 1. The differential mutation.

The uniform crossover that combines the target vector with the trial vector
is given by

l = rand(0, N − 1) (3)

vt
i [m] =

{
vt

i [m] if(rand(0, 1) < C) or m = l

xi[m]
(4)

for each m ∈ {1, . . . , N}. The uniform crossover replaces with probability 1 − C
the parameters in vt

i by the parameters from the target vector xi.
The outline of the classic DE according to [9,22] is summarized in

Algorithm 1.
The DE is a successful evolutionary algorithm designed for continuous param-

eter optimization driven by the idea of scaled vector differentials. That makes it
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1 Initialize the population P consisting of M vectors using Eq. (1);
2 Evaluate an objective function ranking the vectors in the population;
3 while Termination criteria not satisfied do
4 for i ∈ {1, . . . ,M} do
5 Differential mutation: Create trial vector vt

i according to Eq. (2);

6 Validate the range of coordinates of vt
i . Optionally adjust coordinates of

vt
i so, that vt

i is valid solution to given problem;

7 Perform uniform crossover. Select randomly one parameter l in vt
i and

modify the trial vector using Eq. (3);

8 Evaluate the trial vector.;

9 if trial vector vt
i represent a better solution than population vector vi

then
10 add vt

i to P t+1

11 else
12 add vi to P t+1

13 end

14 end

15 end

Algorithm 1. A summary of classic Differential Evolution

an interesting alternative to the wide spread genetic algorithms that are designed
to work primarily with discrete encoding of the candidate solutions. As well as
GA, it represents a highly parallel population based stochastic search meta-
heuristic. In contrast to the GA, the differential evolution uses the real encoding
of candidate solutions and different operations to evolve the population. It results
in different search strategy and different directions found by DE when crawling
a fitness landscape of the problem domain.

3.1 DE for Fixed–Length Subset Selection

The DE for fixed–length subset selection, used in this work to solve the MINTB,
is based on the /DE/rand/1 version of the algorithm [22] and uses the tra-
ditional DE crossover and mutation operators. It translates the combinatorial
optimization problem into the continuous domain using an intuitive candidate
representation.

A candidate solution is in this approach represented by a real-valued vector,
c, of the size k. Each vector, c, is decoded into a set of k feature indices, B.
Every floating-point coordinate of c, ci, is in this process truncated and added
to B. If trunc(ci) already belongs to B, the next available feature that is not in
B yet is added to the subset.

This general nature–inspired fixed–length subset selection approach was pre-
viously employed to solve e.g. the p-Median problem [18] and the feature subset
selection problem [19]. In this work, it is used to address the MINTB.



122 P. Krömer et al.

1 B = ∅;
2 for i ∈ {0, . . . , k − 1} do
3 j = trunc(i);
4 while cj ∈ B do
5 j = (j + 1) mod k;
6 end
7 B = B ∪ {j}
8 end

Algorithm 2. Candidate vector decoding

4 Experiments

To evaluate the ability of the DE for fixed–length subset selection to solve the
MINTB, a series of initial computational experiments was performed. The exper-
iments were done over the well–known Sioux Falls road transportation network.
It is a network with 24 nodes that is often used to evaluate novel MINTB algo-
rithms [23]. For simplicity, the toll amount was considered as the be solely the
travel cost and only a single commodity and one tariff level were assumed. The
experimental evaluation was conducted for 5, 10, and 15 tollbooths, respectively.

The DE was the traditional /DE/rand/1 version of the algorithm with pop-
ulation size 100, scaling factor, F , and crossover probability, C, equal to 0.9, and
the maximum number of DE generations set to 1,000. The fitness function was
network congestion, Φ, computed according to [25] as

Φ =
∑
a∈A

la
S

ta

(
1 + βa

(
la
ca

)αa
)

, (5)

where S is the total sum of demands and la is the total flow on the arc, a.
Because the algorithm is stochastic, each experiment was repeated 31 times
independently.

Table 1. The congestion (fitness) in the Sioux Falls road network. Lower is better.

No. of
tollbooths

Fitness of randomly placed
tollbooths (avg. of 31
random placements)

Fitness

Min Mean Max

5 277.692 149.354 155.710 164.802

10 445.910 170.736 178.411 187.609

15 875.033 174.854 212.230 238.615

The results of the optimization are summarized in Table 1. The table summa-
rizes the average congestion (fitness) of 31 random problem solutions as well as
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the results of the proposed algorithm. It shows that the proposed novel approach
is indeed able to find reasonable tollbooth locations. For all three numbers of
tollbooths, the algorithm was able to evolve location assignments that improved
the congestion (i.e. fitness function) when compared with randomly placed toll-
booths. The average improvement was 46.22% for 5 tollbooths, 61.71% for 10
tollbooths, and more than 80% for 15 tollbooths.

The results are illustrated in Fig. 2, where blue dots represent the random
solutions, green line the average solution, found by the proposed approach, and
green area the interval between the worst and best solution found by the pro-
posed approach.

Fig. 2. The fitness of random problem solutions (dots) and evolved problem solutions
(lines). (Color figure online)

5 Conclusions and Future Work

This paper outlined a new evolutionary algorithm for the minimum tollbooth
problem. It is based on a recent differential evolution for fixed–length subset
selection and allows the use of this efficient metaheuristic for the MINTB. In
contrast to previous approaches, it uses a real–parameter optimization strategy
to address the MINTB which is a combinatorial optimization problem. Initial
computational experiments show that the proposed approach is feasible and can
evolve tollbooth location assignments with respect to the selected optimization
criteria.

Future work will include the evaluation of the proposed method on a more
complex MINTB variant (multiple toll levels, more complex travel costs, multiple
commodities etc.). It will be also studied on more MINTB instances and com-
pared to other existing heuristic and metaheuristic (especially nature–inspired)
methods for the MINTB.
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tion team to complete an instance in cross-organizational business pro-
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performers with specific skills and knowledge, and accomplish various
tasks by cooperation and collaboration of corresponding resource roles.
The team as a whole should focus on the overall comprehensive abil-
ity, which includes professional ability (PA) of members and cooperative
ability (CA) between them, instead of individual combat. To address
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1 Introduction

The cooperative model for socialized network has evolved from the interaction
among members within an enterprise to the cooperation among different organi-
zations. In actual practice, much work inside or outside organizations takes place
in teams, orderly teamwork is one of the guarantees to ensure the smooth opera-
tions and efficient completion of business. Therefore, it is very important to build
an efficient team with optimal resource allocation (ORA) to solve the cooper-
ative tasks scheduling issue in cross-organizational business processes (COBPs)
operation. In COBPs management, the resource allocation strategy is based
on the role or organization model to assign tasks from the adaptability and
usability of the resource allocation, and the consistency between roles and per-
formers [1,2]. Researchers address it from the perspective of teamwork using
service-based group-intelligence cooperative techniques. Such as, crowdsource
computing based on social networking [3,4] and expert social networks-oriented
team discovery [5,6]. However, the resource allocation issues for cooperative task
scheduling have been proved to be an NP-hard problem [7–9].

The traditional resource allocation requires only a group of roles and specific
performers who are qualified to perform various tasks, that is, the professional
ability (PA) of the performer (e.g. the skill level of completing the task) [10].
However, the success of a project depends not only on the PA of the perform-
ers, but also on the effective communication between the performers, and even
on the many factors such as the interests and political positions among part-
ners. Specifically, the better the inter-performers cooperative ability (CA) is, the
higher efficiency of execution between tasks performed by them is. So, in order
to optimize the execution performance of the team, some researchers utilize the
social relationships of the candidates to optimize team formation supporting
resource allocation of workflow task [8,11–15].

The social relationship between performers can be measured by the net-
work knowledge transfer, which provides a new perspective for human resource
management in modern enterprises [16]. So, social networks are an important
way to realize complex knowledge sharing across organizations [17]. Although
most of the existing works on the methods formed task team by considering
the social relationships among performers (e.g., the minimum communication
cost [9,11,14,15]), their goal is to maximize overall CA of team without con-
sidering whether their roles require collaboration and cooperation. If there is
non-cooperation between performers who have the powerful CA, it will result in
wasting productivity. So, it is necessary to consider the powerful CA between spe-
cific performers whose roles require collaboration and cooperation. While some
work has considered the impact of the performers social relationships and coop-
eration on the process operation [8,13–15], but they are limited to candidates
who possess the appropriate skills and have the same professional skills.

Actually, a performer can often be involved in multiple roles to complete
multiple tasks in COBPs, and whose PA is also an important influencing fac-
tor for task allocation. According to above, this paper will fully consider the
impact of the PA of performers and their CA on task allocation. Through the
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analysis of historical event log information, the performer’s PA and their CA
may be calculated out. Based on this, considering the interactive relationship
between collaboration tasks comprehensively, a combination optimization team
model that supports the cooperative tasks allocation in COBPs will be proposed.
Finally, the optimal solution can be obtained by using tabu search algorithm, and
a reasonable resource allocation strategy to address cooperative task scheduling
will be discussed.

2 Concepts and Definitions

2.1 Professional Ability (PA) of Performers

In COBPs, a task can be completed by multiple role users, and a performer
can also assume multiple roles to perform multiple tasks. For a specific task,
actually, different performers who are qualified to perform it may have different
PA. Thus, the PA of performer in completing a certain task is defined and the
specific description is as follows.

Definition 1 (The familiarity of performer). Given a set of performers P , such
that Pi : Pi ∈ P, i ∈ m, and tk : tk ∈ T, k ∈ n is a set of tasks T . Assume
that numb(pi, tk) represents the number of times task tk successfully executed
by performer pi, then the familiarity of pi with tk can be described as

fami(pi, tk) =
numb(pi, tk)∑

tk∈T numb(pi, tk)
(1)

Where, the larger the value of fami(pi, tk), the higher level of familiarity of
pi with tk is. Subject to

∑
tk∈T fami(p, tk) = 1 : ∀p ∈ P .

In actual practice, however, there may be more than one performer with the
same familiarity in specific domain. So, in order to select the best candidate to
complete task tk, we not only need to consider the familiarity of each performer
with the skills required for tk, but also the competitiveness of pi with respect
to other performers on tk should be considered. Then the competitiveness of
performer is defined as follows.

Definition 2 (The competitiveness of performer). Given a set of performers P ,
such that Pi : Pi ∈ P, i ∈ m, and tk : tk ∈ T, k ∈ n is a set of tasks T . Assume
that numb(pi, tk) represents the number of times task tk successfully executed by
performer pi, then the competitiveness between pi and other performers qualified
to complete tk can be described as

comp(pi, tk) =
numb(pi, tk)∑

pi∈P numb(pi, tk)
(2)

Where, the larger the value of comp(pi, tk), the more competitive of the
performer pi, and pi is more suit for the candidate performer set of task tk.
Subject to

∑
pi∈P comp(pi, t) = 1 : ∀t ∈ T .
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Considering that the familiarity of the performer in completing a task has a
positive correlation with his or her peers’ competitiveness, this paper utilizes a
multiplicative model to evaluate professional ability (PA) of pi in tk.

PA(pi, tk) = fami(pi, tk)comp(pi, tk) (3)

Where, the larger the value of PA(pi, tk), the greater the chance of that pi
is responsible for performing tk.

2.2 Cooperative Ability (CA) Between Performers

Based on our previous work [18], the social relationship between performers can
be calculated by using the handover of social network described as a weighted
directed graph as G = (P,E, SC). Where, P is the set of performers, E represents
the set of connected edges between vertices and SC is the weight set of connected
edge.

Definition 3 (The weight of social relations). Given the handover of social
network G = (P,E, SC) presented in [18]. Assume that the handover of work
between performers is successful, let numb(pi, pj) indicates the number of times
pi handed over to pj , then the weight of social relations between performers pi
and pj can be defined as

SC(pi, pj) =
numb(pi, pj)∑

pr∈P numb(pi, pr)
(4)

Where, the larger the value of SC(pi, pj), the smaller the cost of communi-
cation between pi and pj is, and subjects to

∑
pr∈P SC(p, pr) = 1 : ∀p ∈ P . It

means that the more opportunities for them to participate in teamwork.
For a team, however, it should consider the effect of skill overlap between per-

formers on cooperative interaction, in addition to their social relations. Because
of the complementary resources between performers, it will play a better synergy.

Definition 4 (The skill level similarity). Assume that different skills are required
for different tasks, i.e. how many types of tasks the performer completes represent
how many different skills they have. Given performers pi, pj ∈ P : i, j ∈ m∧i �= j,
and let T (pi) = {tk | tk ∈ T : k ∈ h → N+ ≤ n} is the skill set owned by pi.
Then the skill level similarity (SLS) between pi and pj is defined as follows.

SLS(pi, pj) =
| T (pi)

⋂
T (pj) |

| T (pi)
⋃

T (pj) | (5)

The lower SLS among performers is, the more types of tasks with minimal
dominant resources are accomplished, which realizes maximize resource utiliza-
tion. Meanwhile, it is also necessary to meet the minimum cost of teamwork
communication and to achieve the maximum working efficiency of team. Hence,
the cooperative ability (CA) between performers can be calculated by Eq. (6).

CA(pi, pj) = SC(pi, pj)[1 − SLS(pi, pj)] (6)
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Where, the larger the value of CA(pi, pj), the stronger the CA between pi
and pj is. It means that with relatively little communication cost, its integrated
resources cover a relatively wide range.

3 Optimal Resource Allocation (ORA) Model

A high-quality team is the core force for the development of organizations (such
as enterprises, departments, and working groups). The team as a whole should
pay attention to the overall comprehensive ability instead of individual com-
bat. For the members of team, of course, they should not only have personal
ability, but also need to have the ability to do their best in different positions
and coordinate with other members. Therefore, an efficient execution team for
cooperative tasks can be formed from the next three perspectives in COBPs.

3.1 ORA Model with the Strongest Professional Ability (TSPA)

Given a cooperative task set {tk ∈ T : k ∈ n} and candidate performer set
{pi ∈ P : i ∈ m}. The ORA model can be described as

Team1 = arg max
{pi∈P :i∈m}

∑

tk∈T

AkiPA(pi, tk) (7)

Subject to:

m∑

i=1

Aki = 1, k = 1, 2, · · · , n (8)

Aki ≤ Qki, 1 ≤ k ≤ n, 1 ≤ i ≤ m (9)

Where, when performer pi is assigned to perform task tk, Aki = 1, otherwise,
Aki = 0. If performer pi is qualified to perform task tk, then Qki = 1, if not,
Qki = 0. The constraint (8) means that every task tk must be assigned to exactly
one performer pi. The constraint (9) represents that the performer pi assigned
to perform task tk must be qualified to perform it.

The core idea of TSPA is to traverse all candidate performers who are qual-
ified to perform the task, and select the performer with the maximum PA to
complete each task in the cooperative task allocation. Finally, a team with the
TSPA will be assigned to perform the entire cooperative task. It means that
TSPA strategy is to search a set of candidate feasible solutions (i.e., a random
set of candidate performers) in performer domain by one-to-one matching with
tasks until a set of solutions satisfying TSPA is found. Its time complexity is
O(mn).
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3.2 ORA Model with the Strongest Cooperative Ability (TSCA)

As presented in [8], that is to say that the goal of this TSCA strategy is to
maximize overall ability of team by considering the CA between performers
whose roles require cooperation. Given a cooperative task set and candidate
performer set. The description of the ORA model is shown as

Team2 = arg max
{pi∈P :i∈m}

n∑

k,v=1

m∑

i,j=1

AkiAvjCTkvCA(pi, pj) (10)

Subject to:
m∑

i=1

Aki = 1, k = 1, 2, · · · , n (11)

Aki ≤ Qki, 1 ≤ k ≤ n, 1 ≤ i ≤ m (12)
Qki + Qvj − CPij ≤ 1, CTkv = 1, 1 ≤ k, v ≤ n, 1 ≤ i, j ≤ m (13)

Where, Aki = {0, 1} and Qki = {0, 1} are described above. If an cooperation
is required between tasks tk and tv, then CTkv = 1, if not, CTkv = 0. When
performers pi and pj are assigned to perform tasks tk and tv respectively, CPij =
1, otherwise, CPij = 0. The constraint (13) means that if there is an cooperation
between tasks tk and tv, then the CA(pi, pj) between performers pi and pj who
are qualified to perform these two tasks respectively within required constraints
(11) and (12), is the element of the target optimization function. So, TSCA
strategy needs to traverse the interactions between the cooperative tasks and all
the candidate performers.

The idea of TSCA is to pay attention to the CA between performers. It also
traverses all candidate performers who are qualified to perform the task, but it
assumes that all candidates are qualified with the same PA. Based on this, its
goal is to capture notions of CA (i.e., compatibility) between performers who
will perform the collaboration tasks, and obtain a group with maximizing overall
the CA to accomplish the entire cooperative task. Thus, its time complexity
O(m2n2).

3.3 ORA Model with the Strongest Integrative Objective (TSIO)

Improved ORA model based on TSPA and TSCA, denoted as the strongest inte-
grative objective (TSIO), in other words, it comprehensively considers both PA
of performers who are qualified to perform tasks and CA between performers
whose roles require cooperation, but it requires a trade-off between PA and CA.
Specifically, Given a cooperative task set {tk ∈ T : k ∈ n} and candidate per-
former set {pi ∈ P : i ∈ m}, then the optimization model of resource allocation
for cooperative tasks can be described as

Team3 = arg max
{pi∈P :i∈m}

n∑

k,v=1

m∑

i,j=1

AkiAvjCTkv[PA(pi, tk)+PA(pj , tv)]CA(pi, pj)

(14)
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Subject to:

m∑

i=1

Aki = 1, k = 1, 2, · · · , n (15)

Aki ≤ Qki, 1 ≤ k ≤ n, 1 ≤ i ≤ m (16)
Qki + Qvj − CPij ≤ 1, CTkv = 1, 1 ≤ k, v ≤ n, 1 ≤ i, j ≤ m (17)

Where, Aki, Qki, CTkv and CPij belong to {0, 1}, which are described in
Subsect. 3.1 and 3.2. Compared with TSPA, TSCA strategy, TSIO strategy pre-
sented in above fully considers the PA and CA among performers and utilizes
the combinatorial optimization method to address the cooperative task schedul-
ing, which is improved based on them. Obviously, TSIO strategy is basically
similar to TSCA strategy presented in Eq. (10), but it considers the impact of
performers with different PA on ORA and its time complexity is O(m2n2).

3.4 Comparative Analysis with Different ORA Model

In COBPs, tasks or activities are performed by various types of computing
resources (such as human resources, network resources, or applications, etc.)
in the scheduling resource model [2]. Where human resource refers to the per-
formers with specific skills and knowledge, to accomplish various tasks by coop-
eration and collaboration of corresponding resource roles. For the high-quality
teamwork, the performer’s PA and the CA with each other are very important
to the smooth and efficient of the entire business process execution.

The ORA model based on TSPA strategy only considers the performer with
maximum PA. When there is a need for interaction between tasks during business
execution, the powerful cooperation efficiency between performers can reduce the
cost of knowledge flow between them and reduce the duration of the services.
It means that good cooperation between performers can effectively improve the
efficiency of cooperative tasks. So, TSCA strategy is better than TSPA strategy.
But the TSCA strategy is assumed that all performers are qualified with the
same PA. Due to the difference in the cultural level and project experience of
each performer, in actual practice, there is a difference in their PA. In addition,
the role for a simple task do not need the highly qualified PA, rather, the role
of important positions requires professional performer, e.g., accountant.

Based on this, this paper improves the TSCA strategy for ORA model, which
quantifies the PA of each performer and constructs improved ORA model with
TSIO strategy. It not only considers the individual’s own PA, but focuses on the
CA among individuals. Compared with the TSPA strategy and TSCA strategy,
it is more in line with the modern enterprise human resource management model.

3.5 ORA Based on Tabu Search (TS) Algorithm

Based on our previous work [19], this paper utilizes the TS algorithm to solve
the resource allocation issue on cooperative task scheduling in ORA model based
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on TSPA, TSCA and TSIO strategy. For solving the ORA model, the data in
the Q, CT , PA and CA matrices can be taken directly from the historical event
log and calculated by the definitions described above.

The basic idea of the TS algorithm is to generate a feasible domain solution
for the current solution from an initial feasible solution. It may select a series
of specific search directions as a probe, to implement a movement that allows a
specific objective function value to change the most. In order to avoid falling into
the local optimal solution, the TS algorithm utilizes the tabu list technology to
record and select the process that has been optimized to guide the next search
direction. Furthermore, the results output the optimal solution, and give the
ORA strategy.

4 Experimental Analysis

To validate the proposed ORA algorithm for cooperative task, we utilize the
data sets of a real-life event log provided by BPIC 20121. This event log at hand
consists of 262,200 events. In the complete data set, 13,087 process instances
are found, which consisted on average of 20 events. There are a total number
of 36 event classes (i.e. tasks), with a total number of 69 resource. In the data
pre-processing, the input event log results in a total of 244,190 noiseless activity-
supporter pairs, which includes 24 tasks and 68 resources with no repetition.

Receiving
(Customer Staff)Start

Validating
(Reviewer)

Settlement
(Evaluator)

Approving
(Manager)

Payment
(Accountant) End

Fig. 1. A simple insurance business model for claim process.

According to the simulation experiments, we will present the comparative
analysis of the rationality of the cooperative tasks scheduling in COBPs from
three strategies: TSPA, TSCA, TSIO. Since the data set is anonymized to pri-
vate data, it is assumed that the data set contains the insurance business claim
process, as shown in Fig. 1.

Figure 1 is a simple insurance business claims process that includes receiving,
validating, settlement, approving, and payment. Where the solid line indicates
the business logic relationship and the dotted line indicates that the cooperation
between roles is required in performing tasks. From Fig. 1, we utilize binary
numbers to describe the cooperative relationships between tasks. Specifically, 1
represents handover of work, 0 indicates no handover.

By analyzing historical event logs, 10 qualified candidate performers involved
in this business process are obtained. Next, we extract 1000 complete execution
1 http://www.win.tue.nl/bpi/doku.php?id=2012:challenge&redirect=1id=2012/

challenge.

http://www.win.tue.nl/bpi/doku.php?id=2012:challenge&redirect=1id=2012/challenge
http://www.win.tue.nl/bpi/doku.php?id=2012:challenge&redirect=1id=2012/challenge
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procedures as input for this experiment and calculate the PA between tasks
and performers and the CA between performers. In the following, we will utilize
the TS algorithm to address the cooperative tasks scheduling issues from three
perspectives presented in Sect. 3, and the details of optimal resource allocation
are as follows.

Fig. 2. Team performance in different ORA solutions.

(1) If ORA strategy only requires that the team members have the strongest PA,
then TSPA allocation strategy can be obtained by Eq. (7). The result is shown as
Team11 = {Receiving: 10910; Validating: 10939; Settlement: 10931; Approving:
10932; Payment: 10881}, and the PA of Team11 (denoted as PAoT) is 4.4 as
shown in Fig. 2. Meanwhile, the CA of Team11 (CAoT) can be calculated by
using Eq. (6), its value is 3.5.

(2) According to the Eq. (10) presented in [8], the optimal solution of TSCA
allocation strategy is shown as Team21 = {Receiving: 10912; Validating: 10932;
Settlement: 10931; Approving: 10912; Payment: 10899} whose value of CAoT
is 4.6 and the PAoT is 3.6. Note that the performer 10912 in Team21 serves
two roles as customer and manager respectively. However, when an organization
addresses tasks scheduling from roles perspective, it is impossible an enterprise
to allow a manager to work full-time as a customer service agent. In addition,
when enterprise resources are in short supply, an individual is also not allowed
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to appear in multiple organization within across organizations. So, Team21 does
not accord with the enterprise human resource management model.

Fortunately, we find two satisfactory resource allocation strategies qualified
for resource management model in the suboptimal solution, which are Team22

= {Receiving: 10910; Validating: 10939; Settlement: 10932; Approving: 10912;
Payment: 10899} and Team23 = {Receiving: 10912; Validating: 10939; Settle-
ment: 10932; Approving: 10910; Payment: 10881}. As shown in Fig. 2, they have
the same CAoT with the value at 4.5. But the value of their PA is different,
and the result is 3.7 and 3.6 respectively. If the ORA issue of cooperative task is
analyzed from the perspective of teams PA, then Team22 is better than Team23

for cooperative tasks (because of 3.7 > 3.6). Compared the team strategy with
TSPA, Team21, Team22 and Team23 have strong CA, but their PA is somewhat
inadequate, while the CA of Team11 is relatively poor. From the above analysis,
the optimal team supporting cooperative task scheduling is Team22.

For the suboptimal solutions, there are multiple optimal teams with the same
CAoT as Team22 and Team23, such as Team24 = {Receiving: 10910; Validat-
ing: 10939; Settlement: 10932; Approving: 10910; Payment: 10881}, Team25 =
{Receiving: 10912; Validating: 10939; Settlement: 10932; Approving: 10912; Pay-
ment: 10899}. But they are contrary to human resource management model in
the modern enterprise, just like Team21.

(3)To balance the impact of team members’ PA and CA on tasks scheduling, we
propose TSIO strategy presented in Eq. (14). Furthermore, the optimal solution
of ORA model based on TSIO strategy can be obtained, which is shown as
Team31 = {Receiving: 10932; Validating: 10929; Settlement: 10931; Approving:
10935; Payment: 10881}, and the value of its integrative objective (IOoT) is 6.7.
Similarly, the value of PA and CA of Team31are calculated by using Eqs. (3)
and (6), and their results are 3.9, 4.4 respectively, as shown in Fig. 2.

Compared with TSPA and TSCA strategy, we can see from Fig. 2 that its
comprehensive ability is stronger, such that IOoT31 = 6.7 > IOoT22 = 6.4 >
IOoT11 = 5.8. Meanwhile, it is easily to be seen that the PA of Team31 is better
than Team22 (3.9 > 3.7), and its CA is also better than Team11 (4.4 > 3.5).

In addition, the TSIO strategy is to assign performers with different capa-
bilities based on the roles required for different tasks. As shown in Fig. 3, the
PA of members in Team31 in their respective roles is in line with the modern
enterprise human resources management model. Specifically, customer service
personnel only need to record insurance business claims and do not need the
highly qualified PA, where, the performer 10932 in Team31 has the PA with the
value at 0.5. In contrast, the three roles of reviewer, evaluator and accountant
must require highly qualified people. Because, the first two roles are the review
and evaluation of materials to verify the true or false nature and the amount of
claims, and the last role is accountant that it is faced with enterprise financial
projects so to have highly qualified PA. The value of their PA are 0.8, 0.9, and
0.9 respectively. What’s more, the manager is the core role in this team, he/she
needs to approve, sign, and confirm the submitted materials, and also has the
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Fig. 3. The PA of performers in different ORA solutions.

ability to coordinate the team. So, the performer 10935 with the value of PA at
0.8 is selected as manager in Team31.

As shown in Fig. 4, moreover, it can be seen that when the task needs coop-
eration, the CA between 10935 and other members in Team31 is strong and the
values of their CA are all above 0.7. In Team22 formed by TSCA strategy pro-
posed by [8], however, the PA of performers 10932 and 10912 who are involved
in roles of evaluator and manager respectively is obviously insufficient, which are
0.5 and 0.6. What’s more, the CA of 10912 is lower than that of 10935 in the
position of manager. Thus, the performer 10935 is qualified to be competent to
department manager.

10932 10929 10931 10935 108810.7

0.5 0.8

0.9 0.7 0.8

(a) The cooperation and CA be-
tween performers in Team31

10910 10939 10932 10912 108990.7

0.8 0.6

0.8 0.6 0.7

(b) The cooperation and CA be-
tween performers in Team22

Fig. 4. Comparing Team31 with Team22 in CA.
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5 Conclusions

In this paper, we discuss the resource allocation issues for cooperative task in
COBPs and propose an improved ORA algorithm. Specifically, the contribution
of this paper is mainly as follows: (1) The PA of performers who are qualified
to perform the cooperative tasks and the CA between performers whose roles
require cooperation are calculated based on event logs information. (2) are effec-
tively described. According to the cooperative relationship between interactive
tasks, an improved team optimization model for cooperative task assignment is
proposed by combining the individual attributes (skills, competitiveness) and
social attributes (social relations, domain knowledge) of the performers. (3) We
comprehensively consider the adaptability of resource allocation and the col-
laborative cooperation among performers to optimize goal with maximizing the
integrative ability of team. Finally, the optimal solution is obtained by using tabu
search algorithm, which achieves the effective and reasonable resource allocation.
Furthermore, experiments show that the ORA model based on combinatorial
optimization effectively can address the issue of cooperative task scheduling in
COBPs, and it is suitable for resource management in complex large-scale social
network cooperative projects.

However, due to the multiple and complex factors involved in resource allo-
cation in COBPs management, our approach proposed in this paper does not
provide a complete solution and has also the limitation. In the future, we will
study the optimal cooperative tasks scheduling in COBPs from the perspective
of resource workload.
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Abstract. Vehicle to vehicle (V2V) communication can give us better
results by avoiding the major problems in road like collision of vehi-
cle, better route selection in case of traffic congestion etc. In this paper,
we propose a vehicular collision avoidance routing algorithm based on
V2V communication to deal with the issue of collision of vehicles in
urban scenarios. We first investigate vehicular collision cases at intersec-
tion, which is influenced by status of traffic light and driving state of
vehicle and determine alternative collision sets based on the remaining
time of traffic lights. Furthermore, we provide an information acquisition
method that takes into account priority of the driving state function and
formulize the collision detection. Moreover, by using Network Simulation
version 2 (NS-2), compared with Vehicular Ad-hoc on-demand Distance
Vector (VAODV), the algorithm proposed in this paper outperforms in
network throughput and message delivery time.

Keywords: Collision avoidance routing algorithm
Alternative collision sets · Driving state function
Collision time difference · V2V

1 Introduction

With the rapid development of economy and the constantly rising standard of
living, the number of private cars has increased sharply, which has brought a lot
of traffic problems, especially the traffic safety issue. According to World Health
Organization (WHO), about 1.25 million people worldwide lose their living in
traffic accidents each year [8]. In the urban scenario, especially, intersections are
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considered as high frequency areas for traffic accidents [3]. With the develop-
ment of wireless communication technologies and applications, Vehicular ad hoc
network (VANET) [11] is a candidate for improving the traffic conditions and
servicing to drivers and passengers. Therefore, combined with the advanced vehi-
cle network technology, it has attracted wide attention of researchers to propose
a method to solve the problem of vehicle collision by obtaining and sharing road
and vehicle information.

In the current research, many researchers have proposed corresponding meth-
ods to deal with the problem of vehicle collision in different application scenarios.
Benedetto et al. [1] applied telecommunications methodologies to road safety for
avoiding rear-end collisions. Huang et al. [4] presented a vector-based coopera-
tive collision warning system (VCCW) to deal with collision of vehicles on curve
road condition and improve the accuracy of warning. Li et al. [5] proposed a
time-to-collision (TTC) based vehicular collision warning algorithm under con-
sidering the traffic safety with the scenario of arterial road. The warning message
can be calculated and forwarded to vehicles through the road side unit (RSU)
device. Roy et al. [6] presented a protocol called VAODV to avoid the collision
of vehicles, which was a modification of AODV routing protocol. The proposed
protocol continuously checked the distance and speed of each vehicle. Thangaraj
et al. [10] analysed the performance of the proposed VAODV protocol and latter
extended for OSPF in different metrics.

Those researches mentioned above are efficient, but there are some challenges
to investigate vehicle collision at intersection. The conventional researches ignore
the impact of the traffic lights on vehicle collision and lack of analysis of alter-
native collision sets under different status of traffic lights. The contributions of
this paper are as follows:

– First, we investigate the collision of vehicles at intersection, and determinate
alternative collision sets based on the remaining time of traffic lights, which
can shrink the range of sending packets.

– Second, we provide a method which takes the priority of the driving state
function for next-hop selection and use the collision time difference of vehicles
to estimate the collision risk, which is greatly effective.

– Finally, we simulate collision detection, delay and throughput by using pro-
posed algorithm in this paper, which not only avoids collision of vehicles at
the intersection, but also has greater network throughput and shorter data
delivery delay.

2 System Model

2.1 The System Scenario

In our system, we suppose that the distance from vehicle to intersection can
be acquired, all vehicles are equipped with wireless communication device to
acquire the information about traffic light and vehicle. And in this paper, traffic
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Fig. 1. Illustration of traffic flow and collision (Color figure online)

lights are synchronized and green time is the same as red time regardless of the
yellow time.

The Fig. 1. illustrates the driving direction of vehicles and collision at the
single road intersection by considering the influence of traffic light. The green
and red arrow mean the driving direction of vehicles when the current traffic
light is green. Every intersection has four directions (e.g. East, West, South and
North). The vehicle has three behaviors which are turn-left, turn-right and going
straight crossing the road intersection. When the vehicle passes the intersection
according to the vehicular driving behaviors, it may collide with other vehicles
from different directions. As illustrated in Fig. 1, it may have 12 collision points
at intersection during a period of traffic light. As we can know that the driving
behaviors influence vehicular collision. Therefore, we will discuss alternative sets
of dynamic collision nodes on the basic of the driving behaviors.

2.2 Alternative Sets of Dynamic Collision Nodes

This part will be classified by the different driving behaviors of vehicles and the
status of traffic lights for each driving behavior to analyze alternative sets of
dynamic collision nodes. The alternative sets of dynamic collision nodes will be
given by the remaining time of traffic light. The vehicular collision may occur at
the intersection under the following scenarios.

Case 1: The host vehicle (HV) turns left across the road intersection.

In this case, it will be discussed when the status of traffic light is green on HV’s
direction. Because the HV can not pass intersection when the status of traffic
light is red. As shown in Fig. 2, the traffic light on latitude is green and the
longitude is opposite. The HV intents to turn left across the intersection and
the opposite vehicles may pass intersection by turning right or going straight.
When the opposite vehicle turns right, two vehicles travel on different paths,
but they have the same target path and pass the same point. When the opposite
vehicle goes straight, two vehicles have different target paths, but they meet at
the same point. The blue dotted oval is defined as the range of the collision node
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set SL = {no1 , no2 , . . . , noi |i ≤ N}, where N is the maximum number of vehicles
of collision node set. If the travel time of the node noi to intersection is less than
the remaining time of traffic light, the node noi will be a member of SL, and the
vehicle may collide with HV.

Fig. 2. Host vehicle on turn-left (Color
figure online)

Fig. 3. Host vehicle on straight (Color
figure online)

Case 2: The HV goes straight through the road intersection.

In this case, it will be discussed when the status of traffic lights is green on HV’s
direction. As shown in Fig. 3, the traffic light on latitude is green and the lon-
gitude is opposite. The HV goes straight through the intersection, the opposite
vehicles turns left and the vehicles on HV’s right side turn right across the inter-
section. The HV and opposite vehicles have different target paths, however, they
have the same junction when they pass the intersection. The HV has the same
target path with the vehicles on HV’s right side, and they have a certain proba-
bility of collision at one point of the intersection. In this condition, there are two
collision node sets located in different segments in Fig. 3, which are the opposite
collision node set SSO = {no1 , no2 , . . . , noj |j ≤ N} and the right collision node
set SSR = {nr1 , nr2 , . . . , nrk |k ≤ N} respectively. Therefore, the collision node
set can be expressed by SS = SSO

⋃
SSR in this case.

Case 3: The HV turns right across the road intersection

In this case, the right-turn vehicles are not affected by traffic lights, that is, no
matter whether the status of traffic light is green or red, vehicles can pass through
the intersection. There are different sets of collision nodes under different status
of traffic light.

Case 3.1 The traffic light is green

As shown in Fig. 4(a), the traffic light on HV’s direction (latitude) is green
and the longitude is red. The HV intents to turn right across the intersection.
The opposite vehicles turn left to pass the intersection. They have the same
target path and pass the same point. So, they will collide according to the
driving behaviors at intersection. The blue dotted oval is the collision node set
SRG = {ng1 , ng2 , . . . , ngm |m ≤ N} in this condition.
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Fig. 4. Host vehicle on turn-right (Color figure online)

Case 3.2 The traffic light is red

As shown in Fig. 4(b), the traffic light on HV’s direction (latitude) is red and the
longitude is green. And the HV can’t go straight and turn left except turning
right. And the vehicle on longitude can pass the intersection with going straight,
they will collide as they have the same target path and meet the same point.
The blue dotted oval is the collision node set SRR = {nr1 , nr2 , . . . , nrp |p ≤ N}.

The collision node set can be expressed by

SR =
{

SRG when the traffic light is green
SRR when the traffic light is red

Above, the range of collision node sets is analyzed according to the driving
behaviors and traffic lights at intersection, then we will calculate and compare
the time of the vehicle to intersection with the remaining time of traffic light to
estimate whether the vehicle is a member of the collision node sets. The time ti
of the vehicle i to intersection can be formulized by Eq. (1).

ti =
di
vi

(1)

Where di and vi represent the distance of the vehicle i to intersection and the
speed of the vehicle i respectively. The vehicle i will be regarded as a member
of collision node sets if the ti is no more than the remaining time of traffic light
Tlr. The maximum number N of vehicles in the blue dotted oval is

N =
Tlr · v̄

lv
(2)

where v̄ and lv denote the average velocity of vehicles and the average length of
vehicles in the blue dotted oval respectively.

2.3 Collision Detection

In this part, we will illustrate the collision detection with the difference of time
to collision point of two vehicles. As depicted in Fig. 5, there are two vehicles
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running along different directions and meeting in the red area, then the col-
lision will be occurred. Time to collision point (TTCP) and distance to colli-
sion point (DTCP) represent the time and distance from the vehicle to collision
point respectively. Before calculating TTCP and DTCP, we should determine
the collision point, which is a conflict point deduced by two vehicles’ trajectories
assuming that they will keep going straight [7].

Fig. 5. Illustration of vehicular collision Fig. 6. Illustration of grouping of vehicles

The TTCP can be calculated based on the DTCP and velocity of vehicle
which are obtained through the vehicle’s sensors by

TTCP1 =
DTCP1

v1
(3)

TTCP2 =
DTCP2

v2
(4)

where the v1, v2 are the velocity of vehicle 1 and vehicle 2. Therefore, the dif-
ference of time Td used to trigger the collision warning is estimated by

Td = |TTCP1 − TTCP2| (5)

The collision will occur at the intersection, when the Td satisfies Td < ε, where
ε represents the packets delivery delay in VANETs.

3 Collision Avoidance Routing Algorithm

3.1 Indexes for Next-hop Selection

In urban scenario, the road is usually straight or nearly perpendicular, so the
velocity vector of vehicle is depicted by using a Rectangular Plane Coordi-
nates System [9]. Vehicles are classified into four different groups based on their
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velocity vectors, which are expressed by unit vectors respectively, S1 = (1, 0),
S2 = (0, 1), S3 = (−1, 0), S4 = (0,−1) in Fig. 6. Let VA = (Vx, Vy) denotes the
speed of vehicle A, the vehicle A belongs to Group i, if VA · Si takes maximum
value. We set up the vehicle driving state function f(s, n, d) under the inspi-
ration of grouping thought, where s, n, d represent the source vehicle, neighbor
vehicle and destination vehicle respectively. Let f(s, n, d) denotes the relation-
ship of driving state between vehicles. When HV’s state, namely source node’s
state, is stateL or stateS , the driving state function can be defined by

f1(s, n, d) =

{
0 when s and n own different states
1 when s and n own same state

(6)

When the HV’s state is stateR, the driving state function can be given by

f2(s, n, d) =

{
0 when d and n own different states
1 when d and n own same state

(7)

The state function f(s, n, d) is a prior index of next hop selection. It is not
enough to just consider f(s, n, d) when more than one neighbor node makes
f(s, n, d) = 1. Hence, the distance between vehicles is a crucial factor for next
hop selection.

In this paper, assume that s(xs, ys) and n(xn, yn) are the coordinates of the
source vehicle and neighbor vehicle, respectively. The distance between s and n
can be expressed as

dsn =
√

(xs − xn)2 + (ys − yn)2 (8)

Considering the transmission delay, we choose the neighbor node owning the
maximum distance as relay node. The angle α = <−→sn,

−→
sd> is also a significant

factor besides state function and distance when f(s, n, d) is 0.

3.2 Algorithm Details

In order to preferably illustrate routing selection algorithm for collision warn-
ing at the road intersection, we investigate the process of delivering packets in
different scenarios in Fig. 7. on the basis of the driving state of vehicle. Further,
the scenarios are classified as two categories depending on whether the neighbor
vehicle has the same state as the source vehicle or destination vehicle. As shown
in Fig. 7, vehicle A and vehicle D(F) represent source node and destination node
respectively, other vehicles represent neighbor node.

When vehicle A turns left or go straight in Fig. 7(a), (b), vehicle B owning the
same driving state with the vehicle A is chosen as next hop node to relay packets
to destination node if there is only one neighbor vehicle owning the same state
with vehicle A in R of the vehicle A. If there are more than one vehicles owning
the same state with the vehicle A, neighbor node which owns the maximum
distance in R is chosen as relay node to transmit packets to destination node.
Hence, the prior transmission path of packets from source node to destination
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Fig. 7. Illustration of delivering packets in different scenarios

node is A → B → D in Fig. 7(a), when the vehicle A turn left. When the
vehicle A goes straight, there are two destination nodes (D and F in Fig. 7(b))
located in different collision sets. Therefore, two prior paths are A → B → D
and A → B → F respectively. In this condition, the vehicle B is used fully
to send packets to two vehicles at the same time. However, sometimes there is
no the vehicle owning the same state with source node in R, we may consider
alternative vehicle to be relay node to transmit packets. The alternative path can
be generated on the basis of the angle α and maximum of dsn. In Fig. 7(a), the
path A → C → D is a suboptimal path for transmitting packets to destination
node. In Fig. 7(b), the suboptimal paths A → C → D and A → E → F are
given for different destination nodes.

We will discuss the process of transmission of packets in different traffic light,
as the vehicle A is not affected by the traffic light when the vehicle A turns
right. In this condition, the vehicle B which owns the same driving state with
destination node (vehicle D) is chosen as relay node if only one neighbor node
owning the same state with vehicle D in R of vehicle A in Fig. 7(c), (d). When
more than one node owning the same state with destination node, the maximum
dsn is used for next-hop selection to relay packets to destination node. The
path A → B → D is priority used for transmission packets from source node
to destination node. There is no neighbor node which owns the same state with
destination node in R, alternative path is consider for transmission of packets on
the basis of the angle α and maximum of dsn. The suboptimal path A → C → D
is used for relaying the packets when the prior path does not exist.

Based on the discussion above, we outline the pseudo-code of next hop selec-
tion in Algorithm 1. Using Algorithm 1, the source node can obtain the infor-
mation of destination node in different scenarios such as vehicular ID, speed,
location and trajectory etc. and computes the time difference Td between source
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Algorithm 1. Next-hop selection routing algorithm
1: Notation:
2: s-source node, d-destination node, n-neighbor node, R-transmission range of vehicle

3: r-relay node, α-angle of −→sr and
−→
sd, f -driving state function

4: count-number of vehicle owning same state as s or d, state-travel state of vehicle
5: if d in R of s then
6: s relay packets to d to acquire information
7: else
8: Process: next hop selection
9: end if

10: Process: next hop selection
11: if states == stateL||states == stateS then
12: calculate f1 by Eq. (6)
13: f ← f1
14: else
15: calculate f2 by Eq. (7)
16: f ← f2
17: end if
18: if f == 1 then
19: if count == 1 then
20: add n as r, relay packets to r to acquire information
21: else
22: calculate the distance by Eq. (8)
23: add n of maximum distance as r, relay packets to r to acquire information
24: end if
25: else
26: if α ∈ [0, π

2
] then

27: calculate the distance by Eq. (8)
28: add n of maximum distance as r, relay packets to r to acquire information
29: else
30: carry the packets
31: end if
32: end if

node and destination node. Compare Td with ε to determine whether collision
will occur between source node and destination node. As show in Algorithm 2,
we briefly outline the pseudo-code of vehicular collision avoidance algorithm.

Algorithm 2. Vehicular collision avoidance algorithm
1: /*Initialization*/
2: Input: Acquired information about destination node
3: s calculates the difference of time Td by Eq. (5)
4: if Td < ε then
5: s sends warning message to d
6: end if
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4 Simulation

4.1 Simulation Parameters

The performance of our proposed collision avoidance routing algorithm is evalu-
ated by NS-2 [2] installed in Ubuntu 16.04. There are 3 nodes (10m/s−15m/s)
in our simulation scenario which is 600 × 500 m2. UDP and CBR are Transport
Agent and Application Agent respectively. The Queue length is 50 packets. The
simulation time lasts 40 s.

4.2 Simulation Results and Analysis

The simulation experiments are conducted for comparing with the performance
between the paper [10] and our method. In addition, we also simulate the vehic-
ular collision with or without V2V communication to verify our method.

Fig. 8. Collision without V2V communi-
cation

Fig. 9. Collision avoidance with V2V
communication

(1) Collision detection: we use simulation tool NS-2 to generate the moving
model of vehicles, whose speed is in range of 10 m/s–15 m/s. NS-2 produces
a trace file recording the information of packets and NAM file recording the
dynamic process of vehicles and packets. As shown in Figs. 8 and 9, they are
dynamic display windows to reveal the moving process of vehicles according to
NAM file. In two graphs, node 0, node 1, node 2 represent source node, relay
node and destination node. We simulate the moving process of nodes without
V2V communication in Fig. 8. As the simulation time constantly increases, node
0 and node 2 intersect gradually at the simulation time reaching about 24.62 s.
In other words, node 0 and node 2 may collide without V2V communication
when simulation time is 24.62 s.

The moving process of nodes with V2V communication is simulated to display
in the Fig. 9. Obviously, node 2 eschews node 0 at the same simulation time
24.62 s. Because node 0 can perceive the risk of collision and inform node 2
adjusting speed to avoid the risk of collision through the data packets. The
method proposed in this paper can effectively perceive the risk and then take
actions to avoid the risk of collision.
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Fig. 10. Throughput at different message
size of packets (Color figure online)

Fig. 11. Message delivery time at differ-
ent message size of packets (Color figure
online)

(2) Throughput [6,10]: as shown in Fig. 10, the graph of the network throughput
is given by comparing VAODV with our method at the different message sizes.
The blue curve with a circle and red curve with a triangle represent change of net-
work throughput of VAODV and our method respectively. The network through-
put is declining as message sizes increases, however, the network throughput of
the method in our paper outperforms that of VAODV.

(3) Message delivery time (MDT) [10]: the output curve in Fig. 11. represents
the comparison of message delivery time at the different message size in case of
VAODV and our method. The blue curve with a circle corresponds to the MDT
for VAODV and the red curve with a triangle corresponds to the MDT for our
method in this paper. With the message size gradually increasing, the curve of
MDT smoothly rises. However, the MDT of our proposed method is shorter than
that of VAODV.

Fig. 12. Packet delivery ratio at dif-
ferent message size of packets (Color
figure online)

Fig. 13. Average end-to-end delay
at different message size of packets
(Color figure online)

(4) Packet delivery ratio and average end-to-end delay [6,10]: those are two
important metrics of performance for vehicular ad hoc network. As shown in
Figs. 12 and 13, two graphs are displayed to account for the changes in the
successful packets reception and end to end delay at the different message sizes.
The output red curve with star in Fig. 12. gradually rises as the message size
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increases. The packet delivery ratio is close to 95%. The red curve with triangle
in Fig. 13. illustrates the behavior of delay with increasing message size. The
average end-to-end delay is less than 0.012 when the message size reach 1012.

5 Conclusion

In this paper, a collision avoidance routing algorithm based on V2V communi-
cation is proposed, which effectively solves the issue of vehicle collision at urban
intersections and improves driving safety. We investigate the collision of urban
traffic, classify the collision scenario according to the driving states of vehicles
and the status of traffic light. Alternative sets of dynamic collision nodes can be
determined by using the remaining time of traffic light. We establish an infor-
mation acquisition mechanism that takes priority of the driving state function
and uses the collision time difference of vehicles to determine whether there is a
collision risk between vehicles, thereby achieving collision avoidance. According
to the simulation results, the algorithm proposed in this paper can detect the
collision risk in advance and avoid collision. At the same time, compared with
VAODV, our algorithm has a greater network throughput and shorter message
delivery time. In future work, we will focus on research and improvement of
collision avoidance algorithms in urban environments.
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Abstract. Microwave imaging (MWI) based breast cancer detection has
attracted widespread attentions because it has great advantages of non-
ionization and low price. However, the current MWI systems require
huge and expensive hardware, and complex signal calibration and present
substantial challenges to the application of MWI system. For this reason,
the embedded MW imaging (E-MWI) method is proposed for breast
cancer detection. Firstly, the Software Define Radio (SDR) software is
implemented on an embedded platform to reduce cost and miniaturize
system. Secondly, an amplitude-based spatial domain confocal algorithm
is used in E-MWI system to simplify the system calibration by avoiding
signal phase acquisition. To verify the proposed method, experiments
platform is set up using the E-MWI prototype system and a liquid breast
phantom. The results show that the system successfully detects the target
with different sizes.

Keywords: Embedded MW imaging · Software Defined Radio
Confocal algorithm

1 Introduction

Non-refracting electromagnetic attenuation based on electromagnetic attenua-
tion has brought about a medical revolution through computed tomography
(CT). Currently, diffraction MW detection has triggered new interest in breast
cancer, brain stroke and even blood glucose detection due to its non-ionization
and low price [4,9,12].

Most current microwave imaging systems for medical applications are using
vector network analyzers (VNA) as the microwave transceiver to generate stable
ultra-wideband signals. But the equipment using the VNA is bulky and expensive
and is hard to be applied in emergency diagnosis and daily monitoring. To solve
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that, researchers have made a lot of efforts. Dedicated CMOS integrated circuit
for ultra-wideband microwave medical imaging is designed [2,14], but the early-
stage cost of CMOS circuit manufacturing is high. The Software Defined Radio
(SDR) implements the RF function blocks such as the modulator, waveform
generator, demodulator and signal processor in software instead of in hardware
and has advantages of fast development for signal processing module, and conve-
nient debugging and maintenance [6]. Recently SDR based MW medial system
has been adopted and greatly reduce the cost of the system [7]. But its versatile
SDR software is still running in PC/laptop platform, which is prevented the
microwave detection systems from being portable and wearable. In this study,
we design a low-cost embedded microware imaging (E-MWI) system in which
SDR software is transported to run on an ARM based microcontroller to control
the MW signal collection implemented in SDR hardware. Instead of using costly
and bulky VNA and PC/laptop, the presented E-MWI is not only convenient to
be used in empirical medical application, but also is easily embedded in wearable
MW based system and thus has good prospect for future application. On the
other hand, it is difficult to obtain a stable and continuous phase signal because
the phase is random and its very sensitive to device performance [7].

This paper is organized as follows: In Sect. 2, the hardware platform design. A
space-domain confocal algorithm is discussed in Sect. 3. Then, the E-MWI based
on experimental platform is introduced, and experimental results are discussed
in Sect. 4. The Sect. 5 part is the conclusion.

2 System Architecture and Implementation

The E-MWI home monitoring system for breast cancer detection is composed of
the embedded SDR based MW signal imaging (E-MWI) subsystem and the space
domain confocal algorithm based on MW amplitude signal subsystem running
on workstation as shown in Fig. 1.

Fig. 1. The architecture of the E-MWI home monitoring system for breast cancer
detection

The MW data acquisition is completed by wearable antenna array controlled
by RF switch and SDR hardware. The E-MWI system has adopted monostatic
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method that transmit and receive signals simultaneously with an antenna. When
a breast scan recorded begins, a short-duration excitation signal of stepped fre-
quency continuous wave (SFCW) is generated by SFCW routine and SDR soft-
ware running on top of Linux in ARM board. The stepped sine RF waves with
specific baseline offset is amplified and then input into an automated Nx2 switch-
ing matrix that selects each antenna as the transmitter and each antenna as the
receiver in turn. The signal is scattered off of the breast tissues, i.e., at all inter-
faces between complex breast tissue types, and is then collected by the selected
receiving antenna. The received MW signal is then digitized and the amplitude
extracted by the SDR and send to the workstation via Internet by network
interface integrated in ARM board. The workstation conducted the functions of
signal processing and image reconstruction. In practical use, the user starts MW
based breast cancer detection, download and check the diagnostic results made
by browse his history records by the application on his smart phone.

2.1 E-MWI Hardware System

The SDR hardware is mainly composed of RF transceiver, ARM processor and
UWB antenna. Details are shown in Fig. 2.

Fig. 2. The structure diagram of E-MWI hardware system

E-MWI RF Transceiver. The E-MWI radio frequency (RF) transceiver con-
sists of a transmitter, a receiver and a controller, which is implemented in a
FPGA chip to control the streaming and synchronization of transceivers to send
and receive wideband signals via the antenna. The transmitter includes a tun-
able amplifier, mixer, and an adjustable low pass filter. The receiver includes a
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low-noise filter, a tunable drive amplifier mixer and low pass filter. In E-MWI,
we choose AD9361 RF agility transceiver integrated circuit (RFIC) to transmit
excitation RF signal and receive the scatted MW signals with the operating
frequency in the 70 MHz to 6.0 GHz [1,3]. On the other hand, Spartan6 FPGA
supports 8-bit low-power 3.2G/s serial transmission and 1.2 V core voltage, which
is achieved fast transmission and low power requirements of wearable medical
devices. Then, a circulator connects Tx and Rx to collect the reflected signal, an
RF switch that allows transmitted signals and received signals simultaneously.
Moreover, USB3.0 controller and USB3.0 cable integrate the host’s power supply
and control, performs data acquisition at a very high speed.

E-MWI Controller Board. The typical setup for SDR is running software
on a computer to control the SDR hardware [11]. This approach works well for
many applications but it is inconvenient for a wearable medical device which is
implemented on PC/laptop platform. The single-board computers Raspberry Pi
has powerful performance with a 64-bit quad-core, 1.2 GHz ARM Cortex proces-
sor in a compact dimension of 85 × 56 × 17 mm. We choose tiny and powerful
Raspberry Pi to run GNU Radio. By using USB connectivity and the UHD
(USRP Hardware Driver) software, The GNU radio running on the Raspberry
Pi can control the RF transceiver to complete the transmission and reception of
the MW signal.

Ultra-wideband Antenna. The suitable microwave band for the breast cancer
MW detection is reported as 1.5 GHz–6.0 GHz [10]. In our experiment platform,
a vivaldi antenna is fabricated and shown in the lower middle of Fig. 3, the geo-
metric parameters of the antenna structure are: length 105 mm, width 90 mm,
and thickness 1.28 mm. The antenna return loss is measured by the vector net-
work analyzer is compared with the result of simulation, as shown in Fig. 3. The
measured operating frequency is 3 GHz to 5 GHz along the boresight direction.
The return loss of the antenna is less than −10 dB in the operating bandwidth,
it is fully in line with the standards for antenna production.

2.2 E-MWI Software System

SDR Software. The SDR software provides signal processing blocks to imple-
ment radio functions in software. It can be used with specialized radio hardware
to capture, analyze, and transmit signals created in software on radio frequen-
cies. We choose the GNU Radio to manipulate the SDR hardware to send and
receive MW signals and perform the required signal processing. The GNU radio
needs to run on specific Linux version, so it is important to configure the OS on
the embedded board.

Embedded OS. Because GNU Radio generally runs on Linux system and
the USRP driver UHD (USRP hardware driver) only supports the Linux, the
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Fig. 3. Reflection coefficient curve of the simulation and measurement

operating system is definitely Linux. In order to make Ubuntu compatible to the
Raspberry board, we chose an extended version of Ubuntu Linux 16.04. Firstly,
this version has its kernel compiled for the Raspberry CPU, so it saves our
work to compile the kernel. This is very important for the GNU Radio internal
compiler, because GNU Radio built-in compiler is designed for the X86 hardware
platform itself.

SFCW Transceiver. Stepped frequency continuous wave (SFCW) is widely
used detection waveform and can be synthesized to wide band signal. A SFCW
transceiver routine is designed written in Python in GNU radio, which is com-
posed of a Tx block and a Rx block. The block diagram of the SFCW transceiver
based on GNU Radio is shown in Fig. 4. The Tx block is a Signal Source con-
nected to a USRP sink, the Rx block is designed using USRP Source, Stream
to Vector, FFT, the three modules are connected in order. Then, a match filter
is used between the received signal after FFT and the transmitted baseband
signal. Finally, the data is transmitted through UDP Client to workstation. The
single tone waveform of SFCW consists of a baseband signal with amplitude and
sampling rate, from signal source block connected to USRP sink with Carrier
Frequency. The SFCW transceiver is further modified to change the carrier fre-
quency with a step frequency. The received power of SFCW depends on the Tx
gain and Rx gain. The received signal stored in the disk of workstation.

3 Imaging Algorithm

3.1 Signal Processing

N is the number of antenna positions (ra1, · · ·, ran , · · ·, raN ) as shown in Fig. 1,
the E-MWI adopted (fL, fH) frequency bandwidth with M frequency points.
Then, the frequency domain amplitude data, Sn, of nth antenna position col-
lected by the E-MWI can be represented by the following vector.

Sn = [sn (f1) , · · ·, sn (fm) , · · ·, sn (fM )] (1)
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Fig. 4. The block diagram of the SFCW transceiver

Where fm = fL + (m − 1) · fH−fL

M−1 ,m ∈ [1,M ] is mth frequency point.
For imaging, the data Sn is converted into space domain signal. First, we
created a space computing domain D ∈ (dL, dH) and discrete I equal parts:
(d1, ..., di, ..., dI), and get the following frequency-space conversion operator.

W =

⎡
⎢⎣

jkb (f1) d1 · · · jkb (fM ) d1
...

. . .
...

jkb (f1) dI · · · jkb (fM ) dI

⎤
⎥⎦ (2)

Where kb (fm) = 2πfm

c is the spatial wave number, c is free space speed of
light. Second, a hamming window is used to attenuate signals on both sides to
avoid oscillations in the space-domain.

H = [h (f1) , · · ·, h (fm) , · · ·, h (fM )]T (3)

Finally, the spatial signal can be obtained by the following expression.

Γn = exp (W ) × (Sn. × H) (4)

Where Γn is the space-domain signal of the nth antenna. The received data
contains effective clot reflection signals, but also more strong interference at the
skin layer. The energy of these interfering signals is much stronger than that
of the tumor, which makes it easy to get artifacts. Therefore, using rotational
difference method to eliminate skin interference and common background noise.

Δn =
{

Γn − ΓN , n = 1
Γn − Γn−1, n �= 1 (5)

Where Δn is the spatial domain signal difference value of two adjacent anten-
nas, when n = 1 the difference between the first antenna and the last antenna.
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3.2 Image Reconstruction

The imaging target area is divided into UxV pixels, and the coordinates of
the center point of each pixel in the cartesian coordinate system are defined as
(xu, yv). Assume that the suspicious point of the tumor is located rs = (xp, yq).
According to [8], calculate the distance from the radiation to the suspicious point
of each antenna’s electromagnetic wave.

γn = min
(‖ran − ξ‖ + ‖rξ − rs‖ · √

εbavg

)
(6)

Where ξ is a point on the breast boundary, and εbavg the average dielectric
constant of normal breast tissue, which is calculated by the following formula.

Then, the antenna signals of the entire circle array are coherently accumu-
lated and calculated and got the reconstructed image.

im (xp, yq) =
N∑

n=1

dI∑
di=d1

Δn · 2γn (7)

Where im (xp, yq) is the image intensity of suspicious point (xp, yq). The
results of all antenna responses at the suspicious point have a large sum of
coherence and a large concentration of energy. Then, calculating the value of
each point rs on the entire breast. And normalize the result with respect to
the maximum value, produce a continuous color image by drawing. The high-
intensity color indicates the location of suspected tumor points in the breast.

4 Experimental Setup

The simple liquid breast phantoms are created from a mixture of glycerol, peanut
oil and water. According to paper [5,13], the dielectric constant of human breast
tissue should satisfy the first-order Debye model εb (f) = ε∞ + Δε

1+j2πfτ , the
average dielectric constant of normal tissues ranges from 4.2 to 4.9, and the
tumor tissue is 58–68 at 0–5 GHz. Hence, we constructed two different mixtures:
a mixture with an average dielectric constant of εbavg = 45 is packed in a series
of graduated cylinders, another mixture with an average dielectric constant of
εtavg = 65 is mounted on a large glass beaker with radius of 66 mm, thickness
of 1.4 mm and height of 190 mm. Then, we inserted the graduated cylinders into
the large glass beaker. Finally, we placed them all on the rotating test platform,
and can simulate the different size of the tumor in the breast by adjusting the
different size of the graduated cylinders in the glass beaker.

4.1 Data Acquisition

Our microwave experiment system has been described in detail in Sect. 2 and as
shown in Fig. 5.

We are explored the bandwidth between 3.0 GHz and 5.0 GHz, in 3.0 MHz and
used monostatic configuration mode to synthesized the array signal by rotating
the platform, and the distance between the antenna and the glass beaker is
4 mm. We obtained N measurements by rotating the platform in

(
360
N

)◦ steps,
the acquired data of N = 32 with cylinders radius is 12.5 mm as shown in Fig. 6.
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Fig. 5. The experiment platform of E-MWI

Fig. 6. The data acquired in experimental platform and each curve is the data of the
nth antenna
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4.2 Experimental Results

The images we obtained after running the amplitude-based confocal algorithm
on the acquired data are reported in Fig. 7. The red dashed circle identifies the
actual target, while the shaded hue highlights the scattering point detected by
the E-MWI.

Figures 7(a) and (b) refer to the case where the radius the measuring cylinder
embedded in the large beaker is 12.5 mm. Figures 7(a) and 7(b) are obtained
with antenna number N = 16 and N = 32, respectively. In both case, the
tumor can be detected by the constructed image. However, the target offsets
more from the actual position in Fig. 7(a) than in Fig. 7(b) an it shows that the
positioning is more correct with more antenna. Figure 7(c) and (d) are obtained
with cylinder radius of 10 mm, and with the number of antennas N = 16 and
N = 32, respectively. We can find the similar phenomenon still exists. In the
above two examples, the E-MWI system can correctly detect the existence of
the tumor.

Fig. 7. Image obtained with E-MWI, (a)–(b) 12.5 mm radius cylinder, (c)–(d) 10.0 mm
radius cylinder (Color figure online)
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5 Conclusion

We designed a simplified and low-cost E-MWI system for breast cancer detection
by integrating SDR software into an ARM embedded processor instead of PCs.
Moreover, the amplitude-based space-domain confocal imaging is adopted to
further simplify both the system hardware and signal acquisition. Finally, our
experimental results show that the system is able to correctly detect whether
the target exists and gives a position and approximate size with frequency band
in 3.0 GHz–5.0 GHz and 32 antennas.
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Abstract. Misinformation diffusion on network and its adverse effects
are stimulus factors in designing efficient immunization strategies. We
aim to study the node inoculation in the network which is exposed to
nonlinear rumor propagation. In order to delimit the contagion on net-
work the group based centrality is considered to order nodes according
to their positional power and functional influence in the network. In the
process of propagation dynamics, the strength of a node can be deter-
mined by the aspect of its connectivity to the other nodes in the network
and the flow of contagion through edges depends on the strength of its
two end nodes. Therefore, it is pertinent to study effect of immunization
on network when misinformation propagation varies with tie strength
between nodes. This paper considers degree dependent node strength
which varies for every contact and determines nonlinear infectivity on
the network. The competence of our proposed method can be estab-
lished on empirical data sets which determines its adequacy to delimit
rumor spread.

Keywords: Node inoculation · Nonlinear rumor propagation
Node strength · Group based centrality

1 Introduction

A large range of real world complex systems can be characterized as the complex
networks of its components as nodes and their relationships as links. Dynamics
associated with these networks can be studied as the topological evolution of
networks under node-link dynamics and spreading on the networks as events
of epidemic outbreak, opinion formation, rumor spread and viral marketing [6].
Investigating the dynamics of spread and the control of spread on complex net-
works has gained a momentous recognition in recent years due to its significance
in finding assistance to the threat of propagation of virus, rumor or any mis-
information over the network [15]. Modeling epidemiology plays an imperative
role to design compelling control strategy and as a possible solution to these
challenges. The SIR [6] spreading model is predominantly used to introduce
rumor propagation on complex network. The recognized rumor model by Daley
and Kendall (DK) [3] and another derived model by Maki-Thompson (MK) [10]
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have been the most general framework to investigate rumor-spread and its math-
ematical model on the networks. In this framework of rumor model, the network
nodes are divided in one of the three states as ignorant (who has not notices the
rumor yet), as spreader (who has confronted rumor and can spread that) and
as strifler (who has confronted the rumor and choose not to spread that).The
spreading can be characterized from initial sources to the neighboring nodes fol-
lowing Interactive Markov Chain (IMC) framework in the network. The nodes
in network communicate among themselves and follow state transitions under
the consequences of infecting rate λ, stifling rate σ, and recovery rate δ, which
follow probabilistic behavior. In DK model when a spreader meets an adjacent
ignorant, the ignorant transits state to spreader with probabilistic rule λ and
when a spreader confronts another spreader or another stifler, the initiating
spreader transits its state to stifler with probabilistic rule σ. In MK model an
initiating spreader changes its state only when it meets an adjacent spreader
and becomes stifler. Nekovee et al. [13] suggested that particular node spreader
can stop spreading exclusively with recovery rate δ and transits to stifler state.
Singh and Singh [19] considered a model where the state transition rates λ and σ
varies for every contact and depends on interacting nodes. In general, there are
two aids of controlling the transmission of rumor or misinformation: one method
deals with transfiguring the network topology [14] and other is to mediate inter-
vention strategies such as random and target immunization [16]. The process of
immunization challenges the spread propagation on above defined rules and aims
to design possible control strategy against rumor contagion. Targeted immuniza-
tion is the control strategy to select nodes and inoculate some fraction of it to
prevent further outbreak. There are different centrality measurements that rank
the nodes and identify them for immunization scheme. The prevailing topology
based centrality methods are based on degree, betweenness, closeness, eigenvec-
tor centrality etc. These methods are based upon individual characteristics of
the nodes however group based centrality introduced by Everett and Borgatti [4]
considers the ensemble effect of the criteria effectively for a set of nodes formed
as group. The group based centrality provides a measure as combined effect of
the participating entities (nodes here) in the group. In this paper, we aim to
study the spread mitigation built on group based centrality on nonlinear rumor
spreading model. A game theoretic formulation of Shapley value redivides the
group based centrality among nodes as a function of its marginal input to the
all possible groups. Our recently proposed metric SVIDA (Shapley Value based
Information Delimiters in adaptive formulation) [17] is a group based central-
ity measure which can effectively immunize the network against contagion set
up on SIR spreading model. In the present work we propose to investigate the
effect of immunization based on SVIDA on nonlinear spread of misinformation
propagation [19] build upon the tie strength as a function of the degrees of two
end nodes.

In the subsequent Sect. 2 related studies are reported. Section 3 introduces
group based centrality and describe its efficient computation. A nonlinear rumor
spread model which determines the non-constant rate of states transition is



164 C. Saxena et al.

described in Sect. 4. Section 5 points up evaluation metrics and experimental
setup. Section 6 reviews the performance of proposed centrality in regards to
existing methods using empirical data sets and Sect. 7 concludes the paper.

2 Related Work

Node immunization targeted to inhibit rumor or misinformation propagation in
the network is to determine and amputate a set of nodes based on their impor-
tance in the network. A considerably effective criteria is to select immunization
strategies based on structural importance of the nodes on various norms, such as
degree and betweenesss. The degree based immunization strategies categorically
select nodes based on the number of its immediate neighboring nodes [11]. It
can be grouped based on selecting leaps of the neighbors and can be divided
further based on targeted immunization [16] and based on acquaintance immu-
nization approaches [2]. Other nodes importance metrics such as k-core [1] rely
on the importance of nodes topological location and eigenvector centrality [7]
is based on influences of neighboring nodes. However these criteria are impor-
tant to ascertain the nodes structural features, but they do not aim to set up
optimal solution to the issue of node immunization for information delimita-
tion. Whereas, SVID [17] aims to assign nodes rank based upon its target role
in immunization. The community based strategies [21] rely on community level
structural information to detect leading nodes for immunization objective. With
known structural information of nodes on community level, a balance of bridging
and hub score is assigned to the nodes based on their inter and intra community
connections. For network with non overlapping community structure connector-
hubs can be detected using community level information [5]. For network with
overlapping community structure with information of overlapping nodes among
communities, the immediate neighbors of these nodes in communities [8] are
expected to be community hubs and can be selected for immunization targets.
Other analogous approaches to node immunization are based on spectral theo-
retic technique in graph [20] and dynamic activities of the nodes [9].

3 Group Based Centrality

The group based centrality (SVID) [17] targets to the issue of information delim-
itation in complex network. It is based on the game theoretic solution concept
of Shapley value in cooperative games. This session introduces an overview of
Shapley value [18] concept and its efficient computation for information delimi-
tation problem. The Shapley value based coalition game is defined on the graph
G having N = {p1, p2...p|N |} set of players of game and ϑ : 2(G) → R denotes
characteristic function which signifies the value created as a result of the nodes
unions C formed where C ⊂ N with ϑ(∅) = 0. A game for coalition N and char-
acteristic function ϑ is defined as a tuple 〈N,ϑ〉. We denote a graph G with V (G)
and E(G) as nodes and edges respectively, where coalition C of nodes as players
of game denotes any subset of V (G). The main exploration of Shapley value is
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to assign the dividend attained as value created by group (coalition) formed to
individual players or nodes. This is achieved by the criteria of marginal contribu-
tion in Shapley value as weighted average of payoff for a player that participates
in all possible groups formed.

3.1 Shapley Value

The Shapley value of a player pi is the marginal contribution that it makes to
all the possible coalitions C given by:

Θ(pi) =
∑

C⊆N\{pi}

|C|!(|N | − |C| − 1)!
|N |! [ϑ(C ∪ {pi}) − ϑ(C)]

The Shapley value fulfills the criteria of efficiency, symmetry, null player
and additivity as explained in [18]. Next, we define estimated computation of
the game (SVID) for information delimitation formulated on the concept of
probabilistic approach of the solution as proposed by Michalak et al. [12].

3.2 SVID

We observe the game on unweighted and undirected network. The rationale
behind objective criteria for the game of information delimiters is to find those
players (nodes) whose elimination could increase the short term distances among
remaining nodes of the network or decrease the count of distinct paths among
nodes. Lesser the common neighborhood overlap, lower would be the possibility
of alternative paths among nodes and increased distance among nodes would
make infection die out quickly and this target could be achieved if we are aiming
to find hubs and connector nodes. For any coalition C a node u would marginally
contribute a neighbor v: in case one u, v are present in different connected com-
ponent of the graph and have they have no neighbors in common, in case two
both are connected and have an edge in common with K neighbors overlap. In
case one the marginal contribution is 1 for the other case we define the probabilis-
tic approach to find the desired number of permutations for such contribution.
The precondition for node u is to join the coalition before its neighbor v and all
the common neighbors of u, v must join after them. Therefore for K common
neighbors between two nodes u and v, the requirement for positive contribution
of node u to node v can be devised with given estimation of Shapley value:

Θ(v) =
∑

neighborsv

1
(K + 1)(K + 2)

(1)

Where K = neighborsu ∩ neigbhorsv and nodes u and v are linked by an
edge. The above estimate of Shapley value can be established with following
explanation:

(1) If we select K+2 positions in the line-up of v and u and their common
neighbors K from a nodes N . The number of such selection can be done in
NCK+2 ways.
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Algorithm 1. SVID Adaptive algorithm
Input: Unweighted, undirected graph G(V, E)
Output: Shapley values of all nodes

1 for each edge e ∈ E(G) do
2 Remove the edge e connecting u and v from G
3 Sv ← Nodes reachable from v upto one hop
4 Su ← Nodes reachable from u upto one hop
5 K ← |Sv ∩ Su|
6 Θ(u)+ = 1

(K+1)(K+2)

7 Θ(v)+ = 1
(K+1)(K+2)

8 delimiters ← 0; A← 0; k ← no. of top nodes
9 for 1 to k do

10 if not all nodes are immunized then
11 top nodes ← argmaxv/∈delimetes{Θ(v)}
12 delimiters ← delimiters ∪ {topnodes}
13 A←A∪{topnodes}
14 for each u ∈ Ntopnode(G) do
15 v ← Nu(G)
16 for each edge(u,v) and K← |Su ∩ Sv| do
17 Θ(v)− = 1

(K+1)(K+2)

18 else
19 select a node i /∈ A with highest Θ(i) and add to A

20 return (A containing top k delimiters)

(2) u and v are to join the coalition prior to their common neighbors, therefore K
picked positions are for common neighbors along with two positions occupied
by u and v before them. K! is such number of selections.

(3) The remaining components can be appointed in (|N | − (K + 2))! ways.
(4) Total number of corresponding permutations are:

NCK+2 (K!) (|N | − (K + 2))! =
|N |!

(K + 1)(K + 2)

(5) The likelihood of occurrence of one of such permutations is 1
(K+1)(K+2)

SVIDA (Algorithm 1) is a motivating criteria for immunization as it gives highest
scores to the bridge nodes who has no or less edges among its neighbors therefore
1/(K + 1)(K + 2) takes up maximal value. It also tend to value hub nodes as
well due to aggregated sum of neighbors contributions to the score. We consider
the adaptive version of the Shapley value and remove the neighboring nodes
of the target nodes selected with their contribution to the values of the top
ranked target nodes. The Shapley value formulated as given in [17] assigns high
rank order for the target nodes selected for immunization and adaptive SVID is
entitled as SVIDA.
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4 Nonlinear Rumor Spreading Model

We consider to investigate the rumor spreading model with non linear propaga-
tion of infection and stifling interactions of the nodes based on degree dependent
edge strength proposed in [19]. In classical SIR model on the nodes population
of network considered for rumor propagation, nodes are in one of the three state:
ignorant, spreader and stifler. The ignorant node changes its state to spreader
when it communicates with adjacent spreader at rate λ. The spreader node
changes its state to stifler when it communicates with stifler neighbor at rate
σ. The spreader node can change its state to stifler when it communicates with
adjacent spreader at rate σ. The spreader node can also change its state to sti-
fler according to rate δ. The rumor propagation and nodes interactions can be
explained from Fig. 1. Considering expected values of ignorant, spreader and sti-
fler population in the network at time t with degree k as: Ik(t), Sk(t) and Rk(t).
We analyze time evolution density for ignorant, spreader and stifler at time t
with degree k as:

ik(t) =
Ik(t)
Nk

; sk(t) =
Sk(t)
Nk

; rk(t) =
Rk(t)
Nk

Where Nk is number of nodes in the network having degree k and ik(t) +
sk(t) + rk(t) = 1 holds true for degree k at time t. Considering complex net-
works to formulate interactive Markov chains with following set of differential
equations:

dik(t)
dt

= −k ik(t) ω1(t)
φ(l)

l
λlk, (2)

dsk(t)
dt

= k ik(t) ω1(t)
φ(l)

l
λlk − k sk(t) ω2(t)

φ(l)
l

σlk − δsk(t) (3)

drk(t)
dt

= k sk(t) ω2(t)
φ(l)

l
σlk + δsk(t) (4)

Where ω1(t) =
∑

l

P (l|k) sk(t) and ω2(t) =
∑

l

(sk(t) + rk(t))P (l|k).

The network here considered to have no degree-degree correlation and P (l|k)
is the conditional probability for a node with degree l to connect with a node
with degree k which is proportional to lP (l)

〈k〉 , where P (l) denotes the degree distri-
bution and 〈k〉 stands for mean degree of the network. The rumor spreadness of
a node is considered as a function of its degree and given by φ(k) = kα, where α
is a infectivity parameter and grows with degree k. It determines that a spreader
might contact with kα adjacent nodes in a time interval, where 0 < α � 1. The
spread transmission rate λlk is inconstant unlike λ and regarded as a function
of connected nodes with degree l and k. Where λlk = λ kβξ and ξ = 〈k〉

〈k1+β〉 .
The transmission exponent parameter β determines the inconstant nature of λlk

such as: for β > 0 the higher degree neighbor receive the rumor, for β < 0 the
lower neighbor receives it and for β = 0 the transmission of rumor is indepen-
dent of nodes degree. Similarly, the stifling rate σlk also varies and with degrees
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Fig. 1. Rumor propagation model

Fig. 2. The population density of ignorant, spreader and stifler with time, for sim-
ulation of rumor dynamics on DBLP-cite data set with tuning parameters α = 0.1,
β = 0.9 and α = 0.9, β = 0.1, other parameters λ = 0.75, σ = 0.15, δ = 0.10 are same
for both simulations.

of contacting nodes l and k. The population density of ignorant, spreader and
stifler in Dblp-cite data time plotted for tuning parameters α = 0.1, β = 0.9 and
α = 0.9, β = 0.1 Fig. 2.

5 Experimental Setup

5.1 Data Sets

To evaluate effectiveness of SVIDA on nonlinear rumor dynamic as described
in Sect. 6, we consider four empirical network data sets1,2. This work employs
undirected and unweighted construction of all data sets. The statistical features
of these data sets are given in Table 1. We consider FXM2-6 network dataset
used for linear programming problem. Powergrid (Power-Grid) is an undirected
network and it represents information about the power grid from Western States
of USA. The edge in graph represents a power supply line and a node is either
a transformer, a generator or a substation of the power-grid. Dblp-cite (DBLP-
cite) represent a citation network of dblp which is a database of collection for
scientific publications. A node represents a publication such as a book or a paper

1 http://konect.uni-koblenz.de/networks/.
2 http://networkrepository.com.

http://konect.uni-koblenz.de/networks/
http://networkrepository.com


Group Based Immunization Strategy on Networks with Nonlinear Infectivity 169

and each directed edge represents the citation of the publication by another pub-
lication. Digg is a communication network on the social news website Digg. A
node in graph denotes a user of the website and an edge represents a communi-
cation reply from one user to another.

5.2 Performance Metric

In order to evaluate the competence of SVIDA we consider the performance of
immunization process on four empirical data sets and analyze the same with
benchmark immunization strategies. We consider immunization strategies based
on Adaptive degree, betweenness, k-core and eigen vector centrality termed as
DA, BWA, CNA and EVA in order. We simulate rumor dynamics with non-
linear infect rate and immunize network at q fractions of nodes selected due
to SVIDA ranking. The fraction of infected nodes decreases as immunization
faction of delimiters increases. The final absolute size of rumor |r| at steady
state with fraction q of immunized nodes signifies the effectiveness of immuniza-
tion strategy. The fraction of size of giant connected cluster gcc (f) testifies the
importance of nodes for the connectivity of network when the size of gcc reduces
as a result of fraction of nodes (q) removal in the process of immunization.

6 Results and Analysis

To anticipate the efficacy of proposed strategy, four network data sets with
given statistical features are studied (Table 1). The alternative strategies as DA,
BWA, CNA and EVA are considered to compare the performance of SVIDA
when fraction of gcc f is plotted with fraction of immunized nodes q as shown
in Fig. 3. For FXM2-6 network Fig. 3(a) SVIDA is smaller than DA, BWA, CNA
and EVA by 35%, 44%, 50%, and 54% respectively and takes ≈42% of nodes to
remove for the network to collapse. In case of Power-Grid network Fig. 3(b), DA
and SVIDA both require ≈35% of node removal for the loss of giant component
however SVIDA shows up the advancement of 11% and 14% over DA and BWA.
For DBLP-cite network Fig. 3(c), DA takes ≈25% node to amputate for loss
of giant component and SVIDA takes ≈27% for the same. However, SVIDA

Table 1. Basic statistical characteristics of the empirical data sets having the number
of network nodes and network edges, the average degree 〈k〉 and the average clustering
coefficient c for the graph.

Networks Nodes Edges 〈k〉 c

FXM2-6 2,845 12,812 9.0 0.0004

Power-Grid 4,951 6,594 2.6 0.0801

DBLP-cite 12,591 49,620 7.9 0.1168

Digg 30,398 85,155 5.6 0.0053
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Fig. 3. The fraction of largest connected component nodes f vs fraction of removed
nodes q.

informs advancements of 19%, 15%, 37% and 41% on DA, BWA, CNA and
EVA in that order. For Digg network Fig. 3(d) SVIDA generates the lowest size
of largest connected component for all proportions of the immunized nodes and
achieves improvements of 18%, 34%, 35% and 44% from DA, BWA, CNA and
EVA in that order. In order to estimate immunization on rumor dynamics with
nonlinear infect propagation, the size of rumor |r| in network against fraction of
immunized population q can be examined from Fig. 4. The size of |r| at steady
state of the dynamics is investigated until no more spreader nodes appear in the
network. Consider α = 0.9, β = 0.1 and α = 0.1, β = 0.9 as two frontier value
sets of tuning parameters for nonlinear propagation and contagion variability in
the network. The infection probability is λ = 0.75, stifling probability rate is
σ = 0.15 and recovery probability rate is δ = 0.10 in both cases. Immunizing
high degree nodes lowers the density of network which can effect the range of
infection. If nodes with high betweenness centrality are immunized, they tend to
cut down the numbers of alternative routes among other nodes and hence affect
contagion propagation. Nodes with highest coreness lie is the vital topological
configuration hence immunizing them can bring useful criteria to isolate core
from loosely connected periphery in network. Eigen vector centrality detects
nodes with higher influence and removing them can effect transmission of spread.
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Fig. 4. The number of informed nodes |r| at steady state vs fraction of immunized
portion q of the network population for (α = 0.9, β = 0.1) and (α = 0.1, β = 0.9)



172 C. Saxena et al.

SVIDA is a motivating norm for immunization as it gives highest scores to the
bridge nodes accounted to be hub nodes as well. With α = 0.9, β = 0.1 we
plot |r| vs q for 100 simulation runs. We plot errors due to standard deviation
of |r| values for same value of q along with mean values of |r| Fig. 4(a), (c),
(e), (g). We find that SVIDA performs fairly good in terms of fraction of nodes
require to cease the spread is lower as compare to all benchmark strategies.
With α = 0.1, β = 0.9 Fig. 4(b), (d), (f), (h) represent the similar results. In
case of α = 0.9 the spreading node gets more numbers of neighbors to infect due
to high value for rumor spreadness φ = kα, therefore it requires comparatively
more fraction of nodes to remove to block contagion. Where as for α = 0.1
requires lesser size of immunized fraction for the same. The SVIDA outplays in
overall performance, DA and BWA show up next significant criteria.

7 Conclusion

We have investigated the proposed group based centrality for immunization
strategy with order for the nodes according to the scores assigned by SVIDA.
Using benchmark strategies for comparison with proposed method, we measure
performance on the bases of low gcc size in the movement of node removal.
The SVIDA established a denoting performance improvement upon comparable
benchmark strategies. We speculated the nonlinear rumor dynamics on network
and employed immunization according to the nodes centrality scores. The SVIDA
demonstrated its effectiveness as scoring lowest size overall of rumor in network
with immunization progress. Due to its fair balance in selecting hubs and connec-
tors for immunization strategy our method outperforms the benchmark strate-
gies. Configuring estimation of Shapley value for directed and weighted networks
as extension can be progressed for this work. The nonlinear dynamic propaga-
tion based on varied topological criteria of nodes strength could be another
interesting direction to explore for immunization approach.
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Abstract. In this paper, we propose a novel method for community-
based question answering task. The proposed method takes advantage
of the bidirectional long short-term memory to represent questions and
answers in combination with an attention mechanism. The attention
model based on a multilayer perceptron captures important informa-
tion in questions and their candidate sentences. We conduct experiments
on public datasets, published by SemEval workshop. The experimental
results show that our method achieves state-of-the-art performance.

Keywords: Answer selection · Community-based question answering

1 Introduction

Question answering is one of important tasks in natural language processing that
automatically retrieves information to answer a given question. QA systems can
be categorized into (1) closed-domain and (2) open-domain. A closed-domain QA
system only deals with questions under a specific domain, e.g., medical, space
science. Since exploiting information from domain-specific knowledge sources,
closed-domain QA systems are considered to be easier than open-domain QA
systems. In contrast, an open-domain QA system deals with questions about
anything and the data size is growing rapidly. An instance of open-domain QA
system is community-based question answering (CQA). CQA is a crowd sourcing
service, in which users can pose their questions and get answers from community.
There are some advantages and disadvantages of CQA systems. On positive side,
in CQA systems, users can freely ask questions about anything, and can inspect
the data from community to find useful answers. On negative side, there are
plenty of similar questions to the given ones, which have been already answered.
Therefore, users either waste time to find answers or wait other users answer
their questions. In order to address this problem, in this paper, we propose a
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method which scores candidate answers corresponding to a given question in
CQA systems.

There have been many studies on QA and CQA systems, but the model
presented by Ferrucci et al. [1] has become a widely adopted one. In [1], the
proposed DeepQA architecture has an answer selection component, which is our
focus in this study. This component is designed for open-domain QA systems,
and is described as follows: given a question and a list of candidate sentences,
the system will retrieve and return sentences which can answer the question. To
illustrate this task, we take an example extracted from SemEval-2016 Task 3 [2]
dataset:

– Q: How long can I drive in Qatar with my international driver’s permit ...?
– A1: I think it depends on where your original drivers license is from.
– A2: Is any member of this site is working with QP? How is their work culture?

In this example, A1 is a good sentence that can answer the question, but
A2 is not. In reality, in order to return relevance sentences to a given question,
we need to assess much information, for instance, meta-data. For example, in
SemEval datasets, besides questions and answers, they also include some meta-
data, i.e., date, user, and topic. Therefore, a QA system can take advantage of
these information to assess the relevance between a question and its candidate
sentences. However, in this study, instead of exploiting these meta-data, we pro-
pose a method which combines artificial neural networks with neural attention
mechanism to represent both questions and answers, then measures semantic
similarity between them.

The rest of this paper is organized as follows. Section 2 presents related work.
Section 3 presents our proposed model. Section 4 presents our experiments. And
our conclusion is in Sect. 5.

2 Related Work

There have been many proposed methods in literature to extract features from
questions and answers for measuring the relevance between them, including man-
ual and automated feature extraction methods. In this paper, we review related
work at two aspects:

– Feature-based approaches, and
– Neural-based approaches.

2.1 Feature-Based Approaches

Wang et al. [3] apply a probabilistic quasi-synchronous grammar technique,
together with three adjustments at a high level of the model. In order to choose
the best candidate answer in a set of candidate sentences, the method applies
Bayes’ rule with three adjustments. The first one is marginal probability Pr(a)
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in Pr(a|q) = Pr(q|a) · Pr(a)1. To calculate Pr(a), the authors propose to ignore
some information, e.g., the reputability of answer source, grammaticality. The
second adjustment is to take advantage of the directed dependency parse tree in
representing sentences, and the last one is applying 1:1 words alignment between
q and a sentences. Yao et al. [4] apply tree edit distance approach to compute
the edit sequence needed to transform question tree to answer tree, by evalu-
ating three operations, i.e., insertion, deletion, and rename. Tymoshenko and
Moschitti [5] exploit shallow syntactic tree and semantic dependency tree to
represent questions/answers, enriched with external knowledge bases such as
YAGO2, DBpedia3, or WordNet4. Besides representing structures of questions
and answers, Li and Roth [6] exploit question types to find appropriate answers.
They propose to categorize the question types into 6 coarse classes, i.e., numeric,
abbreviation, description, entity, human, location.

In answer selection task, given a question and a list of candidate answers,
the system will return a ranked list of candidate answers. Some studies consider
this task as measuring semantic similarity between questions and answers [7,8].
Nguyen et al. [9] propose a method exploiting both syntactic and semantic fea-
tures to assess the similarity. The proposed model includes two phases; first,
exploring named entities and finding their co-reference relations; then, measur-
ing the semantic similarity by applying word-to-word similarity methods [10],
together with determining the ordering of words between sentences. tau Yih et al.
[7] present lexical semantic models and learning QA matching models to mea-
sure the similarity. With the limitation of surface-form matching methods, the
authors explore multi-relationship between sentences’ words, i.e., general word
semantic similarity, synonymy/antonymy, hypernymy/hyponymy. For learning
QA matching models, the authors evaluate the bag-of-words model and learning
latent structures.

2.2 Neural-Based Approaches

Recently, neural network models and deep learning also achieve promising results
in question answering tasks. He et al. [11] propose a model consists of two com-
ponents: (1) sentence model, and (2) similarity measurement layer. For sentence
model, the authors apply CNN for modeling each sentence with different per-
spectives of the input and multiple types of pooling. Then, in similarity measure-
ment layer, the authors perform structured comparisons over particular regions
of the sentence representation. The reason for doing these comparisons is that
flattening the sentence to vector (to measure the similarity between two vec-
tors) may discard some useful information for measuring the similarity. Yu et al.
[8] apply a bag-of-words model and bigram-CNN to represent the questions and
answers. Yang et al. [12] propose a method combining QA matching matrix with

1 Throughout this paper, we use q and a to denote questions and answers, respectively.
2 https://github.com/yago-naga/yago3.
3 https://wiki.dbpedia.org/.
4 https://wordnet.princeton.edu/.

https://github.com/yago-naga/yago3
https://wiki.dbpedia.org/
https://wordnet.princeton.edu/
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value-shared weights. Zhang et al. [13] apply attention mechanism to find use-
ful sections in questions and answers in CQA systems. The method takes into
account 4 types of information, i.e., segment representation, interaction with
other text, question topic, and question type. Tam et al. [14] present an idea
that replacing Wh-words (focus on who-type, when-type, and where-type) in
questions with prototypes. The authors consider a prototype as a representative.
In particular, the method uses the 7-class model of Stanford NER to define the
category. To decide which prototype to replace Wh-word, the authors propose
to consider the interaction between NE list, answers list, and question list. Yin
et al. [15] use Tree-LSTM model to represent question sentences, and then gen-
erate answers by considering two kinds of questions’ outputs, i.e., answer-type
and triple. For both answer-type and triple, the authors apply attention-based
neural networks and Freebase5 triples. Xiong et al. [16] extend the Dynamic Co-
attention Network [17] with a deep residual co-attention encoder to represent
questions and answers. To train the model, the authors combine reinforcement
learning (rewarded by word overlap) and cross entropy loss over positions. In
[18], Min et al. improve the method in [16] by presenting a sentence selector
module to select a minimal list of candidate answers from document, and to
boost both training and inference time. The list size depends on question con-
tent, instead of a fixed number used in other methods. In [19], Yu et al. apply
an attention mechanism with multi-layer which takes advantage of both convo-
lutional neural network and long-short term memory in order to focus on the
interrogative words.

By taking into account the strengths of feature-engineering and neural-based
approaches, in [20], Duong et al. propose a hybrid method which exploiting the
surface form and semantic of words, together with neural-based approach to learn
deep features. In [21], in addition to apply neural-based approaches, the authors
also apply feature-based approaches, i.e., word matching, machine translation
metric, topic model, and lexical semantic similarity features. In [22], Xie et al.
consider both semantic features and heuristic rules. For semantic, the authors
use various of features, i.e., forming lexical semantics vectors and measuring
the distance between question and comment, using latent Dirichlet allocation
topic similarity. For heuristic rules, the authors exploit the meta-data, e.g., the
presence of question marks in answers, the lengths of questions and answers,
whether a comment is written by the same author of a question.

3 Proposed Method

In this section, we describe the proposed attention-based neural architecture
in answer selection task. In Fig. 1, we illustrate the general model of our
proposed method. Given a pair of questions and answers, denoted by s =
{w1, w2, . . . , wN}, first, we convert each word into word embedding and char-
acter embedding, denoted by vs = {vw1, vw2, . . . , vwN}. Next, we input those

5 https://developers.google.com/freebase/.

https://developers.google.com/freebase/
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embeddings to an encoder layer, which is based on a bidirectional long short-
term memory. We then apply an attention mechanism to calculate attention
vector for question understanding, denoted by vα. Finally, the attention vec-
tor together with the outputs from encoder layer are concatenated in order to
represent the sentences. Denoted by vα

s .

Fig. 1. A general model of our proposed method. The WE, CE denote word-embedding
and character-embedding, respectively.

3.1 Embedding Layer

In the embedding layer, given a sentence, we convert each input word into word
embedding and character embedding, and then concatenate them to form a vs

vector. For word embedding, we use the pre-trained word vectors, i.e., GloVe6

[23] and word2vec7 [24] to represent word-level embedding. For character embed-
ding, we apply CharCNN8 method, proposed by Kim et al. [25], which feeds all
characters of a word into a convolutional neural network with max-over-time
pooling architecture to obtain character-level representation. The embedding
layer is applied for both input questions and answers, resulting in two matri-
ces Q ∈ R

n×d and A ∈ R
m×d, where n and m are the length of questions and

answers, respectively.

3.2 Encoder Layer

In the encoder layer, the input sentence is encoded by using a bidirectional long
short-term memory (bi-LSTM). The LSTM was proposed by Hochreiter and
Schmidhuber [26] in order to overcome the limitation of traditional recurrent
6 https://nlp.stanford.edu/projects/glove/.
7 https://code.google.com/archive/p/word2vec/.
8 https://github.com/yoonkim/lstm-char-cnn.

https://nlp.stanford.edu/projects/glove/
https://code.google.com/archive/p/word2vec/
https://github.com/yoonkim/lstm-char-cnn
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neural networks in capturing a long-term dependencies, which leads to the van-
ishing and exploding gradient problems. A LSTM unit consists of three gates: an
input gate, an output gate, and a forget gate. Equation 1 presents the equations
of LSTM that we apply in our approach:

It = σ
(
xtW

I + ht−1W
I + bI

)

Ft = σ
(
xtW

F + ht−1W
F + bF

)

C̃t = tanh
(
xtW

C + ht−1W
C + bC

)

Ct = Ft ∗ Ct−1 + It ∗ C̃t

Ot = σ
(
xtW

O + ht−1W
O + bO

)

ht = Ot ∗ tanh(Ct)

(1)

In Eq. 1, It, Ft, Ot are input gate, output gate, and forget gate of an LSTM
unit at step t, respectively. Besides that, Ct is unit state, C̃t is candidate hidden
state, ht is hidden output, and b is bias. The vanilla LSTM encodes the input
from one direction, thus we propose to stack the two LSTMs on top of each
other to form a bi-LSTM architecture. The hidden output H, from bi-LSTM,
is now computed based on the hidden output ht of both LTSMs. Specifically,
given a sentence s = {w1, w2, w3, . . . , wN}, the bi-LSTM produces the hidden
output H as shown in Eq. 2, which is the result of concatenating both forward
and backward of LSTM units.

H =

[−→
h1

−→
h2

−→
h3 . . .

−→
hN←−

h1
←−
h2

←−
h3 . . .

←−
hN

]

= [h′
1, h

′
2, h

′
3, . . . , h

′
N ] (2)

3.3 Attention Component

In previous sections, we have presented how to represent a sentence by using word
embedding and character embedding, then input to a bi-LSTM neural network.
However, based on the characteristics of question answering tasks, representing
a sentence through embedding and encoder layers is still not enough, since we
can’t capture much useful information from the question to determine which
answer is the most appropriate. For instance, a question begins with “Where”
should be answered by a location. Therefore, to overcome this drawback, we
apply an attention mechanism to capture important information in questions
and answers.

In Fig. 2, we present the architecture of an attention mechanism for question
understanding. The input of this component is a sequence of hidden states from
the encoder layer, and the output is a vector which provides weights correspond-
ing to important elements in questions and answers. Before going further, for
ease of presentation, we list the notations as follows:

– d is the dimension of each hidden state;
– m,n are the lengths of questions and answers, respectively;
– h is the sum of m,n and the separator, that means, h = m + n + 1;
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Fig. 2. An attention mechanism architecture. At top of the figure, we denote the hidden
outputs from bi-LSTM model of questions and answers, together with a separator.

– Q ∈ R
m×d is a matrix that represents the hidden states of question;

– A ∈ R
n×d is a matrix that represents the hidden states of answer.

In the input layer of attention component, we concatenate the hidden output
from the encoder layer of questions and answers, together with a separator vector
(∈ R

1×d), so we form a matrix H ∈ R
d×h as an input to the attention component.

Next, to compute attention vector, denoted by α ∈ R
1×h, we feed H into a bi-

layer perceptron neural network with a tanh activation function follows by a
dense softmax layer, as shown in Eq. 3; where W

(1)
α ∈ R

h×d and W
(2)
α ∈ R

1×h.

α = softmax
(
W (2)

α × tanh
(
H × W (1)

α

))
(3)

To capture important information in questions and answers, we form the vα
q

and vα
a by multiplying the hidden output from encoder layer by α. There is no

problem with the difference between the lengths of hidden output and α, since
we have included the separator in α, as explained in Eq. 4.

vα
q = Hq × αT

q = Hq × αT
(1,...,m)

vα
a = Ha × αT

a = Ha × αT
(m+2,...,h)

(4)

where Hq ∈ R
h×m, αq ∈ R

1×m, Ha ∈ R
h×n, αa ∈ R

1×n, and T is transpose
operation.

Summary. In this section, we have presented our proposed method for mod-
eling questions and answers. Given a sentence, each input word is represented
by word-embedding and character-embedding, then fed into a bi-LSTM neural
model. In order to capture important information in questions and answers, we
apply attention mechanism to compute the weighted tensor. Finally, combin-
ing the output from bi-LSTM neural model with weighted tensor, we get the
representation of questions and answers.
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4 Experiments

4.1 Datasets

We evaluate our proposed method on two datasets: SemEval-2016 Task 3 [2]
and SemEval-2017 Task 3 [27]. SemEval is a series of evaluation tasks of com-
putational semantic analysis systems, and Task-3 focuses on community-based
question answering systems and includes 3 subtasks. In this study, we evaluate
our method on subtask C, which assesses the question-external comment simi-
larity systems. This subtask is described as follows: given a question q and 10
related questions to q, together with the first 10 comments for each of related
question, the goal is to classify the 100 comments according to the given question.

Technically, in order to perform subtask C of Task-3, we need to perform one
or both subtask A and subtask B. Since we only focus on subtask C, we just
take an advantage of the SemEval datasets to train a classifier, then we use the
test sets to evaluate our model. Therefore, in the test sets, we only take into
account the gold label of each pair of questions and answers. In SemEval-2016,
the subtask C requires to classify into 3 classes, i.e., good, bad, and potentially-
useful. However, in SemEval-2017, the potentially-useful label is merged with
bad, thus it becomes a binary classification task.

The SemEval provides the datasets in 3 subsets, including training, develop-
ment, and testing datasets. In practice, for training our model, we combine the
training and development datasets. Table 1 shows the sizes of the training and
testing datasets corresponding to Task 3 of SemEval-2016 and SemEval-2017.

Table 1. Statistics about Task-3 datasets of SemEval-2016 and SemEval-2017

Training dataset Testing dataset

SemEval-2016 Task 3 31,690 7,000

SemEval-2017 Task 3 31,690 8,800

4.2 Experiment Settings

We evaluate our method in two cases: (1) using different word-embedding
datasets, and (2) augmenting the proposed method with convolutional neural
network model. For case (1), we apply word2vec [24] and GloVe [23] to repre-
sent each input word. For case (2), after modeling questions and answers as two
semantic vectors, we either compute the output by (i) applying cosine similarity,
or (ii) applying a single-layer-CNN model. By practice, for SemEval-2016, we set
the thresholds to determine the labels are TGood = 0.71448 and TBad = 0.36023;
for SemEval-2017, the thresholds are TGood = 0.70652. Specifically, we perform
the experiments by the following settings (for both datasets):

– Using word2vec with cosine similarity.
– Using GloVe with cosine similarity.
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– Using word2vec with a single-layer-CNN model.
– Using GloVe with a single-layer-CNN model.

4.3 Experimental Results

Tables 2 and 3 show the experimental results corresponding to the presented
experiment settings on SemEval-2016 and SemEval-2017 datasets, respectively.
In order to measure the performance of our method, we use the following scores9:
accuracy (Acc), and F1. Besides that, we also compare the performance of our
method among top-5 methods in SemEval-2016 and SemEval-2017, respectively.

The experimental results show that our method achieves better perfor-
mance when combining GloVe with cosine similarity in both SemEval-2016 and
SemEval-2017 datasets. The main differences between our method and the others
are as follows:

– We only focus on subtask C, instead of training the system on subtask A
and B.

– We do not consider the meta-data in measuring the relationship between
questions and answers.

– We use the pretrained word embedding datasets. There are some other meth-
ods proposed to retrain the word embedding on the domain-specific datasets
from Qatar Living and/or DohaNews, which are the data source of SemEval
datasets.

Table 2. Experimental results on SemEval-2016 Task 3

Experiment settings Acc F1

word2vec + cosine similarity 87.46 33.42

word2vec + single-layer-CNN 87.27 15.68

GloVe + cosine similarity 90.43 31.72

GloVe + single-layer-CNN 90.11 23.19

ECNU 91.07 15.88

SLS 90.54 21.97

ConvKN 90.51 14.65

UH-PRHLT 88.56 35.87

Kelp 84.79 44.21

9 Since we focus on classification task, we do not present the mean average precision
(MAP) score, which is used for ranking task in SemEval Task 3.
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Table 3. Experimental results on SemEval-2017 Task 3

Experiment settings Acc F1

word2vec + cosine similarity 90.87 15.69

word2vec + single-layer-CNN 91.26 12.33

GloVe + cosine similarity 95.52 21.71

GloVe + single-layer-CNN 95.39 24.08

EICA 97.08 0.77

bunji 95.64 19.67

ECNU 95.1 13.63

IIT-UHH 83.03 14.44

KeLP 63.75 12.07

5 Conclusion

In this paper, we present a novel method in answer sentence selection task on
community-based question answering systems. We construct the model by taking
into account the bidirectional long short-term memory in combination with an
attention mechanism. To understand the question, we present an attention com-
ponent, based on a multilayer perceptron neural network, to capture important
information in questions and answers.

We then conduct the experiments on the Task 3 datasets of SemEval-2016
and SemEval-2017 workshop, which are the real-life datasets in community-based
question answering systems. The experimental results show that our method
achieves state-of-the-art performance.
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Abstract. Nowadays, the user linkage or link prediction task is usu-
ally based on user profile or some sensitive data (i.e., name, gender, ID,
life or health insurance accounts, etc.). With the enhancement of laws
and regulations, the difficulty of personal sensitive data acquisition is
increasing. Moreover, the abnormal users called online water army often
camouflage themselves to achieve specific goals. They often register false
user information such as name, gender, age, etc. To protect privacy and
satisfy the needs of camouflage, users and ISPs often hide those sensitive
data (i.e., user profile). In this paper, we want to link same user in mul-
tiple social networks, which is formally defined as ULASN (User Linkage
across Anonymized Social Networks) problem. ULASN is very challeng-
ing to address due to (1) the lack of enough ground-truth to build mod-
els and obtain accurate prediction results, (2) the studied networks are
anonymized, where no user profile or sensitive data is available, and (3)
the need of scalable algorithms for user linkage task in large-scale social
nateworks, and (4) users in social network are interrelated. To resolve
these challenges, a noval user linkage framework based on social struc-
tures called ULA is proposed in this paper. ULA tackles these problems
by considering massive, low-quality and interrelated user information. It
uses few ground-truth to partition users into blocks, which reduces the
size of candidates. By extending Fellegi-Sunter methods, our proposed
algorithm can handle social network similarity complying to continuous
distributions. A probabilistic generative model is proposed and solved
by EM algorithm. Simultaneously, missing value problem can also solved
when we use EM algorithm to learning parameters. Extensive exper-
iments conducted on two real-world social networks demonstrate that
ULA can perform very well in solving ULASN problem.
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1 Introduction

As proposed in [1], people nowadays are normally involved in multiple social
networks simultaneously to enjoy more social network services. User linkage is
the problem of identifying which users in a social network link to the same users
in the other social networks. It is a well known and paramount problem that
arises in many research fields, including information retrieval, data integration,
machine learning, etc. As a kind of typical social sensor, social network platforms
can perceive a wide range of user behavior. So user linkage across the social net-
works is a necessary step for analyzing and mining user behavior. However, due
to the increasing awareness of privacy and security, users’ sensitive information
is increasingly protected by law, which makes it paramount for researchers to
obtain sensitive information. In addition, some users are disguised to perform
specific tasks on the Internet (such as online water army) who usually provide
false sensitive information deliberately to cause a very low quality of user sen-
sitive information. Therefore, it is one of general problem to ignore sensitive
information to implement user linkage across anonymized social networks based
on the social network structures only.

In addition to its importance and novelty, the ULASN problem is very diffi-
cult to solve due to the following challenges:

– How to design and implement scalable user linkage algorithm is a really dif-
ficult problem.

– In ULASN problem, we used social network structure information only rather
than more sensitive user profiles. How to ensure the performance of our algo-
rithm is an arduous work.

– The nodes in social networks are interrelated, so how to make full use of this
dependency is also a difficult problem.

In this article, we provide an approach called ULA to link users across
anonymized social networks. We formulate user linkage task as a semi-supervised
learning problem. Our proposed approach can be performed with accuracy with
few ground-truth which are usually arduous and costly to collect in Web applica-
tions. With the provided method, we would like to address the three challenges
highlighted earlier. To the best of our knowledge, there is so far no feasible app-
roach to user linkage across anonymized social networks using social network
structures only. We use few number of labeled linking users and Locality Sensi-
tive Hash to block users, reducing the size of candidates. Moreover, we extend
Fellegi-Sunter method to deal with continuous distribution of social similarity,
construct probability generation model, learn parameters using EM algorithm
and handle data quality simultaneously. In summary, our major contributions
are as following.

– We proposed a semi-supervised method ULA based on probabilistic genera-
tion model to link prediction across anonymized social networks. ULA builds
model only using social structure information. Besides, we define the social
network similarity measurement across social platforms.
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– We design the blocking method based on social network structure to improve
the scalability of our proposed algorithm.

– For most continuous and discrete probability distributions, the EM algorithm
is employed to estimate the parameters. Finally, a decision making method
is proposed.

– We illustrate the performance of our algorithm against a comparable base-
line on two real social networks. Empirical study results manifest that ULA
outperforms baseline in user linkage across two anonymized social networks.

The rest of paper is organized as follows. We shortly discuss the related work
in Sect. 2. We formally define the problem and describe the overview of our
algorithm in Sect. 3. We present the user linkage method in Sect. 4. We report
our empirical study in Sect. 5. Finally, we conclude this paper in Sect. 6.

2 Related Work

User linkage aims at detecting several linkages which link the same user from
given social networks. The study of user linkage or link prediction problem has
been a long time, and some earlier study can go back to 1950s [2]. However,
user linkage is also an active research field presently and widely studied in mul-
tiple application fields. User linkage technology is most commonly employed to
improve the selection of similar users in recommendation systems which follow
a collaborative approach to obtain better recommendations [3,4]. Due to the
rapid development of social networks, they have become very popular in modern
society. Users on the social platforms need simple and effective mechanism to
find acquaintances among a large number of registered users. The general app-
roach is employing user linkage or link prediction technology to automatically
find acquaintances with a high degree of accuracy [5,6].

In biology community, user linkage technology is applied to discover potential
interactions between protein pairs in protein-protein interaction networks [7,8].
Another application in this filed is the disease prediction. Kaya used supervised
and unsupervised learning approach respectively to link users for disease pre-
vention [9,10].

In collaborative prediction community, the scientific cooperation networks
are accessible easily. Therefore, we can better understand which research field
will be prevalent by predicting which authors or groups may collaborate in the
future [11]. Social network analysis has also been widely used to analyze criminal
structures and terrorist networks to combat organized crime. For example, [12]
propose a strategy to identify missing links in a criminal network on the basis
of the topological analysis of the links classified as marginal.

Finally, the information network can be used to analyze the development
tendency of the entire society. Network analysis can also be employed to stock
market. Some researchers have shown how link forecasting can be used in the
stock market to achieve a better share purchase plan [13].
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As mentioned above, the existing studies of user linkage can be mainly divided
into two categories: supervised learning approach and unsupervised learning app-
roach [14]. For supervised method, [15] first proposed a series of new centrality
indices for links in line graph. Then, utilizing these line graph indices, as well
as a number of original graph indices, they designed three supervised learning
methods to realize link weight prediction both in the networks of single layer
and multiple layers. There are also some other researchers have used supervised
learning methods to obtain delightful experimental results [16]. Due to the care-
ful consideration of [17] ultimately leads to a completely general framework that
outperforms unsupervised link prediction methods by more than 30% AUC.

For unsupervised learning method, Kaya [18] used an unsupervised learning
strategy to design and implement experiments on a weighted directional cita-
tion network. The experimental results illustrate that the proposed approach
can return satisfactory results. Wu et al. [19] proposed a weighted local naive
Bayes (WLNB) probabilistic link prediction framework. Experimental results
illustrate that their methods perform better than several link prediction meth-
ods in weighted complex networks.

In recent years, some scholars have begun to use semi-supervised learning or
deep learning method to solve the link prediction problem [20–23]. The semi-
supervised approach should be performed with accuracy with few ground-truth
and social network structure information only. These are the focus of this work.

3 User Linkage Approach

To protect privacy, users or ISPs usually hide user profile. In this section,
before we overview our proposed approach, we describe a formal definition of
the ULASN problem.

3.1 The Problem Definition

Definition 1 (Social network). Social network G is a tuple (V,E), where V
represents node sets and E = {(v1, v2)|vi ∈ V, i = 1, 2} represent edge sets.

Definition 2 (Linked user pair). Given two social networks GA = (V A, EA)
and GB = (V B, EB), the set R = {(α(vA

i ), α(vB
j ))|vA

i ∈ V A, vB
j ∈ V B} is repre-

sented as linked user pair set, which any tuple (α(vA
i ), α(vB

j )) ∈ R is represented
as a linked user pair.

Actually, linked user pair set is Cartesian product of two node sets V A and V B,
that is R = α(V A) × α(V B). Any element is represented as linked user pair.

As definition above, vA
i = vB

j means that two users vA
i and vB

j from social
networks A and B respectively are the same user. User linkage task should
be aimed at mining linked user pair sets R. e need to linked node sets from
linked user pair sets R whose size is |V A| × |V B |. Besides, social networks GA

and GB are isolated network structure. Therefore, it is not possible to infer the
relationship of users from different networks directly. How to link users effectively
and efficiently based on few linked users is our focus in this work.



190 C. Kong et al.

Algorithm 1. ULA: User linkage algorithm
Require: Two social networks, GA and GB with partial ground-truth pairs GP , cautious parameter

k;
Ensure: Linked pairs LP ;

cp ← ∅; LP ← ∅;
1: while convergence condition is not satisfied do
2: pl ← ∅;
3: //Step 1: Candidate pair generation and similarity computation;

4: for each a ∈ NA(GP ∪ MP ) or b ∈ NB(GP ∪ MP ) do
5: shingles each vertex a or b in terms of set GP ;
6: buckets ← a( or b) //Blocing with LSH ;
7: end for

tempCP ← ∅;
8: for each bucket in LSH do
9: for a, b exist in the bucket do
10: tempCP ← tempCP ∪ {(a, b)};
11: end for
12: end for

cp ← cp ∪ tempCP ;
13: for each pair rj ∈ cp do
14: computing social similarity γj for user pair rj ;
15: end for

//Step 2: Probabilistic generation model and parameter learning;
building a generative model for user linkage problem;

16: while parameter set Θ has not converged do
17: eStep(cp ∪ GP ∪ LP );
18: mStep(cp ∪ GP ∪ LP );
19: end while

//Step 3: Linking score and decision making;
20: for rj ∈ cp do

21: scj ← log
P (rj∈M|γj, ̂Θ)

P (rj∈U|γj, ̂Θ)
;

22: end for
pl ← k pairs in cp with the highest scores;
LP ← LP ∪ pl;
remove pairs related matched pairs in pl from cp;

23: end while
24: return LP ;

3.2 ULA Algorithm

We now present the full ULA algorithm in Algorithm1. In this algorithm,
NA(GP ∪ LP ) = {a|∃(b, c) ∈ GP ∪ LP, (a, b) ∈ V A} are represented as neigh-
bor sets of linked users in social network A. Meanwhile, neighbor sets of users in
social network B are denoted as NB(GP ∪LP ). Each iteration of ULA algorithm
(lines 1–23) consists of three steps: In the step 1, we employ LSH to block the
users in NA(GP ∪ LP ) and NB(GP ∪ LP ) first (lines 4–12), then compute the
social network similarity γj of each candidate linked user pairs rj ; In the step
2, we construct the probabilistic generation model by employing latent variable
to learn model parameters with EM algorithm (lines 16–19); In the step 3, we
define the linking score as log P (ri∈M |γi,Θ̂)

P (ri∈U |γi,Θ̂)
to calculate the score scj of each can-

didate pair and judge them link or not according to the score (lines 20–22). At
the end of one iteration, the linked users pl which are found by the ULA will be
added into the linked user sets LP . The loop body is executed again until no
new candidate pairs are added to the candidate pair sets cp.
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4 Parameters Learning and Decision Making

In this section, we will introduce how to construct probabilistic generation model,
estimate model parameters with EM algorithm and judge the candidate pairs
link or not.

4.1 Likelihood

Let’s assume that the linking label is M and the unmatching label is U . For a
candidate pair, we can not determine its label in advance. Given a user pair ri,
we need to calculate the probability of P (ri ∈ L|γi, Θ) and P (ri ∈ U |γi, Θ), and
the expression of the log-likelihood function is:

L(Θ|X) =
N2+M∑

i=1

Li[logP (γi|ri ∈ M,Θ), logP (γi|ri ∈ U,Θ)]
′

+
N2+M∑

i=N2+1

Li[logp, log(1 − p)]
′

(1)

4.2 Maximum Likelihood Estimation

EM is an iterative algorithm whose each iteration consists of two steps: E-step
and M-step. The algorithm runs until the parameters converge.

E-step: In this step, we look for the expectation of log-likelihood, remove the
latent variable li and prepare for maximizing log-likelihood and parameter esti-
mation in the next step. That means we can estimate the prior probability of
latent variable based on the model parameters or initial parameters calculated
in the previous iterations. The expectation of li is taken as current estimation.
In the k-th iteration, the conditional distribution of li with γi and Θ(k−1) is
li|γi, Θ

(k−1) ∼ B(1, p
(k)
i ), where

p
(k)
i = P (li = 1|γi, Θ

(k−1)) =
P (ri ∈ M,γi|Θ(k−1))

P (γi|Θ(k−1))

=
p(k−1) · f1(·; ·)

p(k−1) · f1(·; ·) + (1 − p(k−1)) · f0(·; ·)

(2)

Thus, we can obtain the equation of expectation substituting p
(k)
i for li.

M-step: In this step, the expectation of latent variable calculated in E-step
which is l

(k)
j = p

(k)
j i = 1, · · ·,m is employed to maximize the log-likelihood and

estimate the model parameters.
We can estimate the parameters in (k+1)-th step by solving equations above.

Finally, the maximum likelihood estimation of similarity distribution of linked
group and unmatched group are obtained.
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4.3 Decision Making

On the one hand, we can compare the probability P (ri ∈ M |γi, Θ) and
P (ri ∈ U |γi, Θ) to judge the candidate pair linking or not; on the other hand
the probability P (ri ∈ M |γi, Θ) and P (ri ∈ U |γi, Θ) can also help us making
decision. For simplicity, we define the linking score function as:

Wi = log(
P (ri ∈ M |γi, Θ̂)
P (ri ∈ U |γi, Θ̂)

) (3)

where P (ri ∈ M |γi, Θ̂) > P (ri ∈ U |γi, Θ̂) when Wi > 0. Alternatively, we can
assign ri to the linked group if Wi > W0 where W0 > 0 is a threshold. We sort
the score of each user pair ri in descending order and consider the highest score
k user pairs as the final linked user pair. In each iteration of algorithm 1, the
candidate pairs with top-k highest probability will be assigned as linked nodes.

5 Empirical Study

This section will systematically evaluate ULA through experiment employing
real social networks and different experimental settings. We design two groups of
experiments based on real social networks to verify and evaluate the performance
of ULA. First, we created a new dataset TN (δ) for the self-linking task according
to Twitter dataset, where TN (δ) is the subnet of Twitter. In this experiment, 8
users with high social similarity and their ego-networks are selected as subnet. N
represents the size of the subnet, and δ represents the probability that the social
connections between users are erased, which is called interference probability. In
the self-linking experiment, since the parameter settings can be easily modified, it
can be used to more easily and deeply understanding the algorithm. In addition,
the users are all from the same social network, so we can get one-to-one linked
user pairs. In order to better evaluate the performance and efficiency of ULA,
the we randomly erase the social connections between some users and modify
the size of the training set; Second, according to the known 3520 ground-truth,
we evaluate the performance of ULA in two real large-scale social networks.

Table 1. Statistical information of datasets

Social graph # Vertexes # Edges

Foursquare 205054 5128966

Twitter 73111 1376518

This experiment uses two real large-scale social networks. Their descriptive
statistics are shown in Table 1.
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5.1 Self-linking Evaluation

Firstly, we evaluate the performance of ULA through a node self-linking task. In
this task, all users come from the same social network, so we can get complete
one-to-one labeled data. In order to simulate data more accurately, the user’s
social connections will be randomly erased to better understanding the perfor-
mance of the algorithm. For Twitter dataset, we create a new dataset TN (δ),
which is subnet of Twitter. In this experiment, we choose 8 users with high social
relevance and their ego-network to construct subnet. The size of the subnet is
denoted as N , and δ represents the probability of social connections be erased,
which is called interference probability. In order to demonstrate the performance
of the ULA algorithm, we choose 500 users as the training set from the subnet,
and the remaining 564 users as the testing set.

In summary, the node self-matching task evaluates the performance of ULA
from three aspects: (1) to evaluate performance of ULA by interfering user’s
social connections; (2) to observe the change of performance of ULA by modify-
ing the size of training set; (3) to verify scalability of ULA by changing the size
of social networks.

Fig. 1. The validation of interference immunity to ULA

Interference Immunity to ULA: In this experiment, we observe the accuracy
of ULA on T564(δ) varying δ from 0 to 50%. As shown in Fig. 1(a)–(c), as more
and more social connections are erased randomly, Precision@K, Recall@K, and
F-measure@K drop dramatically. Even if δ increases to 30%, ULA still remains
high accuracy. We observe that both of the Precision@K and Recall@K are
about 41% in top-600 results. Even 50% noise is injected into the data, the
precision is almost 40%.

Scalability of ULA: We performed node self-matching task on different size
of social networks to evaluate the scalability of ULA. The dataset used in this
experiment is TN (30%). The users are randomly sampled from the complete user
dataset while maintaining the social connections. Figure 2 manifests the changes
in the number of candidate pairs on different size of social network and run time
of the algorithm in the last iteration.

After each iteration of the algorithm, the predicted linked nodes added to the
training set is the top-k pairs with the highest linking score, which is used for the
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next round of parameter learning, and repeat this processing until the parameter
is stable or the algorithm terminates. When the iteration is terminated, the
number of predicted linked nodes added to the training set almost reaches N2.
Therefore, LSH is not only to reduce the number of candidate pairs, but also to
reduce the size of the training set to reduce the time and space overhead while
maintaining high performance. The user linkage on large-scale social network
with ULA employing LSH is denoted as ULAH . While ULAnonH means there
is not blocking step with LSH in ULA algorithm. In Fig. 2, we can find that
only less than 1‰ candidate pairs are remained after using LSH to block users.
As shown in Fig. 2, ULA associated with LSH detects users within two hours.
However, the elapsed time of ULA without LSH is more than 12 h when the size
of social network is greater than 30000. In summary, LSH is helpful to reduce
the number of candidate pairs and speed up the computation of ULA.

Fig. 2. The scalability of ULA

Performance VS. the Size of Traing Set: Figure 3 illustrates the change
of ULA performance varying the size of training set from 100 to 500. The users
from training set and testing set maintain social connections in favor of enhancing
performance. As shown in Fig. 3, with more and more training data are used to
estimate models and parameters, the accuracy of ULA is also improved.

In summary, we verify the efficiency and effectiveness of ULA from inter-
ference immunity, scalability and the effect of performance varying the size of
traing set in node self-linking task.

5.2 User Linkage Across Anonymizd Social Networks

In this experiment, we evaluate the performance of ULA across two real
anonymizd social networks. We consider known 3520 linked user pairs as labeled
data, we select 1520 pairs of ground truth as training set to train model and
verify the performance with left 2000 user pairs.
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Fig. 3. Performance VS. the size of traing set

Varying Parameters in LSH Setting: Figure 4 illustrates the change of ULA
performance varying the parameters in LSH setting. We can clearly observe that
ULA is stability from Fig. 4(a) to (d) which illustrate the stable performance of
ULA when we alter the parameters g and t for LSH building respectively, where g
and t denote the number of groups and the length of a signature in a LSH. We can
conclude that: (1) ULA possesses a promising tradeoff between scalability and
effectiveness; (2) social connection is momentous feature for user linkage since
performance does not show up as swing curve or sharp decrease when ULA only
considers the pairs with high similarities of social connection as candidates.

Fig. 4. Performance of ULA with different parameters of LSH
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Fig. 5. Performance of linking Twitter and Foursquare

Performance of Different ULA Variants: Figure 5 illustrates performance of
ULASN with different ULA variants. We observe that ULAE outperforms ULAG

and using Exponential distribution is better than using Gaussian distribution.

6 Conclusion

This paper developed a novel algorithm ULA to address user linkage prob-
lem with semi-supervised model. It is an arduous work due to large size
anonymizd social networks, few labeled data, privacy protection and extensi-
bility for ULASN problem. To address the challenging task, our proposed algo-
rithm ULA employs LSH and two-phrase blocking technic to scale up large-scale
network, utilizes few labeled data to estimate parameters in a semi-supervised
manner and considers only social network structure to handle ULASN prob-
lem. To best optimal point of our method, this work is the first one to use
semi-supervised method for handling ULASN problem. Furthermore, extensive
experiments on anonymizd Twitter and Foursquare networks demonstrate high-
performance in solving the ULASN problem.

In our future work, we desire to extend our work to link users on multiple
networks maturely and develop a distributed algorithm to support more efficient
computation and win better performance.
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Abstract. For network scientists, it has always been an interesting
problem to identify the influential nodes in a given network. K-shell
decomposition method is a widely used method which assigns a shell-
index value to each node based on its influential power. K-shell method
requires the entire network to compute the shell-index of a node that
is infeasible for large-scale real-world dynamic networks. In the present
work, first, we show that the shell-index of a node can be estimated using
its h2 − index which can be computed using local neighborhood infor-
mation. We further show that h2 − index has better monotonicity and
correlation with the spreading power of the node than the shell-index.
Next, we propose hill-climbing based methods to identify top-ranked
nodes in a small number of steps. We further propose a heuristic method
to estimate the percentile rank of a node without computing influential
power of all the nodes.

1 Introduction

K-shell decomposition method is a well-known method in social network analysis
to identify influential nodes in unweighted networks [1]. This algorithm works
by recursively pruning the nodes from lower degree to higher degree. First, we
recursively remove all nodes of degree 1, until there is no node of degree 1. All
these nodes are assigned shell-index ks = 1. Similarly, nodes of degree 2, 3, 4, 5, ...
are pruned step by step. When we remove nodes of degree k, if there appears
any node of degree less than k, it will also be removed in the same step. All these
nodes are assigned shell-index k. This method thus divides the entire network
into shells and assigns a shell-index to each node. The shell-index increases as
we move from the periphery to the core of the network and higher shell-index
represents higher coreness. The innermost shell has the highest shell-index kmax

and is called the core of the network.
Many studies have shown that the core nodes are highly influential nodes

in a network. During the entire discussion, influential nodes refer to the nodes
having the higher spreading power. Kitsak et al. [2] showed that the information
spreads faster if it is started from a core node than a periphery node. Saxena
et al. [3] showed that the information becomes viral once it hits core nodes and
spreads into multiple communities through the core. K-shell is a widely used
c© Springer Nature Switzerland AG 2018
X. Chen et al. (Eds.): CSoNet 2018, LNCS 11280, pp. 198–210, 2018.
https://doi.org/10.1007/978-3-030-04648-4_17
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method to compute the influential power of a node, but it has its disadvantages.
Firstly, the k-shell method needs the entire network to compute the shell-index
of a node which is infeasible for large-scale dynamic networks. Secondly, the k-
shell method assigns the same index values to many nodes which actually might
have different influential power as shown in [4,5].

Zeng et al. modified k-shell decomposition method and proposed a mixed
degree decomposition (MDD) method which considers both the residual degree
and the exhausted degree of nodes while assigning them index values [4]. Liu et
al. proposed an improved ranking method that considers both the k-shell value of
the node and its distance with the highest k-shell value nodes [5]. The proposed
method computes the shortest distance of all nodes with the highest k-shell
nodes, and has high computational complexity. Basaras et al. proposed a hybrid
centrality measure based on degree and shell-index and showed that it works
better than the traditional shell-index [6]. Bae and Kim proposed a method
where the centrality value of a node is computed based on the shell-index value
of its neighbors [7]. The proposed method outperforms other methods in scale-
free networks with community structure. Tatti and Gionis proposed a graph
decomposition method that considers both the connectivity as well as the local
density while the k-shell decomposition method only considers connectivity of
the nodes [8]. All the discussed centrality measures have better monotonicity
but they require global information of the network to be computed, and so, they
are not favorable in large-scale networks.

Lu et al. showed the relationship between degree, h-index, and coreness of a
node [9]. They show that the h-index family of a node converges to the coreness
of the node. In this work, we show that the shell-index value of a node can be
estimated using its h2 − index that can be computed using local neighborhood
information of the node. We further propose hill-climbing based algorithms using
the proposed estimator to identify top-ranked nodes in a small number of steps.
Next, we propose a heuristic method to estimate the influential rank of a node
without computing the index value of all the nodes.

The rest of the paper is organized as follows. Section 2 covers preliminary
definitions. In Sect. 3, we discuss the estimation of shell-index using h2 − index
and experimental results. In Sect. 4, we discuss hill-climbing based approaches
to identify the top-ranked nodes using local information and their simulation on
real-world networks. In Sect. 5, we discuss a heuristic method to estimate the
percentile rank of a node. Section 6 concludes the paper with future directions.

2 Preliminaries

2.1 H-Index

The h-index of a node u (h − index(u)) is h if h of its neighbors have degree at
least h and there is no subset of h + 1 neighbors where each node belonging to
that subset has the degree at least h + 1.

The h2−index of a node u (h2−index(u)) is computed by taking its h−index
based on the h − index of its neighbors and not their degrees.



200 A. Saxena and S. R. S. Iyengar

2.2 Susceptible-Infected-Recovered (SIR) Model

We use the SIR model to compute the spreading power of each node. In SIR
model a node can be in three possible states: 1. S (susceptible), 2. I (infected),
and 3. R (recovered). Initially, all nodes are in the susceptible mode except one
node which is infected and will start spreading the infection in the network. The
infected node will infect each of its susceptible neighbor with infection probability
(λ). If the neighbor gets infected, its status is changed to Infected. Once an
infected node contacts all of its neighbors to infect them, its status is changed to
Recovered with probability μ. For generality we set μ = 1. Recovered nodes will
neither be infected anymore nor infect others, and they remain in the Recovered
state until the spreading stops. The spreading process stops when there is no
infected node in the network. The number of recovered nodes is considered the
spreading power or spreading capability of the original node.

3 Shell-Index Estimation

In this section, we discuss a method to estimate the shell-index using local neigh-
borhood information.

Theorem 1. The shell-index of a node u can be computed as ks(u) = h −
index(ks(v)|∀v ∈ ngh(u)), where ngh(u) is the set of the neighbors of node u.

Proof. Let’s assume that h-index of (ks(v)|∀v ∈ ngh(u)) is h then there are at
least h nodes having shell-index equal to or greater than h as per the definition
of h-index.

Now, we will see how the shell-index of node u will be decided in k-shell
decomposition method. In k-shell decomposition method, in ith iteration all those
nodes are removed who have exactly i connections with the nodes having the
shell-index i or greater than i. Thus, the node u will be removed in hth iteration
as h of its neighbors have shell-index h or greater than h. This is nothing but
the h − index of node u based on the shell-indices of its neighbors as defined
above. ��

Next, we explain Theorem 1 using an example shown in Fig. 1(a) where node
u has 8 neighbors having shell-indices 1, 2, 3, 3, 4, 6, 8, and 10. Now, we will see
how the shell-index of node u will be determined during the k-shell decomposition
method. In the 1st iteration, first of its neighbor will be removed and node u will
be left with seven connections with the nodes having the shell-indices greater
than 1, so, the node u will not be removed in the first iteration. In the 2nd
iteration, its second neighbor will be removed as it has shell-index 2, but still,
the node u has six connections with the higher shells, so, it will not be removed.
In the third iteration, its third and fourth neighbors will be removed as both of
these neighbors have shell-index 3. The node u still has four connections with
the higher shells, so it will not be removed. In the fourth iteration, 5th of its
neighbors having shell-index 4 will be removed, and now the node u has only
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Fig. 1. Example 1: Estimate shell-index of node u while applying k-shell decomposition
algorithm

three connections with the higher shells, so, as per the k-shell decomposition
method, node u will also be removed in the fourth iteration. So, the shell-index
of node u is 4 that is nothing but the h−index of the shell-indices of its neighbors.

Shell-Index Estimation

Using Theorem 1, the shell-index of a node can be estimated if the shell-indices
of its neighbors are known. However, in real-life applications, the shell-indices
of the neighbors are not known. We know that the shell-index of a node is
bounded above by its degree, ks(u) ≤ d(u). So, to estimate the shell-index of
node u, we can consider the degrees of its neighbors in place of their shell-
indices. This is nothing but the h − index of node u as defined in Sect. 2.1. To
further improve the estimation, we consider the h − index of its neighbors as
ks(v) ≤ h − index(v) ≤ d(v) and this is nothing but the h2 − index of the
node. Thus the shell-index of a node can be estimated using its h2 − index. The
proposed estimator can be further improved if we compute the h3 − index of the
node however in the Results section, we show that h2 − index is itself a good
estimator. It can be computed faster and requires less neighborhood information
than to compute the h3 − index of the node.

3.1 Results and Discussion

We study the performance of h2 − index versus shell-index on real-world net-
works and experimental results are shown in Table 1. First, we compute the
monotonicity of shell-index and h2−index. In the k-shell decomposition method,
all nodes which are pruned at one level are assigned the same shell-index value.
Researchers have shown that they have different influential power and so, a bet-
ter centrality measure will assign the same value to fewer nodes and will assign
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more unique values. This characteristic of the measure can be computed using

the monotonicity that is defined as M(R) =
(
1 −

∑
r∈R nr(nr−1)

n(n−1)

)2

where R is
the ranking values of all the nodes based on any given centrality measure, n
is the number of nodes, and nr is the number of nodes having rank r [7]. The
results in Table 1 show that the monotonicity of h2 − index is either the same
or slightly better than the shell-index.

We further study the correlation of shell-index and h2 − index with the
spreading power of nodes using Kendall’s Tau (τ), Pearson (r), and Spearman (ρ)
correlation coefficients. The spreading power of a node is computed by executing
the SIR model 100 times and taking the average of the spreading powers. In
experiments, the infection probability λ is taken as λ = 〈d〉 /(

〈
d2

〉 − 〈d〉) + 0.01,
where d represents degree of the node. Table 1 shows that the correlation of
h2 − index with the spreading power is either as good as the correlation of
shell-index with the spreading power or better.

Table 1. Performance of Shell-Index (ks) and h2 − index using monotonicity and SIR
spreading model

Network Ref Nodes Edges Monotonicity ks vs. SIR h2 − index vs. SIR

ks h2 − Index Kendall Pearson Spearman Kendall Pearson Spearman

Astro-Ph [10] 14845 119652 0.89 0.89 0.51 0.67 0.67 0.52 0.67 0.68

Buzznet [11] 101163 2763066 0.93 0.93 0.21 0.28 0.30 0.21 0.28 0.30

Cond-Mat [10] 13861 44619 0.75 0.76 0.55 0.69 0.69 0.56 0.70 0.70

DBLP [12] 317080 1049866 0.74 0.75 0.49 0.61 0.61 0.49 0.62 0.62

Digg [13] 261489 1536577 0.45 0.45 0.48 0.60 0.59 0.48 0.60 0.59

Enron [14] 84384 295889 0.30 0.30 0.45 0.58 0.55 0.45 0.58 0.55

Facebook [15] 63392 816831 0.91 0.91 0.49 0.64 0.65 0.49 0.64 0.65

Fb-Wall [15] 43953 182384 0.76 0.77 0.62 0.75 0.76 0.62 0.75 0.76

Foursquare [11] 639014 3214985 0.50 0.50 0.54 0.66 0.65 0.54 0.66 0.65

Gowalla [16] 196591 950327 0.73 0.74 0.59 0.71 0.72 0.59 0.71 0.72

Fig. 2. The correlation of shell-Index and h2 − index with the spreading power for
varying infection probability on (a) Astro-Ph and (b) FB-Wall network
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We also study how the correlation of shell-index and h2 − index with the
spreading power changes as we vary the infection probability. The plots are shown
in Fig. 2 for Astro-physics collaboration network and FB-wall social interaction
network. The results show that h2 − index has a good correlation with varying
infection probabilities. Thus we observe that h2 − index is a better centrality
measure and a good estimator of the shell-index in real-world networks. h2 −
index has an advantage over shell-index that it is a local centrality measure
and can be computed for a node using local neighborhood information without
collecting the entire network.

4 Hill-Climbing Based Approach to Identify Top-Ranked
Nodes

In many real-life applications, we need to identify top influential nodes to spread
the information faster. For example, identify people to provide free samples for
publicizing a product or infect a computer system to spread the virus using the
Internet network. In large-scale networks, it is infeasible to collect the entire
network to identify the top influential nodes. So, we need methods to identify
these nodes using local information without having the global information. In
[17], Gupta et al. proposed Hill-Climbing based methods that can be used to hit
the highest shell-index nodes faster in a network. In the proposed method, the
random walker starts from a periphery node and move to one of its neighbors
having the highest shell-index until a top node is found. The proposed method
cannot be applied in practice as the shell-index is a global centrality measure.

In this work, we have shown that the influential power of a node can be
computed using its h2 − index, i.e., a local measure. We modify the proposed
methods to identify the highest h2 − index node in the network. In rest of the
discussion, the top-ranked nodes refer to the nodes having the highest h2−index.
The algorithm is called IndexBasedHillClimbing(G, u, k,maxindex), and its
pseudo code is given in Algorithm 1. The inputs of the algorithm are G, u, k,
and maxindex where G is the given network, u is the seed node from which the
crawler starts crawling the network, k is the repeat-count that shows how many
times the crawler will restart the walk from a randomly chosen neighbor of the
current node if it is stuck to a local maxima, and maxindex is the maximum
h2 − index in the given network. A node is called local maxima if its h2 − index
is higher than all of its neighbors. The nodes having the highest h2 − index in
the network are called global maxima. For the clarification, a local maxima can
also be the global maxima.

The algorithm works in the following manner. The crawler starts from a
given node u, and it moves to one of its neighbors that has not been visited
before and has the highest h2 − index. The crawler keeps moving until it hits
the local maxima. If this node has the highest h2 − index, the algorithm exits,
else, the crawler jumps to one of its non-visited neighbors uniformly at random,
and the repeat-count is increased by one. The same procedure is repeated until
the highest h2−index node is identified or the repeat-count reaches its maximum
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Algorithm 1. IndexBasedHillClimbing(G, u, k,maxindex)
Take a list visited nodes and visited nodes = [ ]
num of steps = 0
repeat count = 0
current node = u
next node = u
add u in visited nodes
flag = True
while flag == True do

for each v in ngh(current node) do
if h2 − index(v) ≥ h2 − index(next node) and v /∈ visited nodes then

next node = v
end if

end for
if next node == current node then

if h2 − index(next node) == maxindex then
flag = False

else if repeat count < k then
next node = randomchoicev/∈visited nodesngh(current node)
repeat count = repeat count+ 1

else
Print “The algorithm is failed to find out the top-ranked node.”
flag = False

end if
end if
if flag == True then

add next node in visited nodes
current node = next node
num of steps = num of steps+ 1

end if
end while
return h2 − index(current node)

value. If the algorithm reaches to maximum repeat-count without finding out the
highest h2− index, it returns “The algorithm is failed to find out the top-ranked
node.” In Algorithm 1, ngh(u) represents the set of all the neighbors of node u.
randomchoice(list) function returns a random element from the given list.

The proposed method is further modified using the degree of the nodes
and named as IndexAndDegreeBasedHillClimbing(G, u, k,maxindex). In this
method, the crawler will move to one of the highest degree nodes among the non-
visited neighbors having the highest h2 − index. Except this, there is one more
change; once the algorithm is stuck to local maxima, the crawler moves to one
of its non-visited neighbors having the highest degree. Intuitively, it seems that
the highest degree node has a high probability to be connected with top-ranked
nodes, and so, this algorithm will work faster and better than the first one.
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Discussion

We implement the proposed methods on real-world networks, and results are
shown in Table 2. In experiments, the algorithm is executed from all non top-
ranked nodes, and the number of steps taken to hit a top-ranked node are aver-
aged to compute the average number of steps. In experiments, the value of
repeat-count (k) is set to 50. In Table 2, the average and the standard deviation
of the number of steps are shown in Avg (steps) and Std (steps) columns. The
Avg (count) shows the average of the number of repeat-count that algorithm
takes before reaching a global maxima. The Algo Failed(%) shows how many
times the algorithm is not succeeded to hit the top-ranked node in the given
repeat-count. The algorithm might succeed if we increase the value of repeat-
count.

The results show that on an average a top-ranked node can be reached in very
few steps (3–213 in the considered datasets), and the average value of the repeat-
count is 0–10. The algorithm is failed in few cases for repeat-count 50. In the
case of IndexAndDegreeBasedHillClimbing algorithm, the average number of
steps and the average repeat-count is reduced but the probability to fail the
algorithm is increased in the given repeat-count as the crawler always moves to
higher degree nodes and ends up following the same path that leads to the local
maxima. In DBLP network, the probability of failure is much higher when we
apply degree based hill-climbing approach as the algorithm is mostly stuck to
a local maxima due to following the same route and not able to hit the global
maxima in the given repeat-count. This highly depends on the network structure
and not on its size.

When we apply these algorithms in practice, we do not know the highest
h2 − index (maxindex), so, the algorithms need to be repeated few more times
to make sure that the node returned by the algorithm is the actual global maxima
and not the local maxima. The results show that a smaller value of repeat−count
will suffice the purpose. The algorithms can be started from a few randomly
chosen nodes to avoid the local maxima and hit the top-ranked nodes with a
high probability.

The proposed methods can be further improved by only computing the h2 −
index of the neighbors that can be considered for the next step of the crawler
instead of computing the h2 − index of all of its neighbors. A node having the
degree lower than the h2 − index of the current node cannot have the h2 − index
higher than the current node, so, all such neighbors can be discarded. This
further fastens up the proposed method.

In considered datasets, we observed that the induced subgraph of all top-
ranked nodes is connected and once we hit one top node, all top nodes can be
identified. All these nodes can be used to spread the information faster in the
network.
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Table 2. Results for IndexBasedHillClimbing and IndexAndDegreeBased -
HillClimbing Algorithms

Network Nodes IndexBasedHillClimbing IndexAndDegreeBasedHillClimbing

Avg

(steps)

Std

(steps)

Avg

(count)

Algo

Failed(%)

Avg

(steps)

Std

(steps)

Avg

(count)

Algo

Failed(%)

Astro-Ph 14845 8.66 9.82 0.37 1.21 5.70 1.40 0.00 3.27

Buzznet 101163 3.20 0.69 0.00 0.00 3.20 0.69 0.00 0.00

Cond-Mat 13861 15.55 15.46 2.27 1.39 9.95 4.88 0.18 11.58

DBLP 317080 213.13 84.89 9.79 5.45 118.76 5.34 0.00 79.60

Digg 261489 4.09 1.50 0.02 0.03 4.03 0.85 0.00 0.15

Enron 84384 5.08 0.97 0.00 0.00 5.07 0.93 0.00 0.04

Facebook 63392 6.06 1.90 0.30 0.00 5.99 1.80 0.31 0.02

FB-Wall 43953 9.04 4.48 0.59 0.00 8.65 4.12 0.48 0.04

Foursquare 639014 10.84 0.38 0.00 0.00 10.84 0.38 0.00 0.00

Gowalla 196591 4.33 4.17 0.15 0.02 3.92 1.32 0.03 0.22

5 Rank Estimation of a Node

In real-life applications, researchers are interested in studying the relative impor-
tance of a node that is denoted by its rank based on the given centrality measure
[18]. In large-scale networks, it is infeasible to compute the centrality value of
all nodes to compute the rank of one node, so researchers have proposed effi-
cient ranking methods for different centrality measures like degree [19–21], and
closeness centrality [22,23].

In this section, we study the characteristics of h2 − index and based on
that propose a fast rank estimation method. We observe that the percentile
rank versus h2 − index follows a unique pattern in all the considered real-
world networks as shown in Fig. 3. The percentile rank of a node is computed as
PercentileRank(u) = n−R(u)+1

n ∗ 100, where n is the network size and R(u) is
the rank of node u based on its h2 − index value in the given network. We study
this curve and find that 4-parameters logistic equation better fits the curve. The
equation of the curve is given as PercentileRank(u) = a2 + a1−a2

1+
(

h2−index(u)
x0

)p ,

where a1, a2, x0, and p are variables, and p denotes slope of the logistic curve
(also called hill’s slope).

The plots are shown in Fig. 3, where black colored circles show the actual
percentile rank of the nodes and the red colored triangles show the best-fit curve
using the 4-parameter logistic equation. The best fit curve is plotted using scaled
Levenberg-Marquardt algorithm [24] with 1000 iterations and 0.0001 tolerance.
It can be concluded from the plots that the logistic equation can be used to
estimate the percentile rank of the node. Once we estimate the parameters of the
equation, the rank of a node can be computed in O(1) time without computing
the index values of all the nodes.

Estimating Parameters of the Logistic Curve: We estimate the parameters
of the logistic curve by analyzing the curves for different networks. In logistic
curve, a2 is the highest rank value, so, it can be estimated as a2 = 100. Based
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on our analysis, we estimate a1 = 1 and observe that the fitted curve is closed to
the best fit. The value of p is taken as the average of the slopes of the considered
datasets using the estimated value of a1 and a2. The value of p using the esti-
mated parameters (a1 = 1 and a2 = 100) is shown in Table 3 and their average is
p = 1.44. The estimation of x0 is still an open question, and we have computed
it using scaled Levenberg-Marquardt algorithm for the implementation.

Table 3. Networks versus their p values using the estimated values of a1 and a2

Network p value Network p value Network p value Network p value Network p value

Astro-Ph 1.49 Buzznet 1.26 Cond-Mat 2.44 DBLP 2.08 Digg 0.91

Enron 0.90 Facebook 1.37 FB-Wall 1.56 Foursquare 0.97 Gowalla 1.40

Average 1.44

Discussion

The plots for the actual rank, best-fit rank, and estimated rank are shown
in Fig. 3 for some networks due to the space constraint. The estimated rank
is computed using the estimated parameters (a1 = 1, a2 = 100, and p =
1.44). Next, we compute the absolute error (|Actual Percentile Rank −
Computed Percentile Rank|) for each h2 − index value and then take the aver-
age to compute the average error. The average error and standard deviation
of the estimated rank using the best-fit and estimated parameters are shown
in Table 4. The results show that the logistic curve can be efficiently used to
estimate the percentile rank.

Table 4. Absolute error for percentile ranking using best-fit and estimated curve

Network Best-fit Estimated

Avg. error Std. dev Avg. error Std. dev

Astro-Ph 0.36 0.28 1.96 1.02

Buzznet 5.73 6.13 1.73 1.91

Cond-Mat 0.64 0.39 6.92 2.86

DBLP 0.18 0.14 2.83 2.05

Digg 0.36 0.29 0.95 1.31

Enron 0.57 0.31 1.48 1.74

Facebook 6.58 5.62 2.66 1.66

Fb-Wall 0.65 0.43 2.43 0.88

Foursquare 1.54 1.46 2.02 3.01

Gowalla 0.19 0.12 0.64 0.51
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Fig. 3. Percentile Rank versus h2 − index

6 Conclusion

In this work, we have shown that h2 − index is a good estimator of shell-index
and can be used to identify influential nodes in real-world networks. We also
observed that h2 − index has better monotonicity than the shell-index and has
better correlation with the spreading power of the nodes. Next, we proposed
hill climbing based methods to identify the top-ranked nodes. The results show
that a top-ranked node can be found in a small number of steps. We observed
that the induced subgraph of all the top-ranked nodes is connected and once we
find one top node, all the top nodes can be identified. One can further propose
mathematical bound to compute the required number of steps to hit a top node
in the given scale-free real-world network. In the last section, we discussed a
heuristic method to estimate the percentile rank of the node. One can further
propose better methods for estimating the parameters of the logistic curve that
will improve the accuracy of the rank estimation.
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Abstract. In this paper, we present how blockchain can be leveraged
to tackle data privacy issues in Internet of Things (IoT). With the aid
of smart contracts, we have developed a system model featuring a trust-
less access control management mechanism to ensure that users have full
control over their data and can track how data are accessed by third-
party services. Additionally, we propose a firmware update scheme using
blockchain that helps prevent fraudulent data caused by IoT device tam-
pering. Finally, we discuss how our proposed solution can strengthen the
data privacy as well as tolerate common adversaries.

1 Introduction

With the great success of Bitcoin [1], the blockchain technology recently has
become a trending research topic in both academic institutes and industries
associations. In a simple manner, blockchain is a decentralized database that
contains linked data blocks where each block is a group of valid and digitally
signed transactions. The blockchain itself is maintained by nodes in a peer-to-
peer network. What makes blockchain noticeable is the employment of a decen-
tralized fashion in which applications can operate efficiently without the need of
a central authority. In specific, it enables a trustless network where participants
can transact although they do not trust one another. Smart contracts in the
blockchain context are self-executing and self-enforcing contracts that are stored
on chain. They are deployed with explicit terms and conditions that are pub-
licly visible to all participants. Blockchain and smart contracts together have
motivated numerous decentralized applications such as Golem [2], Augur [3],
or Status [4]. Consequently, the blockchain technology has the potential to go
beyond financial transactions and can be leveraged to tackle many problems in
other domains, especially in Internet of Things (IoT), which is currently employ-
ing a centralized architecture.
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X. Chen et al. (Eds.): CSoNet 2018, LNCS 11280, pp. 211–221, 2018.
https://doi.org/10.1007/978-3-030-04648-4_18

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04648-4_18&domain=pdf
https://doi.org/10.1007/978-3-030-04648-4_18


212 T. D. T. Nguyen et al.

We are witnessing the incredible growth of smart and networked embedded
devices that Cisco predicts to have about 50 billion connected devices by 2020
[5]. As such, there is an urgent need to shift toward a decentralized model with
open-access networks and distributed cloud for sustaining the ever-expanding
IoT ecosystem [6]. In a typical IoT system, IoT devices aggregate data from
dedicated sensors, perform preprocessing, and push them to data center or cloud
for storage. These data are then analyzed and processed for different applications.
One critical concern with this type of architecture is the privacy as these data
could be very sensitive and related to private information. In fact, by using a
centralized cloud storage, data’s owners have very limited control and awareness
over their data. They have to put trust in cloud providers and would not know
if the data were being used for bad purposes. In this paper, we propose an IoT-
based system model that adopts blockchain and smart contracts as a solution
for the privacy issue. Particularly, we emphasize the data ownership that users
should have full control over their data and be aware of how they are being used.

Another problem in current IoT systems is that data are only as good as the
IoT devices from which they are originated, there is no guarantee that they are
accurate. In IoT, devices are subjected to be compromised in which a device’s
firmware can be replaced by a malicious one [7–9]. Various incidents about this
type of attack have been recorded [10,11]. Such attack could take control of the
IoT devices to perform illegal actions or produce false data. In the scope of this
work, we leverage blockchain to help users detect malicious firmwares as well
as make sure that devices are updated with legitimate ones. This solution will
prevent fraudulent data from being published to the network.

Our contributions are summarized as follows:

1. Proposing an IoT system model based on blockchain and smart contracts that
features a trustless access control management. Our solution makes sure that
users are the owners of their data and third-party services can only access
the data given users’ consent.

2. Proposing a firmware update scheme using blockchain to ensure that IoT
devices are programmed with legitimate firmwares. This will help prevent
fraudulent data caused by IoT device tampering.

The remainder of this paper is organized in the following manners. Section 2
introduces the problems that are addressed in this work. The overall design of
the system model is given in Sect. 3. We describe detailed implementation in
Sect. 4. Section 5 analyzes the privacy and security of the model. Some related
works are presented in Sect. 6, and Sect. 7 provides the final concluding remarks.

2 Problem Statement

This paper mainly tackles the data privacy issues when third-party services are
involved. In specific, we concentrate on IoT-based applications in which data
collected from IoT devices can be accessed by some third-party services given
that the users have consented. Our solution aims to address the following privacy
issues:
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– Access control: the system recognizes users as the owners of their data and
they can authorize other services to access the data. Users have the flexibility
to modify the set of permissions at any given time.

– Data transparency: Third-party services who were granted permissions by
users can easily access the published data; and the assurance that those pub-
lished data are officially coming from the users.

– Access tracking: Users are fully aware over what data are being collected and
how they are accessed by third-party services.

Furthermore, we address the attack in which adversaries can tamper with IoT
devices and produce fraudulent data. Our solution makes sure that IoT devices
can obtain the latest official firmware from their vendors and prevent fraudulent
data from being published on blockchain, thereby maintaining the data integrity.

3 System Model

Figure 1 illustrates an overview of our system model. As can be seen, all enti-
ties interact with each other via a blockchain network. A set of Aggregators
A = {a1, a2, ..., an} represents users who own one or more IoT devices that
generate data. An Aggregator can categorize data from IoT devices into slots
so that it can permit third-party services to access only a subset of data.
For example, an Aggregator a1 wishing to categorize its data into tempera-
ture, humidity and location will result in having three slots, that is SLOTa1 =
{[temperature], [humidity], [location]}. Each Aggregator will issue transactions
to the blockchain for granting permissions or publishing data.

Fig. 1. System model
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A set of Subscribers S = {s1, s2, ..., sn} represents third-party services who
can issue transactions to access data published by Aggregators given appropriate
permissions. A set of Vendors V = {v1, v2, ..., vn} represents manufacturers of
IoT devices who are responsible for publishing official firmware images. Each of
Aggregator, Subscriber and Vendor is identified by a set of public-private key
to interact with the blockchain network, they are responsible for securing their
own private keys to avoid being compromised.

Data published by Aggregators are stored in the off-chain storage. This com-
ponent uses a content-based addressing scheme, that means for each piece of
data, its hash corresponds to the address at which it is stored. Thus, this hash
can be used as a pointer to retrieved the data. The off-chain storage could
be either a distributed peer-to-peer filesystem platform where data are stored
across a set of storage nodes such as IPFS [12], Swarm [13], and Storj [14]; or,
even a centralized cloud with sufficient trust in a third-party service. In case of
using a distributed platform, a node could serve as both a storage node and a
blockchain’s node. The off-chain storage only accepts requests originated from
the blockchain’s nodes.

The blockchain network is deployed with two smart contracts: AccessCon-
trol and FirmwareUpdate that are used for managing access permissions and
updating new firmwares, respectively. We assume that all smart contracts are
correctly deployed. For better understanding the workflow of our system, con-
sider the following example: the Aggregator a1 collects data from IoT devices
and categorizes them into SLOTa1 as above, by issuing a publish transaction to
the blockchain, SLOTa1 is stored in the off-chain storage and its hash is saved
in the blockchain. Assume that a1 wants to share the temperature data with
s1, location and humidity with s2, a1 will invoke the AccessControl contract to
grant s1 and s2 access permissions to its specific data slots. The access control
policy of a pair (ai, sj) is then saved in the AccessControl contract.

Consider that s1 wants to access the temperature data of a1, it will issue
a retrieve transaction to the blockchain to retrieve the data from the off-chain
storage. This transaction will invoke the AccessControl contract to check for
(a1, s1)’s policy to see if s1 has the right to access the temperature data of a1.

Each Vendor vi will publish the hash of its official firmware images to the
blockchain by using the FirmwareUpdate contract. An Aggregator can monitor
the firmware of its devices by comparing the image hash of the devices with the
one published on the blockchain by Vendors. Therefore, it can update the new
image or know which devices were being tampered.

4 Implementation

4.1 Encryption Scheme

Data stored in the off-chain storage are encrypted by the Aggregator. Since
encrypting a large chunk of data using asymmetric encryption schemes is not
known to be efficient, in this work, we employ a hybrid approach with a re-
encryption scheme [15,16]. We denote ENC(d, k) as encrypting data d using
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key k, DEC(denc, k) as decrypting the encrypted data denc using key k, pk as
public key and sk as private (or secret) key. Our encryption scheme is as follows:

1. An Aggregator ai besides its permanent public/private key (pkai
, skai

) will
generate a temporary pair of (pklai

, sklai
) for each of its slot l ∈ SLOTai

. With
respect to a slot l, for each Subscriber sj that ai wants to grant access, ai
generates a uni-directional re-encryption key Kl

ai→sj from sklai
and pksj . This

key allows a proxy server to convert from ENC(m, pklai
) to ENC(m, pksj )

for any message m without revealing the underlying text or sklai
[16]. All

re-encryption keys are kept in the AccessControl contract.
2. When ai wants to publish a data slot l, it first signs the data using its private

key skai
to create a siglai

which will also be added into l. Then it generates
a new symmetric random key rklai

and uses it to encrypt the data to create
lenc as follows:

lenc = ENC(
〈
siglai

|l〉 , rklai
) (1)

3. ai encrypts that random key using its pklai
and prepends it to the encrypted

data, that means ai will publish
〈
ENC(rklai

, pklai
)|lenc

〉

4. When sj is authorized to access that data published by ai, the blockchain
node will perform re-encryption:

ENC(rklai
, pksj ) = Kl

ai→sjENC(rklai
, pklai

) (2)

and then it returns lenc together with ENC(rklai
, pksj ) to sj .

5. Now, sj can perform:

rklai
= DEC(ENC(rklai

, pksj ), sksj )〈
siglai

|l〉 = DEC(lenc, rklai
)

(3)

At this time, sj can read the published data l, and also verify the siglai
using

pkai
to confirm the data’s origin.

Each time ai wants to publish new data, it only needs to repeat from step
2. However, in case ai wants to revoke the access permission of sj to a specific
slot l, it will repeat step 1 to generate a new pair of (pklai

, sklai
) so that the re-

encryption keys are now changed, sj will not be able to decrypt any further lenc.

4.2 Access Control Contract

Contract 1 presents the implementation of the AccessControl contract. It holds
a state variable M which is a map between a pair of (ai ∈ A, sj ∈ S) and a
set of policies P . Each element in P is a pair of (lid,Kl

ai→sj ) where l is the
slot identifier and Kl

ai→sj is the corresponding re-encryption key as in Sect. 4.1.
Whenever an ai wants to grant access to any sj , it will issue a transaction that
specifies the set P for each sj to the Share procedure of the contract. At this
time, the variable M will be updated with that new information.
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In case an ai wants to deny access from sj to its slot l, ai will generate a
new (pklai

, sklai
) as in Sect. 4.1 and do not create a re-encryption key for sj .

ai then issues a transaction to the contract to update its policy including new
re-encryption keys for other Subscribers.

Moreover, the contract also has a state variable AccessLog that records
an sj ’s attempt to access a slot l ∈ SLOTai

. Each record is a 5-tuple
(sj , ai, l, time, stt) where time and stt dictates the timestamp and status
(True/False) of the access, respectively. When sj issues a retrieve transaction to
access ai’s data, the function Access of this contract will be activated to check
if the slot is accessible, and the attempt, whether granted or denied, will be
recorded on the blockchain. If ai wants to see the past contents of this AccessLog
variable, it only needs to traverse back the blockchain history.
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4.3 Data Publishing and Retrieval

For these operations, as they involve a large amount of data, they can only be
executed off-chain. An Aggregator ai who wants to publish a new data slot l will
first sign and encrypt it as in Sect. 4.1. As above-mentioned, the published data
will in fact be

〈
ENC(rklai

, pklai
)|lenc

〉
, we denote it as lpub. ai will issue a publish

transaction to the blockchain that includes H(lpub) (hash of lpub) and the slot
identifier lid. Once the transaction is recorded on the blockchain, ai will send
lpub to a blockchain node(s). This node can be randomly chosen or selected by
proof-of-stake or ai can even send to multiple nodes for redundancy. These nodes
upon receiving lpub first need to verify that H(lpub) matches the hash included
in the corresponding publish transaction. Then, they upload lpub to the off-chain
storage in which it can later be addressed by H(lpub).

When a Subscriber sj wants to access the published data of ai, it will issue a
retrieve transaction indicating the pkai

and lid. This transaction will trigger the
AccessControl contract at function Access as in Sect. 4.2. If the function returns
false, no further actions will take place. If it returns true, the blockchain node will
look into the records and find the most recent H(lpub) associated with pkai

and
lid. Then it will use the hash to obtain lpub from the off-chain storage, perform
re-encryption using the key Kl

ai→sj stored in the AccessControl contract as in
Sect. 4.1, and return the data to sj . After decrypting, sj can check the received
data’s hash against the record on blockchain.

4.4 Firmware Update Contract

Contract 2 illustrates the implementation of the FirmwareUpdate contract. This
is a simple contract in which it records all firmwares’ hash issued by Vendors.
It has a state variable F that is a map between Vendor vi ∈ V and the hash
of its latest firmware. For simplicity, we assume that each Vendor only issues
one IoT device. Each time a vi wants to publish a new firmware, it will issue a
transaction to invoke the NewFirmware procedure to update the variable F .

An Aggregator ai may use this contract to update its devices’ firmware or
check for device tampering. To update a device, ai only needs to look for the
corresponding Vendor in F for the latest hash, if this hash is different than its
device’s firmware hash, ai can download the new firmware directly from the
Vendor and then verify the downloaded file using the hash in this contract. To
check if its device was tampered, ai will traverse back the blockchain history
of variable F to see whether any of the published hash matches the current
firmware hash of the device. If the result is negative, that means the device’s
firmware was overwritten by attackers.

5 Privacy and Security Analysis

As opposed to the traditional cloud-centric IoT model in which data are sus-
ceptible to be manipulated and misused, the Aggregators in this system design
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have full control over their data. As can be seen from the AccessControl con-
tract, an Aggregator may modify the set of permissions at any time without the
need of any central authority. By combining with the encryption scheme, the
system makes sure that Subscribers who are not granted permissions will not be
able to access the Aggregator’s data. An adversary may attempt to take control
of the storage nodes to obtain data, however, the data are all encrypted, thus
without having a re-encryption key issued by the Aggregator, the data cannot
be decrypted. Furthermore, in case of using a distributed storage platform like
distributed hashtable (DHT) [17], data are separated into chunks and are stored
across different storage nodes, it would be hard for someone to assemble the
data. Another way of attack is to have a malicious blockchain node query data
from the off-chain storage or the node itself ignores the access control policy
and gives data to unauthorized Subscribers. However, in the same manner, data
are encrypted, only Subscribers who were granted permissions may be able to
decrypt them.

Subscribers who were given appropriate permission may easily access data
published by the Aggregator. As the system guarantees the data integrity, Sub-
scribers can make sure that the obtained data are accurate, untampered. This is
due to the fact that the off-chain storage uses a content-based addressing scheme,
therefore if the data were altered, it would not be addressable by the hash stored
on blockchain. Additionally, as blockchain is immutable, hashes stored on chain
remain permanently authentic. Thanks to that, even if an Aggregator’s private
key was stolen, data already stored on the off-chain storage could not be modi-
fied. By verifying the signature found in the data, Subscribers can firmly believe
that they are originated from the official source.

Along with sharing data, the system also enables Aggregators to be fully
aware of the shared data. Each time a Subscriber issues a retrieve transaction
to obtain data, the attempt, either successful or failed, will be recorded by the
AccessControl contract. By looking into the records, the Aggregator may track
how its data are being collected by third-party services.
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Moreover, by employing the firmware update scheme, we limit attempts to
physically tamper IoT devices that overwrites the firmware in order to pro-
duce fraudulent data to the network. By traversing back all firmware’s hashes
stored on the blockchain, an Aggregator can detect if its devices were com-
promised, which also helps discovering some vulnerabilities resided within its
system. Aggregators can set up a schedule to check or update new firmware
images on a recurring basis (e.g., daily). In this way, users can assure that mali-
cious firmwares will eventually be replaced with legitimate firmwares (given the
assumption that the Vendor keeps its private key secured).

Even though data on chain are publicly accessible, an adversary will not be
able to learn any essential information on the blockchain because it can only see
the access control policy and some hashes. All sensitive data are encrypted and
kept secured off-chain with restricted access. Nevertheless, since our proposed
system relies on blockchain and smart contracts, it can only be as secured as the
blockchain itself.

6 Related Work

Due to the attraction of blockchain and IoT, there are a lot of research efforts
in both academic and industrial works that have addressed the integration of
blockchain and IoT. In [18], the authors gave a detailed review on how blockchain
and smart contracts make a good fit for IoT in which they concluded that the
combination will cause important impact on several industries. Khan et al. [19]
presented current security issues in IoT and asserted that blockchain would be
a key solution. Some other works [20–22] outline aspects and use cases where
blockchain can be combined with IoT. However, none of these works illustrates
the integration in detail.

In [23], the authors presented an access control mechanism using blockchain.
They described the system thoroughly with detailed designs and protocols. Nev-
ertheless, all the operations are executed off-chain, that is, they did not exploit
the smart contracts in their work. Therefore, they missed out some great advan-
tages of smart contracts such as accuracy, transparency and trust. In our pro-
posed system, we keep the access control management on-chain with smart con-
tracts so that the operations are explicitly visible to all participants which elim-
inates the possibility of manipulation, bias or error.

The work by Shafagh et al. [24] is the most closely related to ours. They
presented a blockchain-based system for IoT that enabled a secured data sharing
without the need of any central authority. However, they also did not take the
advantages of smart contracts. Furthermore, as they enabled third-party services
to retrieve data directly from the off-chain storage, users could not track how
their data were being accessed. In our proposed solution, all attempts to access
users’ data are all recorded permanently on the blockchain.
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7 Conclusion and Discussion

In this paper, we have demonstrated how blockchain can be leveraged to
strengthen data privacy in IoT-based applications. We proposed a system model
based on smart contracts and blockchain that tackles the access control, data
transparency and access tracking issues in IoT when third-party services are
involved. Specifically, the system enables a trustless data sharing mechanism in
which users have full control over their data that they can choose which services
are allowed to access. Third-party services who were consented can easily access
the data with the assurance that data are authentic and comes from the right
user. Moreover, we also propose a firmware update scheme to limit the impact
of IoT device tampering in which firmwares are overwritten by malicious ones
to produce fraudulent data.

Since this paper only presents the concepts and modelings, further efforts
should focus on conducting realistic experiments to evaluate the performance
and robustness of the system, especially in terms of latency, throughput and
stability as these are crucial criteria in any IoT application. The proposed system
model can be implemented using some blockchain platforms such as Ethereum
[25] or Hyperledger [26].
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16. Egorov, M., Wilkison, M., Nuñez, D.: Nucypher kms: decentralized key manage-
ment system. arXiv preprint arXiv:1707.06140 (2017)

17. Maymounkov, P., Mazières, D.: Kademlia: a peer-to-peer information system based
on the XOR metric. In: Druschel, P., Kaashoek, F., Rowstron, A. (eds.) IPTPS
2002. LNCS, vol. 2429, pp. 53–65. Springer, Heidelberg (2002). https://doi.org/10.
1007/3-540-45748-8 5

18. Christidis, K., Devetsikiotis, M.: Blockchains and smart contracts for the internet
of things. IEEE Access 4, 2292–2303 (2016)

19. Khan, M.A., Salah, K.: IoT security: review, blockchain solutions, and open chal-
lenges. Future Gener. Comput. Syst. 82, 395–411 (2018)

20. Kshetri, N.: Can blockchain strengthen the internet of things? IT Prof. 19(4),
68–72 (2017). https://doi.org/10.1109/MITP.2017.3051335

21. Dorri, A., Kanhere, S.S., Jurdak, R.: Towards an optimized blockchain for IoT. In:
Proceedings of the Second International Conference on Internet-of-Things Design
and Implementation, IoTDI 2017, pp. 173–178. ACM, New York (2017). https://
doi.org/10.1145/3054977.3055003

22. Huckle, S., Bhattacharya, R., White, M., Beloff, N.: Internet of things, blockchain
and shared economy applications. Procedia Comput. Sci. 98(C), 461–466 (2016)

23. Zyskind, G., Nathan, O., et al.: Decentralizing privacy: using blockchain to protect
personal data. In: 2015 IEEE Security and Privacy Workshops (SPW), pp. 180–
184. IEEE (2015)

24. Shafagh, H., Burkhalter, L., Hithnawi, A., Duquennoy, S.: Towards blockchain-
based auditable storage and sharing of IoT data. In: Proceedings of the 2017 on
Cloud Computing Security Workshop, pp. 45–50. ACM (2017)

25. Wood, G.: Ethereum: A secure decentralised generalised transaction ledger.
Ethereum project yellow paper, vol. 151, pp. 1–32 (2014)

26. Cachin, C.: Architecture of the hyperledger blockchain fabric. In: Workshop on
Distributed Cryptocurrencies and Consensus Ledgers, vol. 310 (2016)

https://doi.org/10.1007/BFb0054122
http://arxiv.org/abs/1707.06140
https://doi.org/10.1007/3-540-45748-8_5
https://doi.org/10.1007/3-540-45748-8_5
https://doi.org/10.1109/MITP.2017.3051335
https://doi.org/10.1145/3054977.3055003
https://doi.org/10.1145/3054977.3055003


A Formal Model for Temporal - Spatial
Event in Internet of Vehicles

Na Wang1(B) and Xuemin Chen2

1 Shanghai Polytechnic University, Shanghai 201209, China
wangna@sspu.edu.cn

2 Texas Southern University, Houston, TX 77004, USA
xuemin.chen@tsu.edu

Abstract. In internet of vehicles (IoV), there are several events, e.g.,
location, speed, arriving time, that should be detected while the vehicle is
running. Nowadays, formal description is becoming an effective method
to describe and detect events. In this paper, we propose a temporal -
spatial Petri net (TSPN) formal model which is deduced from Petri net.
The rules of transition firing and marking updating are both defined
in TSPN for further system analysis. In addition, an efficient TSPN
analysis algorithm is developed for structured detection models. With a
case study, we illustrate that TSPN can describe and detect events in
advance for the IoV system.

Keywords: Formal model · Temporal and spatial · Petri net
Internet of vehicles · Event detection

1 Introduction

The internet of vehicles (IoV) is an important part of the intelligent transporta-
tion system (ITS) [1]. The related research of the internet of things (IoT) and
information fusion system has been continuously developed which provide new
theories, methods and technologies for IoV. The IoV which is based on the IoT
is composed of units carried by vehicles, units deployed by the roadside, the
control center and the smart equipment carried by individuals. Different from
the general internet of things, there are a large number of moving objects in IoV.
These objects carry a large number of sensing devices, so the data in IoV have
an obvious temporal-spatial character. In IoV, all kinds of sensing devices con-
tinuously generate multi-source and multi-dimensional data. These data include
time, location, behavior, speed, environment and so on.

An important application of IoV is traffic monitoring. Normally, vehicle
drivers follow traffic rules. However, due to various reasons, abnormal events
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in traffic systems may occur such as running red lights, illegal overtaking, speed-
ing and so on. These abnormal traffic incidents will lead to traffic accidents which
result in huge losses of life and property. Traffic monitoring system is a widely
used traffic management tool for reducing traffic accidents.

Introducing IoV technology and event-driven method into the traffic moni-
toring system can help us to build a IoV event monitoring system with temporal
- spatial constraints. The proposed system is shown in Fig. 1. In the event-driven
IoV, all data are abstracted as events. Users only focus on events that meet spe-
cific conditions. Since different users may pay attention to different events, users
need to express their concerns with a specific event processing model. In Fig. 1,
users represent events of their own attention as an event processing model, then
transform it into event handling rules by event processing engine. The temporal-
spatial events of the vehicles are handled by the event processing rules, then
results are obtained.

In order to describe the temporal-spatial events accurately so as to get the
exact result of event, we will apply the Petri net processing model for the
temporal-spatial event in IoV. Based on the Petri net processing model, the
event processing algorithm is constructed to complete the task of temporal-
spatial event confirmation in IoV.

The rest of the paper is organized as follows. Related work is introduced in
Sect. 2. The temporal-spatial Petri net (TSPN) model is proposed in Sect. 3. The
analysis of TSPN for traffic monitoring and a case study are depicted in Sect. 4.
The conclusion and future work are drawn in Sect. 5.

Fig. 1. The temporal spatial event detection system.
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2 Related Work

Temporal and spatial features have been proposed and analyzed in wireless sen-
sor networks (WSNs). In [2], authors aimed to detect anomalies at the sen-
sor nodes with reducing energy and spectrum consumption. They evaluated the
effects of neighborhood size and spatial-temporal correlation on the performance
of their new neighborhood-based approach using a range of real-world network
deployments and datasets. Their work paved the way towards understanding
how distributed data fusion methods may help managing the complexity of wire-
less sensor networks, for instance in massive internet of things scenarios. In [3],
the quality of a WSN service was assessed focusing on abnormal data derived
from faulty sensors. It developed an effective strategy for locating faulty sensor
nodes in WSNs. They proposed a fault detection strategy that is decentralized,
coordinate-free, and node based which uses time series analysis and spatial cor-
relations.

In order to get more precise data analysis and event detection results, formal
methods are widely used. The formal method can provide languages with strict
semantics and syntax, correspond techniques for the construction of models of
systems under development, and verify these models against selected require-
ments [4]. As a consequence, quantitative and qualitative properties, such as
faults or event detection rate, can be checked. In [5], authors develop an exten-
sion of temporal logic called timed multivariate statistical logic (TMSL) that
can specify not only spatial features but also temporal dynamics of systems in
a formal way. A purely data-based algorithm was presented to automatically
learn the TMSL from process data for extracting spatial features and generat-
ing meaningful regions called Regions-of-Interest. Then, a temporally-annotated
automaton for TMSL was generated with these discovered Regions-of-Interest. A
PCA-based spatial monitor and a TMSL-based temporal monitor were further
developed for on-line fault detection. There are also a few of formal methods
that have been used for event specification in networks [6,7]. In [8–10], it has
been shown that most of the popular formal approaches are based on theoretical
models such as finite state machine, timed automata and process algebra.

Petri nets have advantages to describe events in workflow nets [11] and net-
work applications [12] because it can handle non-determinism without suffering
from state explosion. Petri nets have graphical supporting for users to oper-
ate easily. But Petri nets have not been widely applied in network applications
because the temporal and spatial properties in sensor networks are hard to spec-
ify by simple Petri net models. If the models can be improved for complex
attributes, Petri nets will be a powerful tool to describe the processes in net-
works including IoV. In [13], authors described a compact event description
and analysis language for wireless sensor networks (MEDAL) for simultaneous
monitoring of multiple events in a single network based on Petri net. MEDAL
is a modified Petri net which provides a more compact formal language for
event description. It can capture the structural, spatial, and temporal proper-
ties of a complex event detection system, so as to assist system designers iden-
tifying inconsistencies and potential problems. MEDAL is an improvement of
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formalization in WSNs, but it can only describe the attributes separately with-
out relativity. In IoV, the correlations of spatial and temporal attributes of vehi-
cles are crucial for event detection. So we need to develop an effective formal
model for the special requirements in IoV.

In this paper, we propose a formal model for temporal - spatial Event in
internet of vehicles. The main contributions of this paper are to:

– build structure units for temporal - spatial formal model;
– analyze temporal - spatial attributes in the formal model;
– propose a event detection algorithm based on the formal model.

3 TSPN Model

The basic structure of Petri nets consists of places (P), transitions (T), arcs
and tokens. The circles represent the states; dots are used to model instances
or objects; rectangles model various kinds of actions; and arcs represent changes
between states. When a token represents an object with a variety of attributes,
the token has a value that represents the specific characteristics of the object
modeled by the token. For the sake of analysis, when time needs to be modeled,
each token may have a time stamp. For specific application, we can extend Petri
nets into most functional ones.

According to the requirements of temporal-spatial event, it is necessary for
formal description to abstract items including current time of driving, current
location of driving, current speed of driving and threshold for decision.

3.1 Definition of TSPN

Formally, a Petri net is defined as PN = (P, T, I,O,M0) where
P = {p1, p2, . . . pm} is a finite set of places;
T = {t1, t2, . . . tn} is a finite set of transitions, P ∪ T �= ∅, andP ∩ T �= ∅;
I = T × P → N is an input function that defines directed arcs from places

to transitions;
O = T × P → N is an output function that defines directed arcs from

transitions to places;
M0 = P → N is the initial marking.
A marking in a Petri net is an assignment of tokens to the places of a Petri

net. Tokens reside in the places of a Petri net. The number and location of tokens
may change during the execution of a Petri net. The tokens are used to define
the execution of a Petri net. A place containing one or more tokens is said to be
marked [11].

TSPN can be described as a 8-tuple structure (P, T, I,O, M0, δ, ι, θ) based
on Petri nets, where P, T, I,O and M0 are classic definitions in Petri net. In
order to describe trust based detection, we extend the basic Petri net with three
new items.

•ι is the spatial guard for transitions. For example, assume there is one arc
a entering T , and one arc d comes out of T . ι(T ) = s means T can only fire if
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the location of the token carried by a is at point s. In fact, after T is firing, the
new token will be the succeeding of token in a. The details about token updating
will be discussed later. This guard can be generalized to support more complex
spatial constructs. It can also be triple, dual and single dimension. When the
application concerns of the absolute location, ι will be as (x, y, z). When the
application concerns of the relative location, ι will be as (x, y). Otherwise, it can
be a point in a sequence.

•δ is a time guard for T , δ: T → [t1, t2] and t1 ≤ t2. For example, δ(T ) = (a, b)
means transition T can only fire during t1 and t2. Especially, if t1 = t2, that
means the transition can only happen on t1.

•θ is the threshold of token capacity in P , θ: P → R and R is a real type
data. For example, if θ(P ) = r1, that means when the capacity of token in P is
less than r1, P can reach to a new station.

Tokens are abstract representations of sensed data. During transition, the
values of a token will be updated according to the rules. In TSPN, the main
data is speed.

3.2 Temporal-Spatial Event Modeling

In IoV, when the condition of location and time are consistent, a spatial event
may be confirmed. For example, in a bus monitoring system, when the location
is in the interval from spot a1 to spot a2, and the time is in the duration from
t1 to t2, we can conclude that the bus will arrive on time. In the monitoring
process, we use F in to describe input token and F out to describe output token.
We use TPk to represent an event confirmation unit, F in(TPk) is associated with
current condition and F out(TPk) is associated with the next condition. The basic
event confirmation unit can be described as shown in Fig. 2. Considering Fig. 2,
P1 is an input state. When there is a confirmation in TP1, F in(TP1) will be the
current condition in state P1 and F out(TP1) will be the next condition which
will be loaded into the next state according to spatial operations which will be
introduced later.

Fig. 2. TSPN unit.
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3.3 Rules in TSPN

Rules for firing transitions:
A transition Tk under state marking Mi can be fired if and only if

tk ∈ δ(TK) (1)

F in(TPk) > 0 (2)

F out(TPk) ≤ θ(Pi) (3)

Mi ≥ I(tk) (4)

where δ(Tk) is current sensing time of a car in IoV and F in(TPk) is current value
of token in input place. F out(TPk) is current value of token in output place and
θ is the threshold for entering Pi. Noting that current value can be a set instead
of a single value.

Condition (1) stands for time limit satisfaction, condition (2), (3) stand for
valid value available and condition (4) stands for control ready. These conditions
must be met trust factors simultaneously.

Rules for markings:
A token value may be changed when a transition fires and it will be held by

new place due to threshold.

F out(TPk) = f(F in(TPk)) (5)

where f() represents a function on current set and f() can be defined flexibly
according to applications.

3.4 An Example for TSPN

In order to explain TSPN efficiently, we give an example here. When there is a
requirement described as following, it says there is a bus monitoring system, each
station has its arriving time duration and location ι. When the bus is running, it
has a speed, say 30 km/h, which cannot exceed the maximum speed limitation.
TP1 represents the driving process of the fist station and F in(TP1) means the
token in the first station. θ(Pi) is the threshold of each state which means if
current speed in token is less than it, the new state can be reached and the bus
can go on driving without event. The example can be depicted as Fig. 3.

δ(T1) = [4.9, 5.1], δ(T2) = [10.2, 10.5], δ(T3) = [15.5, 15.8];
ι(T1) = s1, ι(T2) = s2, ι(T3) = s3;
M0=(1, 0, 0, 0);
θ(P2) = 0.45, θ(P3) = 0.4, θ(P4) = 0.35;
F in(TP1) is the initial parameters defined as time, station, avgspeed which is

set as 0, s0, 0.25. Here, 0 is current time, s0 is current station, 25 is the average
speed.
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Fig. 3. An example for TSPN.

If the distances and time are specified as follows:
d(s0, s1) = 2.1, timeout(TP1) = 4.9;
d(s1, s2) = 1.9, timeout(TP2) = 10.3;
d(s2, s3) = 1.7, timeout(TP3) = 15.6;
f() is defined as recording current time as timeout, the next station of F in

and the average speed during the previous station. The average speed can be
calculated by

avgspeed = d(sout − sin)/(timeout − timein) (6)

Then F out(TP1) = (4.9, s1, 0.42), and 4.9 meets δ(T1), 0.42 meets θ(P2), so T1

fires and P2 is reached. Similarly, F out(TP2) = (10.3, s2, 0.35) and F out(TP3) =
(15.6, s3, 0.32). We can continue this process until we get to a state that no
transitions are enabled.

3.5 Structured Model in TSPN

A temporal-spatial event can be modeled with multiple units of TSPN as shown
in Fig. 2. In order to detects much more complex events, there must be some
structured models based on basic unit. The first one is sequential structure shown
in Fig. 4. There are two units TP1 and TP2, after TP1 executed, TP2 can be
triggered. It can describe a sequential process such as bus driving.

The second is parallel structure that is shown in Fig. 5. There are two units
TP 1 and TP 2, if and only if there are tokens in both P1 and P2, P3 will be reached

Fig. 4. Sequential structure.

Fig. 5. Parallel structure.
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Fig. 6. Chained parallel structure.

when meeting threshold. In this case, TP 1 and TP 2 are the parallel units for
P3. This structure can be chained as shown in Fig. 6. A parallel structure can
describe a process such as the interactivity of two vehicles. And the chained
parallel structure can describe a system including much more vehicles that can
communicate with each other for complex event detection.

The third is choice structure that is shown in Fig. 7. There are two choice
units TP 2 and TP 3. Once there is token in P1, T2 or T3 will fire. Then P2 or
P3 will be marked if temporal, spatial and threshold conditions are all met. And
choice structure can be nested as shown in Fig. 8. A choice structure can describe
a process such as whether the vehicle is normally driven or speeding etc. And the
chained parallel structure can describe different event detection of the vehicles.

Fig. 7. Choice structure.

Fig. 8. Chained choice structure.

4 Analysis of TSPN

The purpose of using TSPN is to focus on how to check the events of vehicles
and between vehicles according to the time constraints, spatial constraints and
thresholds of new states. When the token meets threshold during the time con-
straint in a specific space, the TSPN model will go on. Otherwise, an event will
be detected.
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4.1 Analysis of Time Constraint

With regard of time constraints, δ is used to control the transition duration.
If there is no requirement for time limit, the default of δ is (−∞,+∞). For
sequential and choice structures, firing time of each transition must be in δ. For
parallel structures, firing role about time must be described specially.

Assume there are two transitions T1 and T2. The firing duration of a tran-
sition T1 is δ(T1) = [t1, t2], and δ(T2) = [t3, t4]. T1 is enabled at time τ1 where
t1 ≤ τ1 ≤ t2. If it fires at time τ1 + φ1, according to the time rules in a timed
Petri net, δ(T2) = [max{0, t3 − φ1}, t4 − φ1].

If there are more parallel transitions in a system, the firing time of a transition
will shift for times according to the number of transitions firing before it, which
is shown in (7). If we use D to denote the set of time constraint δ, then where
D = {δ(Tj), j = 0 . . . n}, n is the number of places.

δ(Tj) = [max{0, tj,1 −
j∑

i=2

ϕi−1}, tj,2 −
j∑

i=2

ϕi−1] (7)

For example, in Fig. 9, there are four units which are parallel. Assume the
initial values of δ are available, they are indicated in Table 1.

Fig. 9. A parallel example.

Table 1. Time of transition.

Transition δ Enabled time Firing time Firing order

T1 [1,5] 1 1.5 1

T2 [2,4] 2 1 3

T3 [2,5] 1 0.5 2

T4 [3,6] 2 1 4

T8 [1,2] 1 1 1
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According to time constrain analysis, D will be:
D0 = {1 ≤ δ(T1) ≤ 4, 2 ≤ δ(T2) ≤ 4, 2 ≤ δ(T3) ≤ 4, 3 ≤ δ(T4) ≤ 4}
D1 = {0.5 ≤ δ(T2) ≤ 2.5, 0.5 ≤ δ(T3) ≤ 2.5, 1.5 ≤ δ(T4) ≤ 2.5}
D2 = {0 ≤ δ(T2) ≤ 2, 1 ≤ δ(T4) ≤ 2}
D3 = {0 ≤ δ(T4) ≤ 1}
D4 = {1 ≤ δ(T8) ≤ 2}
D5 = ∅

4.2 Analysis of TSPN Model

TSPN Analysis Algorithm

input:
Bus station information including station name, distance;
Thresholds for speed;
Lower time of δ;
Upper time of δ;
Current time;

output:
Event detection result;

initialization:
Generate TSPN model according to bus station information;

while (Mj)
{

for (i=0; i<n; i++)
{

calculate F out(TPj) using Eqs (7);
if (Di)

calculate F out
j+1 using Eqs (5)

}
if (F in

j+1 ≤ θj)
j++;

}

4.3 A Case Study

We use a part of the schedule of bus 64407 in Beijing [14] which is shown in
Table 2 to build a case study for TSPN. The TSPN model can be described as
shown in Fig. 10.

Suppose the stop duration is 20 seconds [15], and the deviation can be 10
seconds. Then δ should be set as from expected arriving time-10 to expected
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Table 2. Schedule plan of bus 64407.

Station name MGY LLQB GZFN GZFD JSBWG MXDX GHDL

Expected arriving time 7:33 7:36:46 7:40:20 7:44:58 7:49:39 7:51:20 7:54:21

Fig. 10. TSPN for bus 64407.

arriving time+30. θ is the max speed limit of each station. ι is the current
station which is a point in a sequence. The constraints are set as that of in
Table 3. According to the analysis algorithm, the tokens are updated as shown
in Table 4.

Table 3. Constraints in TSPN for bus 64407.

δ(hh : mm :
ss)

[7:32:50,
7:33:30]

[7:36:36,
7:37:16]

[7:40:10,
7:40:50]

[7:44:48,
7:45:22]

[7:49:29,
7:50:09]

[7:51:10,
7:51:50]

[7:54:11,
7:54:51]

θ(km/h) 30 35 35 40 45 35 30

ι MGY LLQB GZFN GZFD JSBWG MXDX GHDL

Distance (km) 1.88 1.85 1.75 1.8 1.28 1.52 1.67

Table 4. Tokens updating.

F in(T1) F out(T1) F in(T2) F out(T2)

7:33, MGY, 30 7:36:48, LLQB, 29.8 7:37:08, LLQB, 29.8 7:40:19, GZFN, 35.6

F in(T3) F out(T3) F in(T4) F out(T4)

7:40:39, GZFN, 35.6 7:44:59, GZFD, 24.3 7:45:19, GZFD, 24.3 7:49:41, JSBWG, 24.7

F in(T5) F out(T5) F in(T6) F out(T6)

7:50:01,JSBWG, 24.7 7:51:31, MXDX, 45.7 7:51:51, MXDX, 45.7 7:54:35, GHDL, 33.4

The TSPN model is a sequential one since it describes a bus driving process
and captures events during driving. From the data in the two tables above, we
can find the arriving time of each station which is indicated as time in F out(Ti)
meets δ. The location of each station which is indicated as station name in
F out(Ti) meets ι. The average speed of each station which is indicated as speed
in F out(Ti) meets θ. So the process is going through until station GHDL. In
other cases, once one of the constraints cannot be met, the process will abort
so as to report an event. If δ or ι cannot be met, the report will be “Delay”.
Otherwise, the report will be “Speeding”. TSPN can describe other applications
relative to event detection in IoV such as overtake illegally.
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5 Conclusion and Future Work

In this paper, we proposed a temporal - spatial Petri net that can describe
the driving process of a vehicle and detect events. In TSPN, we defined rules for
transitions, structures and operations for units. Analysis process is also presented
for event detection. Using TSPN, we can induce compound applications based on
units for description when detecting event and implementing other requirements.
In the case study, a bus driving process is described formally by TSPN and the
tokens are verified by assigning constrains. The result shows that TSPN can
describe the driving processes of vehicles in IoV and detect events effectively.
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Abstract. Many of the methods that are used to optimize network
structure for information sharing are centralized, which is not always
desirable in practice. Often, it is only feasible to have the communi-
cating actors modify the network locally, i.e., without relying on the
knowledge of the entire network structure. Such a requirement typically
arises in establishing communication between actors (e.g., Unmanned
Aerial Vehicles) that either do not have access to a central hub or prefer
not to use this direct transmission channel even if available. This paper
adopts an actor-oriented modeling approach to develop the Decentral-
ized Deterministic Information Propagation (DDIP) model that enables
the creation of networks that exhibit the properties desirable for efficient
information sharing. Computational experiments showcase the ability of
the DDIP model to form robust networks while being energy-conscious,
i.e., without unnecessarily overloading any particular actor.

Keywords: Communication networks · Decentralized optimization
Stochastic actor-oriented modeling

1 Introduction

Consider a sensor network (or, more generally, a network of actors) comprised
of a group of sensors (actors) that are linked by a wireless medium and tasked
to perform distributed sensing, decentralized decision-making and/or inference
tasks. In such networks, sensors (actors) gather information about the physi-
cal world, conduct analyses based on local information, and then perform the
ensuing actions upon the environment, thereby enabling automated and remote
interaction with the environment.

In the above, the meaning of term “actor” differs from the conventional notion
where an object is restricted to “act” in a particular way. Instead, the said actor,
besides being able to act continuously on the environment, is also a network
entity that performs networking-related functions, i.e., those including receiving,
transmitting, processing and relaying information. For example, a robot may
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interact with the physical environment; however, from a networking perspective,
the robot constitutes a single entity that is referred to as actor.

Applications of wireless sensor and actor networks may include teams of
mobile robots that perceive the environment from multiple different viewpoints
based on the data gathered by sensor networks. However, due to the presence
of actors (that are usually resource-rich devices equipped with better processing
capabilities, stronger transmission powers and longer battery life), the wireless
sensor and actor networks have some differences from wireless sensor networks
[1]. Moreover, in the wireless sensor and actor networks, depending on the appli-
cation there may be a need to rapidly respond to sensor input. To provide the
right actions, sensor data must still be valid at the time of acting. Therefore, the
issue of real-time communication is very important in the wireless sensor and
actor networks since actions are often required to be performed on the environ-
ment immediately after the sensing takes place.

The number of sensor nodes deployed in typical conventional applications
may be in the order of hundreds or thousands. However, such a dense deployment
is not necessary for “actor” actors due to the different coverage requirements and
physical interaction methods supporting the acting tasks. Hence, in the wireless
actor networks, the number of actors is much lower [1]. Therefore, in order to
provide effective sensing, coupled with acting or inference tasks, a distributed
local coordination mechanism is necessary among sensors/actors. Building such a
distributed coordination mechanism in uncertain environments requires broader
studies, which examine actor-centered and actor-based network models.

Much research in the domains of network analysis and communication
addresses the need to efficiently exchange and spread information throughout
a network as seen in [12,16]. This topic has been examined through a variety of
methods such as in [5,7], most of which focus on modifying certain structural
properties of the network using a centralized approach. The centralized meth-
ods, however, are not always adequate for the task at hand, which can be when
dealing with applications related to sensor networks as described in [1].

This paper presents a Decentralized Deterministic Information Propagation
network formation model (DDIP model) where actors link to each other in a
decentralized manner, and in doing so, build a network that provides each actor
with an ability for robust reception and propagation of information across the
network. The model of the actors’ behavior, i.e., local decision-making, is similar
in spirit to the work by [15] that develops a stochastic social network formation
model using a decentralized approach, which they call “actor-oriented modeling”.

The paper is organized as follows. Section 1 discusses the decentralized net-
work formation problem. Section 2 provides a literature review which describes
the current state of the art research that has been done in decentralized commu-
nication network analysis. Section 3 introduces and details the proposed DDIP
parametric model. Section 4 describes an approach to evaluating the model per-
formance – the experimental setup and performance metrics, – and presents the
computational results obtained with synthetically generated data sets. Section 5
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offers conclusions and discussion about the potential future directions of this
research.

2 Literature Review

This section describes the current state of the art in the research areas relevant
to decentralized methods of analyzing and building communication networks.

There have been a number of works published recently that focus on how
information flows through networks. Currently, much of the research in this field
focuses on how to maximize the spread of influence across networks. While this
area is not of direct relevance to our problem, some papers from it are still worth
mentioning. In [2], a framework is presented for modeling competitive diffusion
in social networks, solving a set of Most Probable Interpretation problems to
describe how influence propagates across networks. In [5], an innovation diffu-
sion model is presented, that extends the actor-oriented modeling [15] towards
studying how social influence affects network formation.

There are also articles within the realm of information propagation and diffu-
sion that do not focus on maximizing or describing the effects of influence across
networks. In, [12], several models are proposed to only explain how information
spreads. In [18], a partially absorbing random walk is employed to model how
information passing can be used to learn the structure of a network. In [4] a
transduction process, also employing absorbing random walks, is developed to
traverse graphs. In [7], an evolutionary game theoretic framework is offered to
predict information diffusion across networks.

The literature on decentralized methods to improve communication efficiency
is also relevant to this paper, particularly because it emphasizes network robust-
ness. Most of the existing papers on decentralized methods for network modeling
focus on achieving consensus in a network in an organized manner. The authors
of [16] create sets of decentralized conventions that focus on forming consen-
sus throughout a network. In [10], a more general framework is presented for
analyzing multi-agent systems that enables the actors to reach consensus. In
[13], the use of decentralized communication networks is analyzed in respect to
controlling autonomous actors.

There is a gap in the body of literature that pertains to decentralized com-
munication networks, as most papers are focused on how to create consensus as
opposed to modeling information passing and building robust communication
networks in the first place. This paper looks to fill that gap by relying on the
recent advances in social network analysis.

The use of models to analyze and predict the formation of social networks is a
large topic of research in social network analysis. Descriptive social network tech-
niques were used in [8] in order to create new ways to manage crisis de-escalation
techniques. The use of social network analysis with respect to engineering and
construction project management is evaluated in [3]. In [17], a model is devel-
oped to predict how groups of unconnected agents form social networks, focusing
on how the pattern of interaction between agents causes networks to form. In [6],
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the evolution of social and economic networks is studied, where the dynamics
of the individuals that make up the network are of particular importance. The
actor-oriented modeling ideas for social network formation are described, e.g.,
in [14,15]. In the latter, Snijders et al. introduced a model, in which individ-
uals periodically make changes to their local networks, with each maximizing
their own weighted “happiness function” value. There has been some research
in the use of decentralized methods to ensure network connectivity, as seen in
[11], which focuses on the use of a decentralized control algorithm to balance
the edges of networks. The latter work, however, focused mainly on making sure
that connectivity was preserved, and did not place emphasis on the information
passing properties of the resulting graphs; the model presented in our paper fills
this gap.

3 The Decentralized Deterministic Information
Propagation Model for Network Formation

The Decentralized Deterministic Information Propagation model (DDIP model)
for network formation, introduced here, prescribes a particular order of com-
munication network evolution, i.e., change in its structure, over multiple time
periods. In each period, all the actors participate in several network building-
related activities, performed sequentially in stages. The stages include a mes-
sage forwarding (propagation) stage, a weight and objective calculation stage, a
network state estimation stage, and a network modification stage. This section
describes the stages in detail.

3.1 DDIP Model Stages Overview

The actors’ activities in each time period begin with the forwarding stage, in
which each actor forwards out messages to their connected network neighbors.
The messages are passed on (propagated) as a partially absorbing random walk;
such a random walk has been recently used, e.g., in [9] to define entropy central-
ity, as well as in [18] to learn and exploring graph structures. Namely, once an
actor receives a message, it is passed on with probability less than one. Using
the information derived from the number and total proportion of the messages
received from all other actors in the network, each actor is able to update its
belief about how well-connected it is – this takes place in the next stage, the one
devoted to the calculation of weights and objective values. These updates lead
to the revisions of the actors’ own weight functions and to the recalculation of
their own objectives. Actors then estimate how the changes to their local net-
work would affect their unique objective function in the network state estimation
stage. Actors look to make such changes in the local connection structure that
will allow them the largest increase in the reception of messages from all other
actors in the network with a special emphasis on the messages from their esti-
mated far-away peers, similar to the way actors make changes in [15]. After all
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the actors have made their decisions in a single time period in the network mod-
ification stage, the next period begins, and the message forwarding and update
procedures are repeated until a pre-set stopping criterion, e.g., one based on the
number of time periods allocated for network formation, is met.

3.2 DDIP Model Parameters and Variables

In this section, the notations for the variables, vectors, and parameters of the
DDIP model are described. The parameters of the model are the inputs that
determine how the model behaves, i.e., how the revisions to the network structure
are carried out. The message count and weight variables are updated in every
period, and thereby, provide the actors with an ability to assess the quality of
their network positions in terms of embeddedness (proximity to peers).

The variables and parameters listed in Table 1 serve to rigorously present the
framework and structure for how the DDIP model forms networks. The model
creates and modifies a directed graph G, with n actors (nodes) and the edge list E
of all the active edges. Set S defines the allowable ties: some actors are assumed to
not be able to connect with certain peers, consistent with proximity restrictions
where some actors may be too far away from each other to communicate directly.
Algorithm 1 describes how the DDIP model runs.

3.3 Forwarding Stage: Message Passing Procedure

The DDIP model begins each period with a forwarding stage. The goal of the
forwarding stage is to allow each actor to update its belief about its own position
with respect to the rest of the network, in a way that is decentralized.

The actors simulate the passing of messages to “learn” which neighbors seem
to be close and which neighbors seem to be further away, through the partially
absorbing random-walk procedure. During each forwarding stage, each actor i
will send off m messages. Each message is first sent with an equal probability to
any one of actor i’s out-directed neighbors. After being forwarded to a neighbor
j, the message is either terminated with probability α, or sent to one of j’s
out-directed neighbors with probability (1 − α). The message continues to be
forwarded between actors until it is terminated.

The process of message forwarding is used to update each actor’s pt
ijk (pro-

portion of messages) variable, which gives the actor the information necessary
to infer the quality of its network position with respect to the peers. Each mes-
sage contains the information of the source (actor j), the last actor who sent it
(actor k), and a unique identifier that tells actor i to not record a duplicate if
such duplicates ever reach it; however; each duplicate will still be forwarded on
with a probability α. Each time actor i receives a message from source actor j,
through neighbor k, such that it has not been received before, the corresponding
pt

ijk variable increases. The value of pt
ijk is then used to calculate the weights

and objective function value for actor i. During each period, the value of pt
ijk

is reset and recalculated to allow each actor to re-evaluate their position in the
network.
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Table 1. Notation, variables, and parameters used in the DDIP model

n The number of actors in graph G

tmax The maximum number of periods to run the DDIP model

E The collection of active edges of Graph G

S The collection of all possible edges of Graph G

gt
i The local structure of actor i’s graph at period t

sti The collection of possible edges for actor i at period t

α The probability that a message is terminated

m The number of messages each actor sends per period t

γ The neighbor’s cost for connection

l The threshold of in-directed ties that an’un-isolated’ actor has

w The scaling parameter for cost

pt
ijk The proportion of messages actor i received from source j through

neighbor k during period t

βown,t
ij actor i’s own preference for messages from actor j, during period t.

βneigh,t
ij The average if the preferences if actor i’s out-directed neighbors for

messages form actor j during period t

βtotal,t
ij The overall preference that actor i has for messages from actor j at time t

- a weighted average of betaown,t
ij and βneigh,t

ij

ρ The weight of an actor’s own preferences against it’s neighbors preferences

ht
i The number actor i’s active in-directed ties at period t

Y t
i The set of actor i’s out-directed neighbors at period t

Zt
i The set of actor i’s in-directed neighbors at period t

dt
i The set of actor i’s decisions and estimates at period t

For application purposes, the message forwarding procedure can be emu-
lated by sending all messages at the same time: i.e., actor i would send each
out-directed neighbor an equal fraction of the m messages. For example, if the
actors are set to send m = 1000 messages per round, an actor with two outgo-
ing ties would send 500 messages to each of these neighbors. Each actor would
receive that fraction, reduce the number by the termination factor α, and in turn,
forward the messages in an even fraction to their neighbors. Once the number
of messages received falls under a certain threshold, the propagation is termi-
nated. The pt

ijk value can then be calculated by taking the number of messages
that each actor i receives from a source actor j through a connected neighbor k,
and dividing the result by the initial message count m. In the experiment, the
proportions of messages each actors receive are estimated, so the exact number
of messages sent at each round is not needed.
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Algorithm 1. The DDIP Model Logic
1: gt = g0; /*Initializes the starting graph at period 0*/
2: S = S0; /*Initializes the possible edge set for graph G*/
3: for actor i ∈ g0 do
4: if g0

i = ∅ then

5: Select j ∈ s0
i w.p. 1/|s0

i |;
6: E ← (j, i) ∪ E0; /*has any unconnected actors connect to a possible neighbor*/
7: end if
8: end for
9: for t ← 0 to tmax do

10: for actor i ∈ gt do
11: Propagate m messages; /*Use Random Walk Method to Simulate Message Passing*/
12: Update pt

ijk; /*Calculate the proportions of messages received in period t*/

13: Calculate β’s and fi(g
t
i); /*Using pt

ijk, calculate weights and objective for actor i*/

14: for Possible Neighbor j ∈ st
i do

15: Calculate fi(g′tij); /*Estimate objective after connecting to j*/

16: dt
i ← (j, fi(g

′t
ij)) ∪ dt

i; /*Add addition decision and estimate to decision list*/

17: end for
18: for actor j ∈ Zt

i do

19: Calculate fi(g
′′t
ij ); /*Estimate objective after removing active neighbor j*/

20: dt
i ← (j, fi(g

′′t
ij )) ∪ dt

i; /*Add subtraction decision and estimate to decision list*/

21: end for
22: dt

i ← (i, fi(g
t
i)) ∪ dt

i; /*Add do nothing decision to decision list*/
23: end for
24: for actor i ∈ gt do
25: if (j, fmax,i(g

t
i)) ∈ Zt

i then

26: gt ← gt − (j, i); /*If the best move is to subtract edge, remove edge, if allowed*/
27: Zt

i ← Zt
i − j /*Remove j from i’s in-directed neighbors*/

28: Y t
j ← Y t

j − i /*Remove i from j’s out-directed neighbors*/

29: st
i ← j + st

i; /*Add j to i’s possible neighbor set*/

30: else if (j, fmax,i(g
t
i)) ∈ st

i then

31: gt ← (i, fmax,i(g
t
i)) ∪ gt; /*If best decision is add tie,add the tie to the graph*/

32: st
i ← st

i − j /*Remove j from i’s potential neighbors list*/

33: Zt
i ← Zt

i + j /*Add j to i’s connected neighbor set*/

34: Y t
j ← Y t

j + i /*Add i to j’s out-directed neighbor list*/

35: else
36: continue /*actor i chose to do nothing this period*/
37: end if
38: end for
39: pt

ijk ← 0 ∀ i, j, k; /* Reset message proportion variables*/

40: dt
i ← ∅ ∀i; /*Reset decision and bid lists for all actors*/

41: t ← t + 1; /*Move to next period*/
42: end for
43: Return gtmax

3.4 Calculation of Weights and Objective Values

Using the proportion of message counts pt
ijk obtained during the forwarding stage

in a period, the actors calculate the weights used for their objective equation
and the objective function value itself. The details about how the weights and
objective equations are computed are provided below.

Before an actor calculates its objective value in a given period, it first must
calculate its β weights as described in Table 1. The values of βtotal,t

ij are used in
the model, but they are calculated by taking the weighted average of the values
of βown,t

ij and βijneigh,t,

βown
ij,t = e(1−(pt

ijk)), (1)
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βneigh,t
ij =

1
n

∑

y∈Yi

βown,t
yj , (2)

βtotal,t
ij = (ρ)βown,t

ij + (1 − ρ)βnei,t
ij , (3)

These weights are re-evaluated in each period and are used to adjust the
objective function equation to take into account the fact that each actor strives
to be able to receive messages from every other actor in the network. The weight
βown,t

ij decreases exponentially as more messages are received from source actor
j, and increases exponentially as less messages are received from actor j. This
allows for actor i to try to make decisions that result in an expected increase
of the count of messages sourced by those actors from whom it does not receive
many messages, given a current network structure. The βneigh,t

ij is an average of
the weights that each out-neighbor of i contains: it reflects a kind of cooperation
between actors. The inclusion of βneigh,t

ij allows each actor to make changes that
benefit its neighbors as well as itself. The βtotal,t

ij is the weighted average of
βown,t

ij and βneigh,t
ij , weighted by the preference parameter ρ. Using the all the

resulting values, each actor then calculates their own unique objective value,

fi(gt
i) =

∑

j

∑

k

pt
ijk(gt

i)β
total,t
ij − w

∑

k

γ|Y t
k | , ∀ i, (4)

with this formula capturing how “happy” actor i is with its current local network
structure. The larger the proportion of the messages that actor i receives from
all other actors in the network, the larger the objective value is. In order to
discourage overloading an actor with forwarding too many messages, there is a
cost that is directly related to the number of the outgoing ties, Y t

k , that each
in-neighbor k of actor i possesses in time period t (immediately preceding the
currently ongoing revision stage). This cost is expressed using parameters γ and
w, and make up the right portion of the objective equation, as seen in 4. This
cost is used to keep actors from having too many outgoing ties, without placing
any absolute restrictions on the number of ties an actor can possess. The use of
both parameters allow for tuning the different costs associated with the model,
giving more flexibility to these parameters allow for a model that can create more
robust networks. As actor i adds an incoming tie to its neighbor k who possesses
more outgoing links, actor i’s own cost will increase, which will decrease actor
i’s own objective value. In the next stage of DDIP, the actors will estimate how
this objective value would change under each possible change of their incoming
ties, informing the network-building actions.

3.5 Network Estimation Stage and Modification Stage

In each period, each actor has three different options: they can add an incoming
tie to one of their eligible neighbors, delete a currently active incoming tie from
one of their connected neighbors, or do nothing (an actor cannot simultaneously
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add and delete a tie in the same period). Each actor estimates how their objective
might change from making a modification, with the help of the message passing
process observations collected in prior stages; each actor shares their pt

ijk value
with the nearby unconnected neighbors. An actor i estimates the value gain that
will result from adding an incoming tie to an eligible neighbor j by computing

fi(g
′,t
ij ) = fi(gt

i)+
1

|Y t
j | + 1

∑

u∈g

∑

k∈Zt
j

pjuk −wγ(|Y t
j |+1), ∀ i ∈ g, ∀ j ∈ st

i, (5)

which looks at the current objective value for actor i and adds the estimated
increase due to the proportion of the messages that i would receive from each
other actor in the graph if it were to connect to actor j (this is captured in the
middle portion of (5)); then, the actor subtracts the cost of pulling messages
from actor j. Similarly, the actor estimates the potential effect of disconnecting
the each currently connected in-neighbor j by computing

fi(g
′′,t
ij ) = fi(gt

i) −
∑

u∈g

∑

j

piuj + wγ|Y t
j |, ∀ i ∈ g, ∀ j ∈ Zt

i . (6)

Here, the actor takes the current objective value and subtracts the proportion
of messages that were received from all actors u ∈ g that came through actor j;
then, the cost of pulling from actor j is subtracted (this cost would no longer be
incurred). Note that the logic of (6) is not flawless, as actor i might be receiving
a large proportion of the same messages, which came through j, from another
actor u, so i would believe that losing j would be costly while it might not be
the case.

The DDIP model imposes rules that actors follow when deciding what
changes should be made to their local network. First, the actors that have any
incoming ties under a certain limit l are considered isolated, and these actors are
not allowed to lose out-directed ties to discourage complete isolation of actors.
In the network modification stage, each actor will make the decision that leads
to the largest increase in their personal objective. Once all actors have made
their choices, the next period starts.

4 Experimental Evaluation of Model Performance

The experiments were set up to run the DDIP model on 20 sample networks of
size n = 10, 15, and 20 actors each. Ten networks of each size were created using a
synthetic unit-disk based method, which sets the node spatial positions uniformly
over a given rectangular; then, if the Euclidean distance between a pair of actors
was less than d, then an edge between these actors was declared allowable. The
problem instances produced by this method were restricted to ensure that fully
connected graphs were possible. The reason that such small networks were used
in the experiments was to reflect the use case of modeling networks after sensor
networks of UAVs, which tend to move in smaller formations.

Each DDIP model run was initialized with each actor connecting to one
randomly chosen neighbor (if any). This was implemented to see how the DDIP
model solutions vary with different initial connection setups.
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4.1 Evaluation Metrics

We introduce three metrics for examining the quality of a given solution:

er =
|Etmax |

|S0| , μ−1 =
1
n

1
n − 1

1∑
i

∑
j 	=i π(i,j)

, η =
eaμ−1

er

n

|S| =
eaμ−1

|Etmax | . (7)

The edge ratio, er, is used to describe the ratio of the number of active edges |E|
used in an output graph from the DDIP model to the number of possible edges
|S|. A small er means that the resulting network of the DDIP model contained
relatively few edges compared to the number possible ones. The average inverse
distance, μ−1, is equal to the average of the inverse of the sum of the lengths
of the shortest paths πij between all pairs of actors i and j. As μ−1 increases,
the average number of edges it takes to go from one actor to any other actor
decreases. This statistic is useful for taking into account graphs that are not fully
connected, since the inverse distance between a pair of unconnected actors is 0
(1/∞). The edge efficiency, η, combines the information captured in both er and
μ−1 to evaluate the quality of solutions produced by the DDIP model. When
evaluating solutions, resulting graphs with a higher value of η are preferred, as
this favors graphs that achieve a smaller average distance between actors, while
using a relatively few amount of edges.

4.2 Experimental Results

Multiple combinations of the DDIP model parameters were tested and best selec-
tions identified. For the test instances with the networks of size n = 10, 15, 20,
the w parameters used were 0.642, 0.555, and 1.288, and the γ parameters used
were 1.096, 1.210, and 0.863, respectively.

The DDIP instances were tested using Python 2.7 on a Dell Inspiron 15 7000
(2.3GHz Intel Core i5-6200U processor, 8GB RAM) for ten periods, ten times
per sample generated input graph, per each sample graph size.

The values of the network performance metrics in (7) were calculated for all
of the resulting networks that were formed with the DDIP model. The values of
μ−1 and η were also computed for the fully connected instance, where E = S,
of each sample graph that comprised the experimental testbed. Table 2 reports
the average results for each performance metric, and compares the results of the
DDIP model to the average metrics of the fully connected graphs for each graph
size and type in the test bed.

The results in Table 2 indicate that the DDIP model is able to form networks
that contain efficient structures for information propagation. As expected, for
each graph size, the average inverse distance values μ−1 of the output networks
were less than the average μ−1 values over fully connected graphs of the same
size and type. Further, the resulting edge efficiency values η from the DDIP
model networks were larger than the average η values for the fully connected
networks. These results, combined with the low average edge ratio er values of
the DDIP result networks, show that the model was able to form networks with
relatively few ties but desirable connectivity properties.
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Table 2. DDIP model results for different numbers of actors

Network Size, n Average
DDIP μ−1

Average
Fully
Connected
μ−1

Average
DDIP er

Average
DDIP η

Average
Fully
Connected
η

Unit Disk 10 0.54 0.76 0.50 2.28 2.23

Unit Disk 15 0.45 0.65 0.48 1.61 1.40

Unit Disk 20 0.35 0.58 0.39 1.30 1.04

5 Conclusion

The topic of spreading information across networks is widely studied in network
science. Most works in the field of information passing, as it relates to social
network analysis, focus on the spread of influence across networks and utilize
centralized methods in order to find network formation solutions. In certain
cases, such as deciding on how to form communication networks for autonomous
UAVs, the use of centralized methods is not feasible. This paper thus opens
a promising approach towards decentralized network formation modeling that
leads to the creation of robust networks that contain structural properties suited
for information passing.

The results of the DDIP model application showcase that this new model-
ing approach can be used to create robust networks. It does have limitations:
e.g., as is, the model relies on deterministic rules, which limits its flexibility.
Future extensions to this model should focus on the more organized methods for
the DDIP model parameterization. From the analysis perspective, allowing the
actors to change their physical positions in space (i.e., accounting for movement)
and allowing for external changes to the possible edge set (i.e., accounting for
adversarial attacks) would also offer interesting extensions.
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Abstract. In online games, some players employ programs (bots)
that allow them to bypass game routines and effortlessly gain virtual
resources. This practice leads to negative effects, such as reduced rev-
enue for the game development companies and unfair treatment for ordi-
nary players. Bot detection methods act as a counter measure for such
players. This paper presents a systematic literature review of bot detec-
tion in online games. We mainly focus on games that allow resource
accumulation for players between game sessions. For this, we summarize
the existing literature, list categories of games ignored by the scientific
community, review publicly available datasets, present the taxonomy of
detection methods and provide future directions on this topic. The main
goal of this paper is to summarize the existing literature and indicate
gaps in the body of knowledge.

Keywords: Online games · Bot detection · Machine learning

1 Introduction

Online games have millions of players and bring billions of dollars of revenue
to game development companies [3]. In this paper, the term player refers to
the individual, who plays the game [22]. Games can fall into one of the two
categories: games that allow players to accumulate game resources between game
sessions, such as MMORPGs (massively multiplayer online role-playing games)
and games, where players gather game resources in every session from scratch,
such as FPS (first-person shooter) games [25]. In this paper, we focus on online
games that allow players to save gained resources between game sessions.

Players of these games spend days and sometimes even years building up
their characters to compete or collaborate with other players and acquire access
to new game content [4]. In this paper, the term character refers to an avatar
controlled by the player in the virtual world of the game [22]. Game development
companies benefit from players by selling to them game items or special abilities
that players would spend a lot of effort to acquire.

Players can buy these products not only from game development companies,
but also from other players [2]. Markets, where players buy and sell characters
c© Springer Nature Switzerland AG 2018
X. Chen et al. (Eds.): CSoNet 2018, LNCS 11280, pp. 247–258, 2018.
https://doi.org/10.1007/978-3-030-04648-4_21
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and game products are very popular among players, as they offer prices lower
than that of game development companies and allow players to purchase prod-
ucts that game development companies do not sell. For example, more than half
of total money exchange in the famous MMORPG game Aion is associated with
real money transactions [12]. Many of these markets can be identified in search
engines; for instance, market “G2G”1 offers hundreds of thousands items for sale
for World of Warcraft. China, up to 100,000 players are hired to build up their
characters for selling [22]. Some player can even make a living just by building
up their characters and selling them later [1].

Many players use bots for repetitive actions needed to gain resources or build
up their characters. Bots appear in games for different purposes:

– A bot can be integrated in a game to play with human players. Usually, it is
clear which character is a bot and these bots are not needed to be detected.

– A player can use a bot to access game content, which was unavailable earlier.
For example, a player can implement a bot in the Sikuli2 platform to access
content in the puzzle game Bejeweled3.

– A player can use a bot to gain social influence in a game. For example, a
Counter Strike player can use a bot to win or gain an advantage over other
players. Examples of such software are enablers of automatic cross-hair. In
this case, the player does not receive any profit, but social influence.

– A player can use a bot to gain real life resources, such as real money or goods.
For example, an Aion player can use a bot to bypass game routines and earn
game resources. This player can sell the gained resources for real money later.

In this paper, we mainly focus on the detection of bots that appear in games
to generate profit for their owners, as these kinds of bots harm both game devel-
opment companies and players. Game development companies receive less rev-
enue, as instead of buying products from the companies, players earn these prod-
ucts using bots. Ordinary players also suffer because of bots. This is because bots
can play without break, build up their characters faster and cause inflation of
the game currency by mining it with a much higher speed than ordinary players
[22].

Bots are not the only way to cheat in games. Users can also use additional
programs that simplify their gaming tasks. For example, a Counter Strike player
can use a program that makes walls transparent, which allows this player to track
characters of other players and gain an advantage in the game [20]. However, in
this paper, we only focus on bots, which are computer programs that control a
player’s character and play the game unattended [22].

There are multiple bots available for different games; many of them claim that
they are feature-rich very easy to use4, and there are tens of thousands users dis-
cussing bot usage at the forums5. Typically bots aimed at mobile games require
1 https://www.g2g.com/wow-us/Item-2299-19260.
2 http://www.sikuli.org/.
3 https://www.ea.com/games/bejeweled/bejeweled-blitz?setLocale=en-us.
4 https://www.raccoonbot.com/.
5 https://mybot.run/forums/.

https://www.g2g.com/wow-us/Item-2299-19260
http://www.sikuli.org/
https://www.ea.com/games/bejeweled/bejeweled-blitz?setLocale=en-us
https://www.raccoonbot.com/
https://mybot.run/forums/
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Android OS emulator to be installed, and the bot software works inside the
emulator. Some bots are free software, however, some require license fee6. Many
bot manufacturers claim, that their software has “advanced artificial intelligence
that closely mimics a humans behavior”7; thus, detection of the bots might be
not a trivial task.

On the other hand, a lot of research is focused on creation of efficient AI
for playing different games, such as poker [9]; and many other games [23]. Also,
behavior of online game players was studied as a model for real-life people inter-
action [6].

The main goal of this paper is to summarize the existing literature on gaming
bot detection and indicate gaps in the body of knowledge. The main contribu-
tions of this paper are summarized as follows.

– It reviews existing body of knowledge.
– It presents a taxonomy of bot detection methods.
– It provides future directions of the topic based on the literature review.

1.1 Methods and Logistics

This paper provides a literature review on bot detection in online games. We
conducted a systematic literature review [21], which included screening (or gath-
ering) related literature, processing (or analyzing) collected literature and com-
municating the results of the review. The key points followed in our review
process are:

– Literature Search. We first looked for literature based on the following
search queries: “game bot detection”, “game bot security” and “game bot
cheating detection”. We analyzed the top twenty articles from results returned
by Google Scholar8 in response to each search query. We retrieved the search
results twice: articles published overall and articles published starting from
2017 (to receive the most recent articles). Overall, we found 35 distinct arti-
cles.

– Screening of Literature. Our selection criteria for the literature was based
on the JUFO ratings9 of the articles. These ratings created by the Finnish
scientific community, classify the publication channels into four levels: 0, 1, 2
and 3. The higher the level the higher the quality of the publication channel.
We took into account only articles published in the publication channels of
at least level 1. After filtering out articles that do not meet our requirements,
we selected 12 key articles (See Table 1).

6 https://wrobot.eu/store/category/2-wrobot/.
7 https://wrobot.eu/.
8 https://scholar.google.com/.
9 https://www.tsv.fi/julkaisufoorumi/haku.php?lang=en.

https://wrobot.eu/store/category/2-wrobot/
https://wrobot.eu/
https://scholar.google.com/
https://www.tsv.fi/julkaisufoorumi/haku.php?lang=en
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1.2 Research Questions

In this paper, our literature review focuses on answering the following research
questions:

RQ1: What game categories have received low attention from the scientific com-
munity for bot detection?
Our goal is to detect categories of games that are targeted by bots, but
skipped by the scientific community, as these categories bring new chal-
lenges and need to be considered.

RQ2: What are the publicly available datasets for bot detection?
We aim to collect a list a datasets available for experiments.

RQ3: How can we detect bots in online games?
The purpose of this RQ is to review the state-of-the-art bot detection
methods.

RQ4: What are the future directions of bot detection?
We aim to provide future directions of this topic.

The rest of the paper is organized as follows. We first discuss game categories
in Sect. 2. We then list the publicly available datasets in Sect. 3 and review bot
detection methods in Sect. 4. We also present future directions of the topic in
Sect. 5. Finally we provide conclusion and future work in Sect. 6.

2 Studied Game Categories

In this section, we describe existing game categories and categories studied by the
scientific community. Finally, we will answer RQ1 by indicating game categories
disregarded by the selected studies.

Although games vary significantly, they can generally be classified in several
categories. However, these categories are relative and a game can belong to
several categories at the same time. We extended the categorization presented
in [10] as follows:

– Role playing games. A player controls their character and explores the
virtual world of the game. These games usually involve earning resources,
such as items or game currency and the enhancing character’s abilities. A
subcategory of these games is massively multiplayer online role-playing games
(MMORPGs), e.g. World of Warcraft10.

– Action games. A player navigates their character in the game world by
avoiding or destroying obstacles on its way. The emphasis of these games is
on the player’s hand-eye coordination. A typical example of an action game
is Super Mario Bros11.

10 https://worldofwarcraft.com/en-us/.
11 https://www.joy.land/super-mario-bros.html.

https://worldofwarcraft.com/en-us/
https://www.joy.land/super-mario-bros.html
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– Adventure games. A player navigates their character in the game and solves
puzzle like problems on their way. The abilities of the character usually stay
fixed. The focus of this category of games is on the story line. An example
from this category is Syberia12.

– Strategy games. It is common that in games of this category, a player
controls a population of characters and makes decision for them. The focus of
this category is on tactic and strategy. A famous example from this category
is StarCraft13.

– Music games. A player needs to imitate playing a musical instrument or
dance to earn game points. The focus of this category is on the consistency
of music and player’s movements. An example from this category is Guitar
Hero14.

– Shooting games. Normally, a player controls a character armed with a
weapon, which is often a gun to destroy other characters. A famous example
from this category is the first person shooting (FPS) game Quake15.

– Fighting games. A player controls a character in a combat against one or
more other characters. A famous fighting game is Mortal Kombat16.

– Puzzle games. In this category, a player does not normally control any
characters. The focus of this category is on puzzle solving. A famous example
from this category is Tetris17.

– Gambling games. These games always include consideration, chance and
prize. A player bets something of value, such as money on a random event
and wins the prize according to the consideration depending on the result of
the event. One of the most common example of the game from this category
is Roulette18.

According to our literature review (Table 1), most research on bot detection
focuses on MMORPG and FPS. Studies target MMORPG, because in the games
of this category, bots are used by certain players for gaining profit. This discour-
ages other ordinary players to play the game and financially hurts the game devel-
opment companies. Studies also target FPS games, as the case study that can be
generalized to other kinds of games [11]. The rest of categories received low atten-
tion from the scientific community, while games belonging to these categories also
suffer from bots in the same way as MMORPG. For example, the famous strategy
mobile game Clash Royale19 has more than 27 million players20 and some of these
players use bots21 to improve their characters and sell them later.
12 http://www.syberia.microids.com/EN/.
13 https://starcraft.com/en-us/.
14 https://www.guitarhero.com/.
15 https://quake.bethesda.net/en.
16 http://www.mortalkombat.com/.
17 https://tetris.com/.
18 https://www.casinotop10.net/free-roulette.
19 https://supercell.com/en/games/clashroyale/.
20 https://toucharcade.com/2017/08/29/clash-royale-saw-27-million-players-enter-

its-crown-championship-fall-season/.
21 http://clashroyalebot.com.br/.

http://www.syberia.microids.com/EN/
https://starcraft.com/en-us/
https://www.guitarhero.com/
https://quake.bethesda.net/en
http://www.mortalkombat.com/
https://tetris.com/
https://www.casinotop10.net/free-roulette
https://supercell.com/en/games/clashroyale/
https://toucharcade.com/2017/08/29/clash-royale-saw-27-million-players-enter-its-crown-championship-fall-season/
https://toucharcade.com/2017/08/29/clash-royale-saw-27-million-players-enter-its-crown-championship-fall-season/
http://clashroyalebot.com.br/
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3 Datasets for Bot Detection

In this section, we answer RQ2 by listing publicly available datasets based on
our literature review. We also discuss the methods to collect datasets, that can
be utilized for bot detection tasks.

Researchers collect various datasets for bot detection tasks, but most of them
remain publicly unavailable (as we can see that most of the datasets in Table 1
are private). Based on our literature review, we have identified the following
datasets:

– Quake 2 Datasets. Quake 2 allows to record a log of the game, which
can later be used to watch and analyze the recorded game [11]. The logs
contain character movements and game events, such as picking game items,
shootings and destroying a character. Players share their game recordings on
the number of websites, such as Planet Quake22 or Demo Squad23.

– Aion Dataset24. The dataset contains action logs performed by 49,739 char-
acters in the famous MMORPG Aion from April 9 till July 5, 2010 [16]. The
dataset also contains the list of banned users verified by human labor, which
is useful for testing bot detection algorithms.

In situations, when datasets suitable for researchers’ needs are publicly
unavailable, researchers employ the following data collection methods:

– Tracking events. The researchers could track events (such as clicks and
keyboard buttons) in the client application of the game. Gianvecchio et al. [14]
developed a program that runs concurrently with the game client application
and tracks keyboard and mouse events.

– Developing a game. The researchers could develop their own games that
suit their needs and track events in them. Alayed et al. [7] developed an FPS
game and tracked players’ actions in this game.

– Dataset generation. In order to generate botnet datasetm Shiravi et. al
[26] analyzed real packet traces to create profiles for agents generating real
traffic. Then they generated malicious traffic by exploring multi-stage attack
scenarios. Similar approach can be followed specifically for bot detection.

There are many bot software packages available, and for collection of the
dataset it could be possible to run the bot at controlled environment; but in this
case it is not possible to collect data from the game without specific reverse-
engineering (or packet sniffing), since main game software is closed and located
at the servers controlled by game-developer.

22 http://planetquake.gamespy.com/.
23 http://q2scene.net/ds/.
24 http://ocslab.hksecurity.net/Datasets/game-bot-detection.

http://planetquake.gamespy.com/
http://q2scene.net/ds/
http://ocslab.hksecurity.net/Datasets/game-bot-detection
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Table 1. A summary of articles

Article Category Game Dataset

Chen et al. [11] Trajectory FPS (Quake 2) Game traces publicly
available at five
websites dedicated to
Quake

Kang et al. [16] Action
frequency &
Social activity

MMORPG (Aion) A public Aion dataset

Kang et al. [18] Action
frequency &
Social activity

MMORPG (Aion) A private Aion dataset

Mitterhofer et al.
[22]

Trajectory MMORPG (World
of Warcraft)

A private dataset
collected from World of
Warcraft (only
trajectories)

Bernardi et al. [8] Action
frequency &
Social activity

MMORPG (Aion) A public Aion dataset

Gianvecchio et al.
[14]

Action
frequency

MMORPG(World of
Warcraft)

A private dataset
(keyboard and mouse
events)

Alayed et al. [7] Action
frequency

FPS (Trojan
Battles, developed
for this research)

A private dataset
(game events)

Kang et al. [17] Social activity MMORPG (Aion) A private dataset
(game events and
chatting activity)

Kwon et al. [19] Social activity
&
Network-side

MMORPG (Aion) A private dataset
(trade log)

Thawonmas et al.
[28]

Action
frequency

MMORPG (Cabal
Online)

(event log)

Tao et al. [27] Action
frequency

NetEase MMORPG A private dataset
(event log)

Chung et al. [13] Action
frequency

MMORPG (Yulgang
Online)

A private dataset
(event log)

4 Bot Detection Methods

In this section, we answer RQ3 by classifying methods used for detection of
gaming bots.
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4.1 Supervised and Unsupervised Learning Methods

Most methods employ machine learning for bot detection. [5,8,16,24]. These
methods can employ a supervised learning algorithm or an unsupervised learning
algorithm.

In case of supervised machine learning methods (specifically, classification
algorithms), the software needs a ground truth dataset: with instances labeled
as bots or ordinary users. Using such dataset, a bot classifier model can be
trained. For an unknown instance, this trained model in turn is used to estimate
the probability that the instance is a bot. If the probability is beyond a certain
threshold, the instance is classified as a bot.

Unsupervised methods used for bots detection do not require learning a model
using a training dataset. A popular unsupervised method is anomaly detection;
they aim to detect rare or abnormal activity by the bots. Moreover, clustering
of players can also be used for bot detection [27]. Here, the human players that
are typically the majority of players in the gaming system, would form larger
clusters than players suspected to be bots.

4.2 Method Classification Based on User Behavior

Figure 1 demonstrates the taxonomy of bot detection methods on the basis of
user behavior. Bot detection methods can be classified into three categories [16]:
client-side, network-side and server-side.

Bot detec�on methods

Client-side Network-side Server-side

TrajectoryAc�on frequencies Social ac�vity

Fig. 1. Taxonomy

– Client-side. Client-side methods function similarly to anti-viruses. Players
install these programs to their computers and the programs detect bots by
monitoring information regarding processes that are being executed.

– Network-side. Network-side methods are based on analysis of the network
traffic.

– Server-side. Server-side methods are based on behavior of players in the
game. Server-side methods usually involve machine learning algorithms and
can be classified based on the used features: action frequencies [14], character
trajectory [11] and social activity [17].
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• Action Frequencies. Action frequency features are based on the number
of times a character performed a particular action. For example, an action
frequency feature can be a number of times an FPS character hit the
target [7].

• Trajectory. Character trajectory features are based on the movements
of the character in the game, such as a trace generated by the character
in Quake 2 [11].

• Social Activity. Social activity features are based on social interactions
between characters. There can be trades between characters [19] or mes-
sages sent from one character to another [17].

Table 1 summarizes the reviewed literature in terms of the presented taxon-
omy and our research questions. The majority of selected studies employ action
frequency features, while some use both action frequency and social activity fea-
ture spaces. Trajectory features are the least popular according to the selected
literature.

The reviewed bot detection methods are based on machine learning, either
supervised or unsupervised. Most of the studies employ neural networks [8,14]
common classification algorithms, such as logistic regression [7], support vector
machines [7] or naive Bayesian classifier [11].

Studies on bot detection also differ in terms of tasks:

– Detecting bots one by one. The majority of studies develop a method which
classifies each character as a bot or a real user. For example, Thawonmas
et al. [28] proposed a method to detect if a particular character is a bot.

– Detecting groups of bots. Kwon et al. [19] developed a method of detecting
gold farming groups in World of Warcraft. These groups consist of several
bots, where each of them plays one of the three roles: a gold farmer, a mer-
chant or a banker. Gold farmers destroy monsters, collect game resources,
such as money and items and pass them to merchants. Merchants items from
game money and deliver them to bankers. Bankers sell game money for real
money to other players.

Note: We notice that game bot detection methods are similar to methods for
the detection of fake accounts on the social media sites [15], as fake account
detection methods use the same fundamental assumption that the behavior of
fake accounts is different from that of real users.

5 Future Directions

In this section, we address RQ4 and identify the following future directions for
the detection of gaming bots on the basis of literature review:

– The studies on gaming bot detection mostly focus on MMORPG and disre-
gard other game categories, such as strategy or action. Online games that
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belong to these genres also allow to accumulate resources between user ses-
sions and suffer from bots. For example, the game Clash of Clans25 is pop-
ulated with bots26. Games of disregarded categories bring new challenges to
the scientific community, as their game mechanics are different from that of
MMORPG.

– Another future direction is the expansion of the types of machine learning
models used for the detection of bots. For example, Markov Decision Process
could be used to develop a model particularly for the detection of bots in
online games.

– The majority of the review studies used up to two feature spaces (for example,
action frequency and social activity). Meanwhile, employing a wider variety
of features spaces has a potential to increase the detection accuracy. However,
handling more feature spaces in many cases is more challenging than dealing
only with a single feature space.

6 Conclusion and Future Work

Some online players use bots to gain virtual resources, without making efforts
in gaming. This often results in negative effects on the revenue for the game
development companies as well as dissatisfaction of the ordinary players. In
this paper, we conducted a systematic literature review and focused mainly on
games that allow accumulation of resources in subsequent session. We answered
the following research questions:

– RQ1. What game categories have received low attention from the scientific
community for bot detection?
We found that the selected studies mostly target MMORPG and FPS games
and disregard other categories of games, such as strategy, action and fighting.

– RQ2. What are the publicly available datasets for bot detection?
We indicated two publicly available datasets: the Quake 2 dataset and the
Aion dataset. Both datasets contain data on players’ actions in the games,
but majority of the datasets are not publicly available

– RQ3. How can we detect bots in online games?
We presented a taxonomy of bot detection methods: client-side, network-side
and server-side, which can be based on action frequencies, social activity
or character trajectory. To detect bots, the reviewed studies used common
classification algorithms and neural networks.

– RQ4. What are the future directions of bot detection?
We indicated three future directions: targeting more game categories, the
expansion of methods for detection bots and the combination of different
feature spaces.

In our future work, we are planning on extending this literature review with
comparison of studies on the topic in terms of methodologies. Our future work
also includes design of bot detection methods.
25 https://supercell.com/en/games/clashofclans/.
26 https://www.raccoonbot.com/.

https://supercell.com/en/games/clashofclans/
https://www.raccoonbot.com/
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Abstract. The growth in the number of android and Internet of Things
(IoT) devices has witnessed a parallel increase in the number of mali-
cious software (malware) that can run on both, affecting their ecosys-
tems. Thus, it is essential to understand those malware towards their
detection. In this work, we look into a comparative study of android
and IoT malware through the lenses of graph measures: we construct
abstract structures, using the control flow graph (CFG) to represent
malware binaries. Using those structures, we conduct an in-depth analy-
sis of malicious graphs extracted from the android and IoT malware. By
reversing 2,874 and 201 malware binaries corresponding to the IoT and
android platforms, respectively, extract their CFGs, and analyze them
across both general characteristics, such as the number of nodes and
edges, as well as graph algorithmic constructs, such as average shortest
path, betweenness, closeness, density, etc. Using the CFG as an abstract
structure, we emphasize various interesting findings, such as the preva-
lence of unreachable code in android malware, noted by the multiple com-
ponents in their CFGs, the high density, strong closeness and between-
ness, and larger number of nodes in the android malware, compared to
the IoT malware, highlighting its higher order of complexity. We note
that the number of edges in android malware is larger than that in IoT
malware, highlighting a richer flow structure of those malware samples,
despite their structural simplicity (number of nodes). We note that most
of those graph-based properties can be used as discriminative features
for classification.
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1 Introduction

Internet of Things (IoT) is a new networking paradigm interconnecting a large
number of devices, such as voice assistants, sensors, and automation tools, with
many promising applications [1]. Each of those devices runs multiple pieces of
software, or applications, which increase in complexity, could have vulnerabilities
that could be exploited, resulting in various security threats and consequences.
As a result, understanding IoT software through analysis, abstraction, and clas-
sification is an essential problem to mitigate those security threats [1,2].

There has been a large body of work on the problem of software analysis in
general, and a few attempts on analyzing IoT software in particular. However, the
effort on IoT software analysis has been very limited with respect to the samples
analyzed and the approaches attempted. Starting with a new dataset of IoT
malware samples, we pursue a graph-theoretic approach to malware analysis.
Each malware sample can be abstracted into a Control Flow Graph (CFG),
which could be used to extract representative static features of the application.
As such, graph-related features from the CFG can be used as a representation
of the software, and classification techniques can be built to tell whether the
software is malicious or benign, or even what kind of malicious software it is
(e.g., malware family level classification and label extrapolation).

The limited existing literature on IoT malware, and despite malware analysis,
classification, and detection being a focal point of analysts and researchers [3–
6], points at the difficulty, compared to other malware type. Understanding the
similarity and differences of IoT malware compared to other prominent malware
type will help analysts understand the differences and use them to build detection
systems upon those differences. To understand how different the IoT malware is
from other types of emerging malware, such as mobile applications, we perform
a comparative study of those graph-theoretic features in both types of software
to highlight the control flow graph shift in IoT malware to android application
malware.

Contributions. In this paper, we make the following contributions. First, build-
ing on the existing literature of mobile apps analysis and abstraction using CFGs,
we look into analyzing CFGs of emerging and recent IoT malware samples.
Then, using various graph-theoretic features, such as degree centrality, between-
ness, graph size, diameter, radius, distribution of shortest path, etc., we contrast
those features in IoT malware to those in mobile applications, uncovering various
similarities and differences. Therefore, the findings in this paper can be utilized
to distinguish between IoT malware and android malware.

Organization. The rest of this paper is organized as follows. In Sect. 2 we review
the related work. In Sect. 3 we introduce the methodology and approach of this
paper, including the dataset, data representation and augmentation, control flow
graph definition, and graph theoretic metrics. In Sect. 4 we present the results.
In Sect. 5 we present discussion and comparison, followed by concluding remarks
in Sect. 6.
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2 Related Work

The limited number of works have been done on analyzing the differences
between android (or mobile) and IoT malware, particularly using abstract graph
structures. Hu et al. [7] designed a system, called SMIT, which searches for the
nearest neighbor in malware graphs to compute the similarity across function
using their call graphs. They focused on finding the graph similarity through
an approximate graph-edit distance rather than approximating the graph iso-
morphism since few malware families have the same subgraphs with others.
Shang et al. [5] analyzed code obfuscation of the malware by computing the
similarity of the function call graph between two malware binaries – used as a
signature – to identify the malware. Christodorescu and Jha [8] analyzed obfus-
cation in malware code and proposed a detection system, called SAFE, that
utilizes the control flow graph through extracting malicious patterns in the exe-
cutables. Bruschi et al. [9] detected the self-mutated malware by comparing the
control flow graph of the malware code to the control flow graphs for other known
malware.

Tamersoy et al. [10] proposed an algorithm to detect malware executables by
computing the similarity between malware files and other files appearing with
them on the same machine, by building a graph that captures the relationship
between all files. Yamaguchi et al. [11] introduced the code property graph which
merges and combines different analysis of the code, such as abstract syntax
trees, control flow graphs and program dependence graphs in the form of joint
data structure to efficiently identify common vulnerabilities. Caselden et al. [12]
generated a new attack polymorphism using hybrid information and CFG, called
HI-CFG, which is built from the program binaries, such as a PDF viewer. The
attack collects and combines such information based on graphs; code and data,
as long as the relationships among them.

Wuchner et al. [13] proposed a graph-based detection system that uses a
quantitative data flow graphs generated from the system calls, and use the graph
node properties, i.e. centrality metric, as a feature vector for the classification
between malicious and benign programs. In addition, Jang et al. [14] used a
behavioral representation of the programs as quantitative data flow graphs to
classify the malware families based on their system call structures by using mul-
tiple graph characteristics, such as degree centrality, graph density, etc., as a
feature vector.

Android Malware. Gascon et al. [15] detected android malware through clas-
sifying their function call graphs. They found the reuse of malicious codes across
multiple malware samples showing that malware authors reuse existing codes to
infect the android applications. Zhang et al. [16] proposed a detection system
for the android malware by constructing signatures through classifying the API
dependency graphs and used that signature to uncover the similarities of android
applications behavior.
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3 Methodology

The goal of this study is to understand the underlying differences between mod-
ern android and emerging IoT malware through the lenses of graph analysis. The
abstract graph structure through which we analyze malware is the control flow
graph (CFG), previously used in analyzing malware as shown above. Unique to
this study, however, we look into various algorithmic and structural properties of
those graphs to understand code complexity, analysis evasion techniques (decoy
functions, obfuscation, etc.).

Towards this goal, we start by gathering various malware samples in two
datasets, IoT and android. For our IoT dataset, we utilized samples gathered
through the IoTPOT honeypot [17]. For our android dataset, various recent
android malware samples, due to Shen et al. (obtained from a security analysis
vendor) are utilized [18]. For our analysis, we augment the datasets by reversing
the samples to address various analysis issues. Using an off-the-shelf tool, we
then disassemble the malware samples to obtain the CFG corresponding to each
of them. We use the CFG of each sample as an abstract representation and
explore various graph analysis measures and properties. The rest of this section
highlights the details of the dataset creation and associated analysis.

Fig. 1. Data flow diagram for the analysis process for the CFGs.

3.1 Dataset Creation

Our IoT malware dataset is a set of 2,874 malware samples, randomly selected
from the IoTPOT [17], a telnet-based honeypot which is now extended to other
services. Additionally, we also obtained a dataset of 201 android malware sam-
ples from [18] for contrast. These datasets represent each malware type. We
reverse-engineered the malware datasets using Radare2 [19], a reverse engineer-
ing framework that provides various analysis capabilities including disassembly.
To this end, we disassemble the IoT binaries, which in the form of Executable
and Linkable Format (ELF) binaries, as well as the Android Application Pack-
ages (APKs) using the same tool, radare2. Radare2 is an open source command
line framework that supports a wide variety of malware architecture and has a
python API, which facilitated the automation of our analysis.
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Labeling. To determine if a file is malicious, we uploaded the samples on Virus-
Total [20] and gathered the scan results corresponding to each of the malware.
We observe that each of the IoT and android malware is detected by at least
one of the antivirus software scanners listed in VirusTotal, whereas the android
dataset has a higher rate.

Differences. We notice that while the android malware samples are detected by
almost every antivirus software, the IoT malware has a low detection rate, which
is perhaps anticipated given the fact that the IoT malware samples are recent
and emerging threats, with fewer signatures populated in the antivirus scanners,
compared to well-understood android malware. To further examine the diversity
and representation of the malware in our dataset, we label them by their family
(class attribute). To do so, we use AVClass [21], a tool that ingests the VirusTotal
results and provides a family name to each sample through various heuristics of
label consolidation. Table 1 shows the top seven family labels and their share in
both the IoT and android malware datasets. Overall, we noticed that the IoT
malware belong to seven families, while the android malware belong to 39 unique
families, despite the clear imbalance in the number of samples.

Processing. In a preprocessing phase, we first manually analyzed the samples
to understand their architectures and whether they are obfuscated or not, then
used Radare2’s Python API, r2pipe, to automatically extract the CFGs for all
malware samples. Then, we used an off-the-shelf graph analysis tool, NetworkX,
to compute various graph properties. Using those calculated properties, we then
analyze and compare IoT and android malware. Figure 1 shows the analysis
workflow we follow to perform our analysis.

Table 1. Top 7 android and IoT families with their number of malware samples.

Android Family # of samples IoT Family # of samples

Smsreg 72 Gafgyt 2,609

Smspay 34 Mirai 185

Dowgin 14 Tsunami 64

Zdtad 9 Singleton 7

Kuguo 9 Hajime 7

Revmob 8 Lightaidra 1

Smsthief 6 Ircbot 1

Program Formulation. We use the CFGs of the different malware samples
as abstract characterizations of programs for their analysis. For a program P ,
we use G = (V,E) capturing the control flow structure of that program as
its representation. In the graph G, V is the set of nodes, which correspond
to the functions in P , whereas E is the set of edges which correspond to the
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call relationship between those functions in P . More specifically, we define V =
{v1, v2 . . . , vn} and E = {eij} for all i, j such that eij ∈ E if there is a flow from
vi to vj . We use |V | = n to denote the size of G, and |E| = m to denote the
number of primitive flows in G (i.e., flows of length 1). Based on our definition
of the CFG, we note that G is a directed graph. As such, we define the following
centralities in G. We define A = [aij ]n×n as the adjacency matrix of the graph
G such that an entry aij = 1 if vi → vj and 0 otherwise.

3.2 Graph Algorithmic Properties

Using this abstract structure of the programs, the CFG, we proceed to perform
various analyses of those programs to understand their differences and similari-
ties. We divide our analysis into two broader aspects: general characteristics and
graph algorithmic constructs. To evaluate the general characteristics, we analyze
the basic characteristics of the graphs. In particular, we analyze the number
of nodes and the number of edges, which highlight the structural size of the
program. Additionally, we evaluate the graph components to analyze patterns
between the two malware types. Components in graphs highlight unreachable
code, which are the result of decoys and obfuscation techniques. Moreover, we
assess the graph algorithmic constructs; in particular, we calculate the theoretic
metrics of the graphs, such as the diameter, radius, average closeness centrality
etc. We now define the various measures used for our analysis.

Definition 1 (Density). Density of a graph is defined as the closeness of
an edge to the maximum number of edges. For a graph G = (V,E), the
graph density can be represented as the average normalized degree, such as:
Density = 1/n

∑n
i=1 deg(vfi

i )/n − 1 for a benign graph. Other for the IoT and
android graph are defined accordingly.

Definition 2 (Shortest Path). For a graph G = (Vi, Ei), the shortest path is
defined as: vx

i , vx1
i , vx2

i , vx3
i , . . . vyi such that length(vx

i → vy
i ) is the shortest path.

It finds all shortest paths from vx
i → vy

i , for all v
xj

i , which is arbitrary, except
for the starting node vi. The shortest path is then denoted as: Svx

i
.

Definition 3 (Closeness centrality). For a node vi, the closeness is calcu-
lated as the average shortest path between that node and all other nodes in the
graph G. This is, let d(vi, vj) be the shortest path between vi and vj, the closeness
is calculated as cc =

∑
∀vj∈V � |vi

d(vi, vj)/n − 1.

Definition 4 (Betweenness centrality). For a node vi ∈ V , let Δ(vi) be the
total number of shortest paths that go through vi and connect nodes vj and vr, for
all j and r where i �= j �= r. Furthermore, let Δ(.) be the total number of shortest
paths between such nodes. The betweenness centrality is defined as Δ(vi)/Δ(.).

Definition 5 (Connected components). A connected component in graph G
is a subgraph in which two vertices are connected to each other by a path, and
which is connected to no additional vertices in the subgraph. The number of com-
ponents of G is the cardinality of a set that contains such connected components.
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Fig. 2. CDF for the Nodes Fig. 3. CDF for the Edges

Definition 6 (Diameter and Radius). The diameter of a graph G = (V,E)
is defined as the maximum shortest path length between any two pairs of nodes
in the graph, while the radius is the smallest shortest path length among any
two pairs of nodes in G. More precisely, let d(vi, vj) be the shortest path length
between two arbitrary nodes in G. The diameter is defined as max∀i�=j d(vi, vj)
while the radius is defined as min∀i�=j d(vi, vj).

In this work, we use a normalized version of the centrality, for both the closeness
and betweenness, where the value of each centrality ranges from 0 to 1.

4 Results

4.1 General Analysis

Figures 2 and 3 show the difference between the android and IoT malware in
terms of two major metrics of evaluation of graphs, namely the nodes and edges.

Nodes. It can be seen in Fig. 2 that the top 1% of the android and IoT malware
samples have at least 1,777 and 367 nodes, respectively. We note that those
numbers are not close to one another, highlighting a different level of complexity
and the flow-level. In addition, as shown in Fig. 2, we also notice a significant
difference in the topological properties in the two different types of malware at
the node count level. This is, while the android malware samples seem to have a
variation in the number of nodes per sample, characterized by the slow growth
of the y-axis (CDF) as the x-axis (the number of nodes) increases. On the other
hand, the IoT malware have less variety in the number of nodes: the dynamic
region of the CDF is between 1 and 60 nodes (slow curve), corresponding to
[0.2–0.3] of the CDF (this is, 10% of the samples have 1 to 60 nodes, which is
a relatively small number). Furthermore, with the android malware, we notice
that a large majority of the samples (almost 60%) have around 100 nodes in
their graph. This characteristic seems to be unique and distinguishing, as shown
in Fig. 2.
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Edges. Figure 3 represents the top 1% of the android and IoT malware samples,
1,707 and 577 edges, respectively, which shows a great difference between them.
In particular, this figure shows that differences at the edges count as well. The
android samples have a large number of edges in every sample that can be shown
from the slow growth on the y-axis. Similar to the node dynamic region for the
IoT, the IoT samples seem to have a smaller number of edges; the active region
of the CDF between 1 to 85 edges correspond to [0.2–0.4] (about 20% of the
samples). Additionally, we notice that the smallest 60% of the android samples
(with respect to their graph size) have 40 edges whereas the same 60% of the
IoT samples have around 95 edges.

This combined finding of the number of edges and nodes in itself is very
intriguing: while the number of nodes in the IoT malware samples is relatively
smaller than that in the android malware, the number of edges is higher. This is
striking, as it highlights a simplicity at the code base (smaller number of nodes)
yet a higher complexity at the flow-level (more edges), adding a unique analysis
angle to the malware that is only visible through the CFG structure.

Density. Figure 4 shows the density of the datasets, where we notice almost 90%
of the IoT samples have a density around 0.05 whereas the android samples have a
diverse range of density over around 0.15. By examining the CDF further, we notice
that the density alone is a very discriminative feature of the two different types of
malware: if we are to use a cut-off value of 0.07, for example, we can successfully
tell the different types of malware apart with an accuracy exceeding 90%.

Fig. 4. The distribution of density. Notice
that the density is discriminative, where
one can tell the two types of malware apart
with high accuracy (90%) for a fixed den-
sity.

Graph Components. Figure 5 shows
a boxplot illustration of the number
of components in both the IoT and
android malware’s CFGs. We notice
that 3.23% of the IoT malware, corre-
sponding to 93 IoT samples, have more
than two components, which indicates
that a large percentage of the IoT
samples have one component that rep-
resents the whole control graphs for
the samples. These samples have a
range of file sizes from 56, 500–266, 200
Bytes. We notice that 526 (18.3%) of
the IoT samples, on the other hand,
have only one node, with file sizes
in the range of around 2,000–350,000
bytes.

The android malware have a large number of components. We find that
4.47%, or 9 android samples, have only one component, where their size ranges
from around 16,900–240,900 bytes. On the other hand, 192 samples (95.5%) have
more than one component. We note that the existence of multiple components
in the CFG is indicative of the unreachable code in the corresponding program
(possible a decoy function to fool static analysis tools). As such, we consider the
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Fig. 5. The distribution of the number of components in CFGs. Notice that #C means
the number of components. The box represents the distribution from the upper quartile
to the lower quartile, and the black bar represents the median value.

largest component of these samples for the further CFG-based analysis. However,
we notice that 20 android samples have the same node counts in the first and
second largest components. Furthermore, we find 14 samples that have the same
number of node and edge counts in the first and second largest components. The
number of nodes and edges in these samples range from 0–5, but the file sizes
range from around 118,000–3,300,000 bytes.

Root Causes of Unreachable Code/Components. Figure 5 shows the box-
plot of the number of components for both the android and IoT malware. The
boxplot captures the median and 1st and 3rd quartile, as well as the outliers.
We notice that the median of the number of components in IoT samples is 1,
whereas the majority of android malware lies between 8 and 18, with median of
14 components. We notice this issue of unreachable code to be more prevalent in
the android malware but not in the IoT malware, possibly for one of the follow-
ing reasons. (1) The android platforms are more powerful, allowing for complex
software constructs that may lead to unreachable codes, whereas the IoT plat-
forms are constrained, limiting the number of functions (software-based). (2)
The android Operating System (OS) is advanced and can handle large code
bases without optimization, whereas the IoT OS is a simple environment that is
often time optimized through tools that would discard unreachable codes before
deployment.

4.2 General Algorithmic Properties and Constructs

Closeness. Figure 6 depicts the CDF for the average closeness centrality for both
datasets. To reach this plot, we generalize the definition in 3 by aggregating the
average closeness for each malware sample and obtaining the average. As such,
we notice that around 5% of the IoT and android have around 0.14 average
closeness centrality. This steady growth in the value continues for the android
samples as shown in the graph; 80% of the nodes have a closeness of less than
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Fig. 6. The average of closeness cen-
trality in the largest component of each
sample.

Fig. 7. The average of betweenness
centrality in the largest component of
each sample.

0.6. On the other hand, the IoT samples closeness pattern tend to be within the
small range: the same 80% of IoT samples have a closeness of less than 0.19,
highlighting that the closeness alone can be used as a distinguishing feature of
the two different types of malware.

Betweenness. Figure 7 shows the average betweenness centrality for both the
datasets. The average betweenness is defined by extending Definition 4 in a sim-
ilar way to extending the closeness definition. Similar to the closeness centrality,
10% of the IoT and android samples have almost 0.07 average betweenness cen-
trality, which continues with a small growth for the android malware to reach
around 0.26 average betweenness after covering 80% of the samples. However,
we notice a significant increase in the IoT curve where 80% of the samples have
around 0.08 average betweenness that shows a slight increase when covering a
large portion of the IoT samples. This huge gap that we notice in Figs. 6 and 7
is quite surprising although explained by correlating the density of the graph
to both the betweenness and the closeness: the android samples tend to have a
higher density, thus an improved betweenness, which is not the case of the IoT.

Diameter, Radius, and Average Shortest Path. Figure 8 shows the diam-
eter of the graphs. Almost 15% of the IoT samples have a diameter of around 12
that can be noticed from the slow growth in the CDF, whereas the android mal-
ware have around 0.1. After that, there is a rapid increase in the CDF curve for
the diameter in the 80% of both samples, reaching 9 and 17 for the android and
IoT, respectively. Similarly, Fig. 9 shows the CDF of the radius of the graphs.
We notice that 15% of the android samples have a radius of around 1, while
the IoT samples have around 6. In addition, 80% of the android samples have
around 4 while the IoT have around 8. This shows the significant increase for
both datasets. As a result from these two figures, we can define a feature vector
to detect the android and IoT samples, where we can use the value of 10 for the
diameter and 5 for the radius to tell different malware types apart.
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Figure 10 represents the average shortest path for the graphs. Similar to the
other feature vectors, we notice almost 80% of the IoT malware have an average
shortest path greater than 5, whereas the android malware have an average less
than 5.

5 Discussion and Comparison

We conduct an empirical study of the CFGs corresponding to 3,075 malware
samples of IoT and android. We generate the CFGs to analyze and compare
the similarities and differences between the two highly prevalent malware types
using different graph algorithmic properties to compute various features.

Fig. 8. The distribution of diameter. Fig. 9. The distribution of radius.

Fig. 10. The average of the lengths of shortest paths.

Based on the above highlights of the CFGs, we observe a major difference
between the IoT and android malware in terms of the nodes and edges count,
which are the main evaluation metric of the graph size. Our results show that
unlike the android samples, the IoT malware samples are more likely to contain a
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lesser number of nodes and edges. Even though around 21% of the IoT malware,
or 603 samples, have less than two nodes and edges, we notice they have various
file sizes ranging from around 2,000 to 350,000 bytes per sample. This finding
can be interpreted by the use of different evasion techniques from the malware
authors in order to prevent analyzing the binaries statically. We notice these
malware samples correspond to only one component except for one malware
sample that corresponds to two components.

With the high number of nodes and edges in the android malware, and unlike
the IoT samples, we observe that the CFGs of almost 95.5%, or 192 android
samples, have more than one component, which shows that the android mal-
ware often uses unreachable functions. This is shown when using multiple entry
points for the same program, and the multiple components (unreachable code)
is a sign of using decoy functions or obfuscation techniques to circumvent the
static analysis. In addition, the prevalence of unreachable code indicates the
complexity of the android malware: these malware samples have a file size rang-
ing from 118,500 to 29,000,000 bytes, which is quite large in comparison to the
IoT malware (2k–350k, as shown above).

After analyzing different algorithmic graph structures, we observe a major
variation between the IoT and android malware graphs. We clearly notice a
cut-off value for the density, average closeness, average betweenness, diameter,
radius, and average shortest path for both datasets that can be applied to the
detection system and reach an accuracy range around 80%–90% based on the
feature vector being applied. We notice that those differences in properties are
a direct result of the difference in the structural properties of the graphs, and
can be used for easily classifying different types of malware, and showing their
distinctive features.

In most of the characterizations we conducted by tracing the distribution of
the properties of the CFGs of different malware samples and types, we notice a
slow growth in the distribution curve of the android dataset, whereas a drasti-
cally increase for the IoT dataset. These characteristics show that the android
malware samples are diverse in their characteristics with respect to the mea-
sured properties of their graphs, whereas the IoT malware is less diverse. We
anticipate that due to the emergence of IoT malware, and expect that charac-
teristic to change over time, as more malware families are produced. We also
observe that the IoT malware samples are denser than the android malware. As
shown in Fig. 4, we observe that 75 IoT malware, or almost 2.6%, have a density
equal to 2. By examining those samples, we found that they utilize an analysis
circumvention technique resulting in infinite loops.

Our analysis shows the power of CFGs in differentiating android from IoT
malware. It also demonstrates the usefulness of CFGs as a simple high-level tool
before diving into lines of codes. We correlate the size of malware samples with
the size of the graph as a measure of nodes and edges. We observe that even
with the presence of low node or edge counts, the size of malware could be very
huge, indicative of obfuscation.
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6 Conclusion

In this paper, we conduct an in-depth graph-based analysis of the android and
IoT malware to highlight the similarity and differences. Toward this goal, we
extract malware CFGs as an abstract representation to characterize them across
different graph features. We highlight interesting findings by analyzing the shift
in the graph representation from the IoT to the android malware and tracing size
(nodes, edges, and components). We observe decoy functions for circumvention,
which correspond to multiple components in the CFG. We further analyze algo-
rithmic features of those graphs, including closeness, betweenness, and density,
which all are shown to be discriminative features at the malware type level, and
could be used for classification.
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Abstract. SSA/DSSA were introduced in SIGMOD’16 as the first algo-
rithms that can provide rigorous 1 − 1/e − ε guarantee with fewer
samples than the worst-case sample complexity O(nk log n

ε2OPTk
). They

are order of magnitude faster than the existing methods. The origi-
nal SIGMOD’16 paper, however, contains errors, and the new fixes for
SSA/DSSA, referred to as SSA-fix and D-SSA-fix, have been published
in the extended version of the paper [11]. In this paper, we affirm the
correctness on accuracy and efficiency of SSA-fix/D-SSA-fix algorithms.
Specifically, we refuse the misclaims on ‘important gaps’ in the proof
of D-SSA-fix’s efficiency raised by Huang et al. [5] published in VLDB
in May 2017. We also replicate the experiments to dispute the experi-
mental discrepancies shown in [5]. Our experiment results indicate that
implementation/modification details and data pre-processing attribute
for most discrepancies in running-time. (We requested the modified code
from VLDB’17 [5] last year but have not received the code from the
authors. We also sent them the explanation for the gaps they misclaimed
for the D-SSA-fix’s efficiency proof but have not received their concrete
feedback.)

Keywords: Influence maximization · Stop-and-Stare
Approximation algorithm

1 Introduction

Given a network G = (V,E) and an integer k, the influence maximization (IM)
asks for a subset of k nodes, called seed set, that can influence maximum number
of nodes in the network under a diffusion model. The problem has produced a
long line of research results, e.g., those in [1,3,6,11,16] and references therein.

RIS Framework. A key breakthrough for the problem is the introduction of
a novel technique, called reverse influence sampling (RIS), by Borgs et al. [1].
The RIS framework, followed by all works discussed in this paper [5,11,16], will
c© Springer Nature Switzerland AG 2018
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– Generate a collection {R1, R2, . . . , RT } of Reversed Reachability Sets (or RR
sets). Each RR set Ri is generated by selecting a random node u and perform
a reversed traversal from u to include into Ri all nodes that can reach to u,
i.e., can influence u.

– Find a subset S of k nodes that can cover a maximum number of RR sets
using the greedy algorithm for the maximum coverage problem.

– The returned solution S will be a (1 − 1/e − ε) solution, for large T .

Worst-Case Sample Complexity. The sample complexity, i.e., the number
of RR sets to guarantee a (1 − 1/e − ε) approximation factor is shown to be
θ(k, ε) = O(nk log n

ε2OPTk
) [17] where OPTk denotes the expected influence of an

optimal solution. Unfortunately, θ(k, ε) depends on OPTk, an unknown, thus, it
is challenging to know whether or not θ(k, ε) samples have been generated.

Tang et al. [16] proposed IMM algorithm that stops when θ(k, ε) samples
have been generated. Recently, a flaw in the analysis of IMM has been pointed
out by Chen [2] together with a fix for IMM. Independently, we proposed in
[13] BCT, an algorithm that also stops within O(θ(k, ε)) samples for generalized
versions of IM, with heterogeneous cost and influence effect.

Unfortunately, even meeting the sample complexity θ(k, ε) is not efficient
enough for billion-scale networks. In several weighted models, such as Trivalency
or constant probability [11,14,15], IMM (and BCT) struggles for the largest test
networks such as Twitter and Friendster datasets. The main reason is that θ(k, ε)
is a worst-case sample complexity, thus, it is very conservative in practice. The
θ threshold needs to hold for all “hard” inputs, which rarely happens in practice.
Can we achieve (1 − 1/e − ε) approximation guarantee with fewer than θ(k, ε)
samples?

Stop-and-Stare and Instance-specific Sample Complexity. SSA and
D-SSA were introduced in our SIGMOD’16 [8] as the first algorithms that can
guarantee (1−1/e− ε) optimality with fewer than θ(k, ε) samples. For each spe-
cific instance Π = (G = (V,E), k, ε) of IM, SSA and D-SSA aim to reduce the
sample complexity to some instance-specific thresholds. Unlike the worst-case
threshold θ, instance-specific thresholds adapt to the actual complexity of the
input including the information contained in network structure and influence
landscape. Thus, those thresholds can be several orders of magnitude smaller
than θ, especially, for ‘easy’ instances of IM. Consequently, algorithms that meet
this new thresholds are potentially 1,000 times (or more) faster than IMM [16]
and BCT [13].

Specifically, SSA and D-SSA were designed to provide 1 − 1/e − ε guarantees
using only O(N (1)

min and O(N (2)
min samples where N

(1)
min > N

(2)
min, termed Type-1

and Type-2 minimum thresholds [8], respectively. N
(1)
min and N

(2)
min are instance-

specific lower-bounds on the number of necessary samples and can be many
times smaller than θ(ε, k) in practice. Specifically, they are the lower-bounds
for IM’s algorithms following “out-of-sample validation” approaches that: (1)
continuously, generating two pools (of increasingly sizes) of samples, one for
finding a candidate solution and one for ‘validating’ the candidate solution; and
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Table 1. Summary of papers related to SSA and D-SSA algorithms

Papers Date Contribution

Nguyen et al.
SIGMOD’16 [8]

25 May 2016 Stop-and-Stare algorithms SSA/D-SSA proposed

Personal
communication

Jul. 2016 We identified the issues in the proof of
SSA/D-SSA thanks to anonymous reviewers for
IEEE/ACM ToN. The reviewers pointed out a
similar mistake in our submitted manuscript [10]

Nguyen et al.
ArXiv-v2 [9]

7 Sep 2016 SSA-fix provided (D-SSA remained broken)

Huang et al. VLDB
[5] early version

15 Jan. 2017 Identified the errors in proofs for approximation
factor and sample efficiency for SSA and D-SSA
and provided a similar SSA-fix

Nguyen et al.
ArXiv-v3 [11]

22 Feb 2017 Provided D-SSA-fix and correct proofs for
approximation factor and sample efficiency for
SSA-fix and D-SSA-fix

Huang et al.
VLDB’17 [5]

May 2017 Adding a claim on the flaw in the proof for
D-SSA-fix’s sample efficiency in [11]. No concerns
raised for the proof on SSA-fix/D-SSA-fix
approximability and SSA-fix’s sample efficiency

This paper Oct. 2018 Affirmed the D-SSA-fix’s sample efficiency,
rejecting the doubt raised in Huang et al. [5]

(2) stop when the discrepancies in the estimations of the candidate in the two
pools are sufficiently small. Unlike θ(ε, k), our new lower bounds N

(1)
min and N

(2)
min

still vary widely among inputs that share the parameters n, k, and OPTk.
In summary, the key contribution in [11] is that SSA/D-SSA are not only

(1 − 1/e − ε) approximation algorithms but also are asymptotically optimal in
terms of the proposed instance-specific sample complexities.

Our work in [8] consists of 4 major proofs:

– SSA ’s and D-SSA ’s approximability: showing that SSA and D-SSA
return 1 − 1/e − ε solutions with high probability (2 proofs).

– SSA’s and D-SSA’s efficiency: showing that SSA and D-SSA using only
cT1 and cT2 samples where θ(k, ε) � T1 > T2 are instance-specific sample
complexities and c is a fixed constant (2 proofs).

Errors in Our Proofs [8] and Fixes. Our proofs contain flaws which comes
from the applying of concentration inequalities in which the parameters, such as
ε, δ and the number of samples, may depend on the generated samples.

The errors were brought to our attention through two channels: (1) the same
flaw pointed out by anonymous reviewers for one of our submission (not the
published version) to IEEE/ACM Transaction to Networking [10] in Jul. 2016
and (2) an early manuscript of Huang et al. [5] in Jan. 2017 and concerns on the
martingales sent to us by the authors of [5].



276 H. T. Nguyen et al.

Upon discovering the errors, we uploaded the fix for SSA, called SSA-fix, on
Arxiv on Sep. 2016 [9] and the fix for D-SSA, called D-SSA-fix, with corrected
proofs in Feb. 2017 [11].

The final version of Huang et al. [5], while not giving any comments on
the 3 proofs for SSA-fix’s approximability, SSA-fix’s efficiency, and D-SSA-fix’s
approximability, claims “important gaps” in our proof for D-SSA-fix’s efficiency.
While we appreciated the errors pointed out in Huang et al. [5] for our original
paper in SIGMOD’16 [8], we found the claim on “important gaps” of D-SSA-fix’s
efficiency is a misclaim.

This paper aims to affirm the correctness of D-SSA-fix’s efficiency in [11],
explaining the ‘important gaps’ claimed in Huang et al. [5] (and their extended
version [4]) and explain the discrepancies in experiments claimed by Huang et al.
[5]. We summarize the timeline of publication and correspondence in Table 1.

Organization. We first summarize our fixes for SSA/DSSA in our Arxiv [11].
Then we provide justification for the claimed by [5] on the “important gaps” for
D-SSA-fix’s efficiency. Finally, we present the experiment to explain the observed
discrepancies in [5].

Algorithm 1. SSA-fix
Input: Graph G, 0 ≤ ε, δ ≤ 1, and a budget k
Output: An (1 − 1/e − ε)-optimal solution, Ŝk with at least (1 − δ)-probability

1 Choose ε1, ε2, ε3 satisfying Equation 18 in [11];

2 Nmax = 8 1−1/e
2+2ε/3

Υ
(
ε, δ

6
/
(

n
k

))
n
k
; imax = �log2

2Nmax
Υ (ε3,δ/3)

�;
3 Λ1 ← (1 + ε1)(1 + ε2)Υ (ε3,

δ
3imax

)

4 R ← Generate Λ1 random RR sets
5 repeat
6 Double the size of R with new random RR sets

7 <Ŝk, Î(Ŝk)>← Max-Coverage(R, k, n)

8 if CovR(Ŝk) ≥ Λ1 then � Condition C1

9 δ′
2 = δ2

3imax
; Tmax = 2|R| 1+ε2

1−ε2

ε23
ε22

10 Ic(Ŝk) ← Estimate-Inf(G, Ŝk, ε2, δ
′
2, Tmax)

11 if Î(Ŝk) ≤ (1 + ε1)Ic(Ŝk) then � Condition C2

12 return Ŝk

13 until |R| ≥ Nmax;

14 return Ŝk
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Algorithm 2. The original D-SSA algorithm [8]
Input: Graph G, 0 ≤ ε, δ ≤ 1, and k
Output: An (1 − 1/e − ε)-optimal solution, Ŝk

1 Λ ← 2c(1 + ε)2 log( 2
δ
) 1

ε2

2 R ← Generate Λ random RR sets by RIS

3 <Ŝk, Î(Ŝk)>← Max-Coverage(R, k)
4 repeat

5 R′ ← Generate |R| random RR sets by RIS

6 Ic(Ŝk) ← CovR′ (Ŝk) · n/|R′|
7 ε1 ← Î(Ŝk)/Ic(Ŝk) − 1

8 if (ε1 ≤ ε) then

9 ε2 ← ε−ε1
2(1+ε1)

, ε3 ← ε−ε1
2(1−1/e)

10 δ1 ← e
− CovR(Ŝk)·ε23

2c(1+ε1)(1+ε2)

11 δ2 ← e
− (CovR′ (Ŝk)−1)·ε22

2c(1+ε2)

12 if δ1 + δ2 ≤ δ then

13 return Ŝk

14 R ← R ∪ R′

15 <Ŝk, Î(Ŝk)>← Max-Coverage(R, k)

16 until |R| ≥ (8 + 2ε)n
ln 2

δ
+ln

(
n
k

)

kε2
;

17 return Ŝk

Algorithm 3. D-SSA-fix
Input: Graph G, 0 ≤ ε, δ ≤ 1, and k
Output: An (1 − 1/e − ε)-optimal solution, Ŝk

1 Nmax = 8
1−1/e
2+2ε/3

Υ
(
ε, δ

6
/
(n

k

))
n
k
;

2 tmax = �log2(2Nmax/Υ (ε, δ
3
))�; t = 0;

3 Λ1 = 1 + (1 + ε)Υ (ε, δ
3tmax

);

4 repeat

5 t ← t + 1;
6 Rt = {R1, . . . , RΛ12t−1};
7 Rc

t = {RΛ12t−1+1, . . . , RΛ12t};
8 < Ŝk, Ît(Ŝk) >← Max-Coverage(Rt, k);

9 if CovRc
t
(Ŝk) ≥ Λ1 then � Condition D1

10 I
c
t (Ŝk) ← CovRc

t
(Ŝk) · n/|Rc

t |;
11 ε1 ← Ît(Ŝk)/I

c
t (Ŝk) − 1;

12 ε2 ← ε

√
n(1+ε)

2t−1Ict (Ŝk)
; ε3 ← ε

√
n(1+ε)(1−1/e−ε)

(1+ε/3)2t−1Ict (Ŝk)
;

13 εt = (ε1 + ε2 + ε1ε2)(1 − 1/e − ε) + (1 − 1
e
)ε3;

14 if εt ≤ ε then � Condition D2

15 return Ŝk;

16 until |Rt| ≥ Nmax;

17 return Ŝk;
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2 Summary of SSA-fix and D-SSA-fix [11]

First, we summarize the errors and our fixes for SSA/D-SSA algorithms and refer
to the extended version of our SIGMOD paper in [11] for complete proofs.

2.1 Fixes for SSA algorithm

The main idea of SSA (and the Stop-and-Stare framework) is to (1) generate
a collection of samples R and find a candidate solution Ŝk using the greedy
algorithm; (2) measure the difference between (biased) influence of Ŝk with sam-
ples in R and an unbiased estimation of Ŝk on another set of samples; and (3)
the algorithm stops if the difference is small enough, otherwise, it doubles the
number of generated samples.

Summary of Errors for SSA. The influence for candidate solution Ŝk is esti-
mated multiple times. And the error probability did not take this fact into the
account.

Summary of Changes in SSA-fix. As highlighted in Algorithm 1, to account
for the multiple influence estimates by Estimate-Inf procedure, we decrease the
error probability by a factor imax = O(log n). Specifically, Algorithm 1 intro-
duces the factor imax and divides the probability guarantee δ2 by imax in Lines 2
and 9. Through union bound, we can show that this sufficiently accounts for the
cumulative error in Estimate-Inf while insignificantly affecting the number of
samples.

Note that [5] provides the same fix by decreasing the error probability by a
factor O(log n).

2.2 Fixes for D-SSA Algorithm

Summary of Errors for D-SSA. In the original D-SSA, presented in Algo-
rithm 2, the computations of δ1 and δ2 depend on ε1, ε2 and ε3, which, in turn,
depend on the generated samples. This dependency on the generated samples
make the proof incorrect as the of Chernoff’s inequality.

Summary of Changes in D-SSA-fix. Our D-SSA-fix, shown in Algorithm 3,
set δ1 = δ2 = c′δ for a fixed constant c′. The Chernoff’s bounds are applied to
bound the errors ε1 and ε2 at the fixed points when the number of samples are
Λ12i, for i = 1, 2, . . . , �log Nmax�. This change is reflected in the Lines 9–14.

We compute ε1, the discrepancy of estimating using two different collections
of RR sets, i.e. R and R′; ε2 and ε3 bound the maximum estimation errors
with high probability. At a first glance, ε2 and ε3 still seem to depend on the
generated RR sets in Rc

t . However, I
c
t(Ŝk)
1+ε serves as a lower-bound for I(Ŝk) with

high probability and can be used in the bounding of ε2 and ε3.
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3 Affirming the Correctness in D-SSA-fix’s Efficiency [11]

The final version of Huang et al. [5] claims “important gaps” in our proof for
D-SSA-fix’s efficiency. Here we provide the details showing this misclaim and
affirm the correctness for D-SSA-fix’s efficiency proof.

3.1 Gap in Showing ε2 ≤ ε0/3 and Explanation

Gap Claimed by Huang et al. [4,5]. The first gap claimed by Huang et al.
[4] (Page 14, B.1 Misclaim) is about Eqs. (93) and (94), in the proof of Theorem
6, in [11]. Below we quote those two equations in [11].

Fig. 1.1. Proof of Theorem 6 in [11]. Huang et al. [4] claimed important gaps for Eqs.
(93) and (94).

Huang et al. raised the concern that their derivation using Eqs. (87) and (88)
do not lead to Eqs. (93) and (94).

Our Response. The omitted detail is that I
c
t(Ŝk)is an unbiased estimator

ofI(Ŝk), thus, its value concentrates around I(Ŝk). In fact, from Eq. (89), ε̃t ≤ ε0
3 ,

and Eq. (90), Îct(Ŝk) ≥ (1 − ε̃t)I(Ŝk), it follows that

Î
c
t(Ŝk) ≥ (1 − ε0

3
)I(Ŝk) ≥ (1 − ε

3
)I(Ŝk) (since ε0 = min{ε, ε∗

b)}) (1)

Thus, picking a sufficiently large constantα = 100(1+ε)
(1−1/e−ε) , we have

ε2 = ε

√
n(1 + ε)

2t−1I
c
t(Ŝk)

≤ ε

√
n(1 + ε)

2t−1(1 − ε
3
)I(Ŝk)

≤ ε

√√√
√

n(1 + ε)

α n
OPTk

ε2

ε20
(1 − ε

3
)I(Ŝk)

(by Eq. 88)

<
ε0
3

√
(1 − 1/e − ε)OPTk

I(Ŝk)
≤ ε0

3
(by Eq. 87) (93)
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Since ε3 < ε2, we also have ε3 ≤ ε0/3 ≤ ε∗
b/3, i.e., Eq. (94) follows.

Fig. 1.2. Argument in [4] on the gap of setting constant α

3.2 Gap on Setting of α and Explanation

Gap Claimed by Huang et al. [4]. The second gap is shown in Fig. 1.2. Huang
et al. raised the concern that the constant α may not exist due to bounded range
between 9(1+ε)

(1−1/e−ε) and 2t−1OPTkε20
nε2 .

Our Response. We first select a fixed and sufficiently large constant α, e.g.,
setting α = 100(1+ε)

(1−1/e−ε) . There is no need to choose α to satify the inequality
2t−1 ≥ α n

OPTk
. Indeed, for a fixed constant α at some sufficiently large iteration

t such that |R| = Λ2t−1 ≥ TD-SSA ≥ αΥ (ε0, δ
3tmax

) n
OPTk

, the inequality 2t−1 ≥
α n

OPTk
will hold. The alternative will be the algorithm stops ‘early’ due to the

condition |Rt| ≥ Nmax on line 16, Algorithm 3, thus, T2 = O(Nmax) = O(θ(k, t))
and we can still conclude the efficiency of D-SSA-fix.

4 Experimental Discrepancies and Explanations

Huang et al. [5] shown some discrepancies in our experiments in [8]. We replicate
the modifications in [5] and rerun all experiments in [8] and conclude that most
anomalies found in [5] are attributed to different experimental settings and data
processing. We were unable to reproduce some results in [5] due most likely to
unknown modifications in [5].
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4.1 Experimental Settings

We follow the settings in [5] with the following exceptions:

– Modifications of SSA and D-SSA. We sent a request to the authors of [5]
for the modifications they made on SSA and D-SSA, however, we have waited
for 5 months without responses. Following [5], we removed all the practical
optimizations we made in our code and only kept exactly what are described
in our paper [8] including the larger constants, adding RIS samples one by
one (not in batch of fixed size as before), starting the number of samples from
Υ1. We published our implementation in [12] for reproducibility purposes.

– Experiment Environment. We ran all the experiments in our Linux
machine which has a 2.30 Ghz Intel(R) Xeon(R) CPU E5-2650 v3 40 core
processor and 256 GB of RAM.

– 5 runs of each experiment: We repeat each experiment 5 times and report
the average.

– New results of SSA and D-SSA fixes: We also include new results for
the fixes of SSA and D-SSA algorithms. The modified implementation can be
found in [12].

Formating the Input Networks. We download most of the raw networks
from the well-known Stanford SNAP dataset collection except the large network
Twitter that was obtained from [7] when it was still available for download. In
our original experiments in SIGMOD’16 [8], we directly took the networks and
compute the edge weights according to the Weighted Cascade (WC) model. In
addition, instead of using the plain-text format, we convert the network to binary
format for fast I/O communication (a significant speedup, e.g. 2 min to read the
whole Twitter network compared to almost an hour for IMM using plain-text).
The performance for all comparing IM algorithms on those weighted networks
are presented subsequently. Note that, we did not add the I/O time to the results
on running time.

Later, we noticed that on some large undirected networks, e.g. Orkut, only
one direction of the edge is stored in the raw data. However, for smaller networks,
e.g. NetHEPT, NetPHY, both directions are kept. We run our experiments again
and found certain matching results with [5] and suspect the discrepancies in [5]
are partially caused by the data formatting. Nevertheless, all the algorithms are
run on the same data set and fair comparisons are made. Note that [5] also
ignored the data formatting details.

4.2 Experiments Rerun

To confirm the experimental results in both our original work in SIGMOD’16 [8]
and the discrepancies found in VLDB’17 [5], we replicate both of these experi-
ments following exactly their settings as described as follows:

– SIGMOD’16 - Rep: Rerun of experiments in our work SIGMOD’16 [8]
where the original implementations of SSA and D-SSA are used.
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– VLDB’17 -Rep: Rerun of experiments in VLDB’17 paper [5] where we
follow their descriptions to modify SSA and D-SSA algorithms, i.e. removing
all the optimization we made in our original implementations.

– VLDB’17 -Rep (undirected): Also a rerun of experiments in VLDB’17
paper [5] but the network input is formated as undirected, i.e. for each edge
(u, v), add the other direction (v, u).

For comparison, we add the results in our SIGMOD’16 paper [8] and VLDB’17
paper [5] and denote them as SIGMOD’16 [8] and VLDB’17 [5], respectively
in our results.

4.3 Possible Explanations for the Discrepancies

We compare the experiments’ settings between our paper [8] and [5] and found
the following mismatches:

– Code modifications: A major point is that the authors of [5] has modified
our code, thus, affected the performance of our code. Since we did not received
the modified code from [5] after 5 months of waiting, we follow the description
in [5] to modify SSA and D-SSA.

– Directed/Undirected network formats: The Orkut and Friendster net-
works are undirected networks downloaded from SNAP library but we treat
them as directed networks. All algorithms (IMM, TIM+) were run on this
same directed network and, thus, the comparison were fair. The oversight of
treating Orkut/Friendster as directed networks is due to the expectation that
the edges in those networks are doubled, i.e., both (u, v) and (v, u) are present
in the input. Unfortunately, unlike other smaller undirected networks, this is
not the case for Orkut and Friendster.

– Measures of the number of samples: We measure the number of samples
used by each algorithm. For SSA, we show the number of samples used in
finding the max-coverage.

Fig. 1. Number of samples generated on Enron network (See Subsect. 4.2 for legend
details)
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Fig. 2. Number of samples generated on Epinions network (See Subsect. 4.2 for legend
details)

Fig. 3. Number of samples generated on Orkut network (See Subsect. 4.2 for legend
details)

4.4 Experimental Results

We replicate two sets of experiments in [5] based on which they claimed the
discrepancies in our experiments in [8]. The first set focuses on the number of
RR sets generated by different algorithms on three networks, i.e. Enron, Epinions
and Orkut, and the results are presented in Figs. 1, 2 and 3. The second set of
experiments is solely about the running time of IM algorithms on the case k = 1
and tests on 6 networks, namely NetHEPT, NetPHY, Epinions, DBLP, Orkut
and Twitter. The results for these experiments are shown in Table 2. Based on
our results, we draw the following observations:

Table 2. Relative running time of SSA, D-SSA, SSA fix and D-SSA fix to IMM for
k = 1

Nets LT model IC model

SSA D-SSA SSA fix D-SSA fix IMM SSAD-SSA SSA fix D-SSA fix IMM

NetHEPT 4.1 2.1 1.0 0.9 1 4.9 3.7 2.6 1.1 1

NetPHY 5.4 3.5 1.3 1.2 1 4.9 4.1 2.5 2.0 1

Epinions 3.0 2.2 1.3 1.0 1 4.3 4.0 1.2 0.9 1

DBLP 4.5 2.7 1.2 1.0 1 5.4 5.0 1.3 1.1 1

Orkut 2.1 1.4 0.7 0.7 1 5.3 4.5 1.2 1.0 1

Twitter 0.7 0.6 0.4 0.4 1 5.7 3.6 1.3 1.3 1
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• Our results in the SIGMOD’16 paper [8] are reproducible given
specific implementation settings. The results in Figs. 1, 2 and 3 show that
our primary experimental results in SIGMOD’16 paper [8] are very similar to
our rerun. Here we used exactly the same implementation published online in
[12]. There is slight random fluctuation due to the fact that in [8], we only run
each experiment once but on our rerun, we take the average over 5 runs.

• Data processing has substantial impact on the experimental
results and may cause the discrepancies found in [5]. From Fig. 3 on
Orkut network that we had the network format problem, we see the sharp dif-
ferences when the network is formated as directed and undirected. This explains
the discrepancies on Orkut found in the VLDB’17 paper [5]. Moreover, when for-
mating correctly as an undirected network, our results largely agree with those
in [5] on Orkut dataset.

• Some experimental results in [5] are not replicable: From Figs. 1, 2
and 3, we see that compared to the results reported in [5], our rerun of [5] are
2 times smaller on Enron and Epinions datasets. These differences can only be
explained by the unknown modifications made in [5] that were not documented
in their paper and unknown to us.

On the case of k = 1, in [5], the authors show that IMM always runs faster
than SSA and D-SSA, however, from Table 2, on the largest network, i.e. Twitter,
SSA and D-SSA are faster than IMM under LT model.

The number of samples generated by SSA and D-SSA in our reruns are
several times higher than that reported in our conference paper [8]. This
is totally expected since we ignore all the optimizations made in our prior
implementations.

• New results: D-SSA fix, SSA fix and IMM for k = 1 have similar
running time. From Figs. 1, 2 and 3, we also include the results for SSA fix
and D-SSA fix and observe that SSA fix and D-SSA fix use fewer samples than
IMM even for k = 1. For larger value of k, SSA fix and D-SSA fix are significantly
more efficient than IMM in sample usage. From Table 2, we see that namely SSA
fix and D-SSA fix use roughly the same amount of time as IMM for k = 1 and
run faster than IMM on large networks, e.g. Orkut, Twitter, on the LT model.
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An Issue in the Martingale Analysis of the
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Abstract. This paper explains a subtle issue in the martingale analysis
of the IMM algorithm, a state-of-the-art influence maximization algo-
rithm. Two workarounds are proposed to fix the issue, both requiring
minor changes on the algorithm and incurring a slight penalty on the
running time of the algorithm.

1 Introduction

Tang et al. design a scalable influence maximization algorithm IMM (Influence
Maximization with Martingales) in [17], and apply martingale inequalities to the
analysis. In this paper, we describe a subtle issue in their martingale-based anal-
ysis. The consequence is that the current proof showing that the IMM algorithm
guarantees (1−1/e−ε) approximation with high probability is technically incor-
rect. We provide a detailed explanation about the issue, and further propose two
possible workarounds to address the issue, but both workarounds require minor
changes to the algorithm with a slight penalty on running time. Xiaokui Xiao,
one of the authors of [17], has acknowledged the issue pointed out in this paper.

1.1 Background and Related Work

Influence maximization is the problem of given a social network G = (V,E),
a stochastic diffusion model with parameters on the network, and a budget of
k seeds, finding the optimal k seeds S ⊆ V such that the influence spread of
the seeds S, denoted as σ(S) and defined as the expected number of nodes
activated based on diffusion model starting from S, is maximized. The influ-
ence maximization is originally formulated as a discrete optimization problem
by Kempe et al. [13], and has been extensively studied in the literature (cf. [3]
for a survey). One important direction is scalable influence maximization [1,5–
7,9,10,12,15,17,18], which focuses on improving the efficiency of running influ-
ence maximization algorithms on large-scale networks. The early studies on this
direction are heuristics based on graph algorithms [5–7,10,12] or sketch-based
algorithms [9]. Borgs et al. propose the novel reverse influence sampling (RIS)
approach, which achieves theoretical guarantees on both the approximation ratio
and near-linear expected running time [1]. The RIS approach is further improved
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in [15,17,18] to achieve scalable performance on networks with billions of nodes
and edges. The IMM algorithm we discuss in this paper is from [17], which
uses the martingales to improve the performance, and is considered as one of
the state-of-the-art influence maximization algorithms. However, we show in this
paper that the algorithm has a subtle issue that affects its correctness. The IMM
algorithm has been used in later studies as a component (e.g. [4,16,19]), so it
is worth to point out the issue and the workarounds for the correct usage of
the IMM algorithm. The SSA/D-SSA algorithm of [15] is another state-of-the-
art influence maximization algorithm, but the original publication also contains
several analytical issues, which have been pointed out in [11].

2 Description of the Issue

2.1 Brief Description of the RIS Approach

At the core of the RIS approach is the concept of reverse-reachable (RR) sets.
Given a network G = (V,E) and a diffusion model, an RR set R ⊆ V is sampled
by first randomly selecting a node v ∈ V and then reverse simulating the diffusion
process and adding all nodes reached by the reverse simulation into R. Such
reverse simulation can be carried out efficiently for a large class of diffusion
models called the triggering model (see [13,17] for model details). Intuitively,
each node u ∈ R if acting as a seed would activate v in the corresponding
forward propagation, and based on this intuition the key relationship σ(S) =
n · E[I{S ∩ R �= ∅}] is established, where σ(S) is the influence spread, n = |V |,
and I is the indicator function. The RIS approach is to collect enough number
of RR sets R = {R1, R2, . . . , Rθ}, so that σ(S) can be approximated by σ̂(S) =
n ·∑θ

i=1 I{Ri ∩S �= ∅}/θ. We call Ri ∩S �= ∅ as S covering Ri. Thus, the original
influence maximization problem is converted to finding k seeds S that can cover
the most number of RR sets in R. This is a k-max coverage problem, and a
greedy algorithm (referred to as the NodeSelection procedure in IMM [17]) can
be applied to solve it with a 1 − 1/e approximation ratio.

Implementations of the RIS approach differ in their estimation of the number
of RR sets needed. IMM algorithm [17] iteratively doubles the number of RR
sets until it obtains a reasonable estimate LB as the lower bound of the optimal
solution OPT , and then apply a formula θ = λ∗/LB , where λ∗ is a constant
dependent on the problem instance, to get the final number of RR sets needed
(See Fig. 1 for the reprint of the Sampling procedure of IMM).

2.2 Summary of the Issue

The main issue of the IMM analysis in [17] is at its correctness claim of Theorem
4, which shows that the output of IMM gives a 1− 1/e− ε approximate solution
with probability at least 1−1/n�. The proof of this part is very brief, containing
only one sentence as excerpted below, which combines the result from Theorems
1 and 2.
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“By combining Theorems 1 and 2, we obtain that Algorithm 3 returns a
(1 − 1/e − ε)-approximate solution with at least 1 − 1/n� (probability).”

At the high level, Theorem 1 claims that if NodeSelection procedure is fed
with an RR set sequence of length at least θ ≥ λ∗/OPT , then with probability at
least 1−1/n�, NodeSelection outputs a seed set that is a 1−1/e−ε approximate
solution. Then Theorem 2 claims that the Sampling procedure outputs an RR
set sequence of length at least λ∗/OPT with probability at least 1−1/n�. It may
appear that we could use a simple union bound to combine the two theorems
to show that IMM achieves the 1 − 1/e − ε approximation with probability at
least 1 − 2/n�. Finally, we just need to reset � = � + log 2/ log n to change the
probability from 1 − 2/n� to 1 − 1/n�.1

However, with a closer inspection, Theorem 1 is true only for each fixed
length θ ≥ λ∗/OPT , but the Sampling procedure returns an RR set sequence
of random length. Henceforth, to make the distinction explicit, we use θ̃ to
denote the random length returned by the Sampling procedure. Technically, this
θ̃ is a stopping time, a concept frequently used in martingale processes [14]. Thus,
what Theorem 2 actually claims is Pr{θ̃ ≥ λ∗/OPT} ≥ 1 − 1/n�. Due to this
discrepancy between fixed length and random length in RR set sequences, we
cannot directly combine Theorems 1 and 2 to obtain Theorem 4 as in the paper.
This is the main issue of the analysis in the IMM paper [17].

In the next two subsections, we will provide more detailed discussion to
illustrate the above issue. In Sect. 2.3, we first make it explicit what is the exact
probability space we use for the analysis of the IMM algorithm. Then in Sect. 2.4,
we go through lemma by lemma on the original analysis to make the distinction
between the fixed length θ and the random stopping time θ̃ explicit, so that the
issue summarized above is more clearly illustrated.

2.3 Treatment on the Probability Space

For the following discussion, we will frequently refer to certain details in the
Sampling procedure of IMM, namely Algorithm 2 of IMM in [17] (see Fig. 1).

To clearly understand the random stopping time θ̃, we first clarify the prob-
ability space upon which θ̃ is defined. We first note that from the algorithm,
the maximum possible number of RR sets the algorithm could generate is �λ∗	
(defined in Eq. (6)). Thus we view the probability space as the space of all �λ∗	
RR set sequences R1, R2, . . . , R�λ∗�, where each Ri is generated i.i.d. We denote
this space as Ω. Then in one run of the IMM algorithm, one such RR set sequence
R0 is drawn from the probability space Ω. In the i-th iteration of the Sampling
procedure, the algorithm gets the prefix of the first θi (θi is defined in line 5 of
Algorithm 2) RR sets in the above sequence R0, and based on certain condition
about this prefix the algorithm decides whether to continue the iteration or stop;
and when it stops, it determines the final number θ̃ = λ∗/LB of RR sets needed,

1 The original paper has a typo here. It says to reset � to �(1 + log 2/ log n), but this
is not necessary. Only resetting � to � + log 2/ log n is enough.
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Fig. 1. Algorithm 2 (Sampling procedure) of IMM as in the original paper [17].

and retrieves the prefix of θ̃ RR sets from R0. Note that θ̃ here is the θ used
in line 13 of Algorithm 2, but we explicitly use θ̃ to denote that it is a random
variable (because LB is a random variable), and its value is determined by the
prefix of RR sets in R1, R2, . . .. In contrast, for a fixed θ such as the θ used in
Theorem 1, it simply corresponds to the θ RR sets in the sequence sample R0.
For convenience, we use R0[θ] to denote the prefix of R0 of fixed length θ, and
Ω[θ] to be the subspace of all RR set sequences of length θ. Note that we use Ω
and Ω[θ] to refer to both the set of sequences and their distribution.

2.4 Detailed Discussion by Revisiting All Lemmas and Theorems

Hopefully we clarify the distinction between the fixed-length sequence R1, R2,
. . . , Rθ and the actual sequence R1, R2, . . . , Rθ̃ generated by the sampling phase
with a random stopping time θ̃. We now revisit the technical lemmas and the
theorems of the paper to explicitly distinguish between the usage of fixed length
θ and random length θ̃.

First and foremost, the martingale inequalities summarized in Corollaries 1
and 2 should only work for a fixed constant θ, not for a random stopping time,
because they come from standard martingale inequalities as summarized in [8],
which deals with martingales of fixed length. However, the authors introduce
these inequalities in the context of RR set sequence generated by the Sampling
procedure (see the first sentence in Sect. 3.1 of [17]). As we explained, the RR
set sequence generated by the Sampling procedure has random length θ̃, so
Corollaries 1 and 2 should not be applied to such random length sequences. This
is the source of confusion leading to the incorrectness of the proof of Theorem
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4. Henceforth, we should clearly remember that Corollaries 1 and 2 only work
for fixed length θ.

Next, for Lemmas 3 and 4, the θ there should refer to a fixed number, because
their proofs rely on the martingale inequalities in Corollaries 1 and 2, which are
correct only for a fixed θ.

For Theorem 1, same as discussed above, if we view θ as a fixed constant, then
Theorem 1 is correct. We need to remark here that Theorem 1 talks about the
node selection phase, so its exact meaning is that if we feed the NodeSelection
procedure with an RR set sequence of fixed length θ, randomly drawn from the
space Ω[θ], then the node selection phase would return an approximate solution.
Therefore, it is not applicable when the NodeSelection procedure is fed with the
RR set sequence generated from the Sampling procedure, since this sequence has
a random length and is not drawn from the space Ω[θ] for a fixed θ.

Lemma 5 and Corollary 3 are still correct, since they are not related to the
application of martingale inequality. For Lemmas 6 and 7, again they are correct
when θ is a fixed number satisfying inequality (8).

For Theorem 2, as already mentioned in Sect. 2.2, it is about the RR set
sequence R = {R1, R2, . . . , Rθ̃} generated by the Sampling procedure, with ran-
dom length θ̃, and its technical claim is

Pr
{

θ̃ ≥ λ∗

OPT

}

≥ 1 − 1
n�

, (1)

where the probability is taken from the probability space Ω, the random sample
R0 of which determines the actual random length of output θ̃. The proof of
Theorem 2 uses Lemmas 6 and 7. When it uses Lemmas 6 and 7, it is in the
context of the Sampling procedure, and the θ used for Lemmas 6 and 7 in this
context is exactly the θi = λ′/xi defined in line 5 of algorithm, where λ′ is a
constant defined in Eq. (9), and xi = n/2i, and i refers to the i-th iteration
in the Sampling procedure. Therefore, θi indeed is a constant that does not
depend on the generated RR sets, and the applications of Lemmas 6 and 7 is
in general appropriate. However, the original proof of Theorem 2 is brief, and
there is a subtle point that may not be clear from the proof, and thus some extra
clarification is deserved here.

The subtlety is that, Lemmas 6 and 7 are correct when the NodeSelection
procedure is fed with a fixed length RR set sequence sampled from Ω[θ]. However,
in the i-th iteration of the Sampling procedure, the actual RR set sequence fed
into NodeSelection is not sampled from the space Ω[θi]. This is because the fact
that the algorithm enters the i-th iteration implies that the previous RR set
sequence failed the coverage condition check in line 10 in the previous iterations,
and thus the actual sequence fed into NodeSelection in the i-th iteration is a
biased sample. This subtlety makes the rigorous proof of Theorem 2 longer,
but does not invalidate the Theorem. Intuitively, for a random sample R0[θi]
drawn from Ω[θi], even if R0[θi] would not make the algorithm survive to the
i-th iteration, we could still treat it as if it is fed to NodeSelection in the i-th
iteration, and use Lemmas 6 and 7 to argue that some event Ei only occurs
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with a small probability δ3. Then the event that both algorithm enters the i-th
iteration and Ei occurs must be also smaller than δ3. For completeness, in [2], we
provide a more rigorous technical proof of Theorem 2 applying the above idea.

Continuing to Lemmas 8 and 9, similar to Lemmas 6 and 7, it is correct when
we treat θ as a constant. For Lemma 9, it uses Lemma 8, and if we treat the
application of Lemma 8 in the same way as we treat the application of Lemmas
6 and 7 in the proof of Theorem 2, then Lemma 9 is correct. Lemma 10 and
Theorem 3 are independent of the application of martingale inequalities and are
correct.

Finally, we investigate the proof of Theorem 4, in particular the part on the
correctness of the IMM algorithm. As outlined in Sect. 2.2, a direct combina-
tion of Theorems 1 and 2 is problematic. We now discuss this point with more
technical details.

For Theorem 1, based on our above discussion, it works for a fixed value of θ.
More precisely, when we use the setting discussed after Theorem 1, what it really
says is that, for all fixed θ ≥ λ∗/OPT , if we use a random sample R0[θ] drawn
from distribution Ω[θ], then when we feed the NodeSelection procedure with
R0[θ], the probability that NodeSelection returns a seed set that is a (1−1/e−ε)
approximate solution is at least 1 − 1/n�. To make it more explicit, let S∗

k(R)
be the seed set returned by NodeSelection under input RR set sequence R. Let
Y (S) be an indicator, and it is 1 when seed set S is a (1 − 1/e − ε) approximate
solution, and it is 0 otherwise. Then, what Theorem 1 says is,

∀θ ≥ λ∗/OPT , Pr
R0[θ]∼Ω[θ]

{Y (S∗
k(R0[θ])) = 1} ≥ 1 − 1

n�
. (2)

Next, as discussed above, what Theorem 2 really says is given in Eq. (1).
Also to make it more precise and use the same base sample from the probability
space, let R0 be the sample drawn from Ω, and let R(R0) = {R1, R2, . . . , Rθ̃} be
the sequence generated by the Sampling procedure, and θ̃(R0) denote its length.
Thus by definition, R(R0) is the first θ̃(R0) RR sets of R0. Then Theorem 2
(and Eq. (1)) is restated as

Pr
R0∼Ω

{

θ̃(R0) ≥ λ∗

OPT

}

≥ 1 − 1
n�

. (3)

For Theorem 4, we want to bound the probability that using the Sampling
procedure output R(R0) to feed into NodeSelection, its output fails to provide
the 1 − 1/e − ε approximation ratio, that is,

Pr
R0∼Ω

{Y (S∗
k(R(R0))) = 0} ≤ 2

n�
. (4)

The following derivation further separates the left-hand side of Eq. (4) into
two parts by the union bound:
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Pr
R0∼Ω

{Y (S∗
k(R(R0))) = 0}

≤ Pr
R0∼Ω

{

θ̃(R0) <
λ∗

OPT
∨

(

θ̃(R0) ≥ λ∗

OPT
∧ Y (S∗

k(R(R0))) = 0
)}

≤ Pr
R0∼Ω

{

θ̃(R0) <
λ∗

OPT

}

+ Pr
R0∼Ω

{

θ̃(R0) ≥ λ∗

OPT
∧ Y (S∗

k(R(R0))) = 0
}

≤ 1
n�

+ Pr
R0∼Ω

{

θ̃(R0) ≥ λ∗

OPT
∧ Y (S∗

k(R(R0))) = 0
}

, (5)

where the last inequality is by Theorem 2 (Eq. (3)). To continue, we want to
bound

Pr
R0∼Ω

{

θ̃(R0) ≥ λ∗

OPT
∧ Y (S∗

k(R(R0))) = 0
}

≤ 1
n�

. (6)

However, the above inequality is incompatible with Inequality (2), because
Inequality (2) holds for each fixed θ ≥ λ∗

OPT , but Inequality (6) is for all
θ̃(R0) ≥ λ∗

OPT . This is where the direct combination of Theorems 1 and 2 would
fail to produce the correctness part of Theorem 4.

3 Possible Workarounds for the Issue

It is unclear if the analysis could be fixed without changing any aspect of the
algorithm. In this section, we propose two possible workarounds, both of which
require at least some change to the algorithm and incur some running time
penalty.

3.1 Workaround 1: Regenerating New RR Sets

One simple workaround is that in the IMM algorithm, after determining the
final length θ̃ of the RR set sequence, regenerate the entire RR set sequence of
length θ̃ from scratch, and use the newly generated sequence as the output of
the Sampling algorithm and feed it into the final call to NodeSelection. That is,
after line 13 of Algorithm 2, regenerate θ̃ RR sets instead of lines 14–16.

Intuitively, this would feed the final call of NodeSelection with an unbiased
RR set sequence so that Theorem 1 can be applied. We represent this new
unbiased sequence as a new independent sample R′

0 from the probability space
Ω, and then taking the prefix of R′

0 with θ̃(R0) RR sets, where θ̃(R0) is the
number of RR sets determined from sequence R0 that is needed for the final call
of NodeSelection. Thus we use the notation R′

0[θ̃(R0)] to represent the RR set
sequence that is fed into the final call of NodeSelection. The correctness can be
rigorously proved as follows. First, Eq. (4) for Theorem 4 is changed to:

Pr
R0∼Ω,R′

0∼Ω
{Y (S∗

k(R′
0[θ̃(R0)])) = 0} ≤ 2

n�
. (7)
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To show the above inequality, following a similar derivation as in Eq. (5), what
we need to show is the following instead of Eq. (6):

Pr
R0∼Ω,R′

0∼Ω

{

θ̃(R0) ≥ λ∗

OPT
∧ Y (S∗

k(R′
0[θ̃(R0)])) = 0

}

≤ 1
n�

. (8)

This can be achieved by the following derivation:

Pr
R0∼Ω,R′

0∼Ω

{

θ̃(R0) ≥ λ∗

OPT
∧ Y (S∗

k(R′
0[θ̃(R0)])) = 0

}

= Pr
R0∼Ω,R′

0∼Ω

⎧
⎨

⎩

�λ∗�∨

θ=� λ∗
OPT �

θ̃(R0) = θ ∧ Y (S∗
k(R′

0[θ̃(R0)])) = 0

⎫
⎬

⎭

≤
�λ∗�∑

θ=� λ∗
OPT �

Pr
R0∼Ω,R′

0∼Ω

{
θ̃(R0) = θ ∧ Y (S∗

k(R′
0[θ̃(R0)])) = 0

}
{union bound}

=
�λ∗�∑

θ=� λ∗
OPT �

Pr
R0∼Ω,R′

0∼Ω

{
θ̃(R0) = θ ∧ Y (S∗

k(R′
0[θ])) = 0

}

=
�λ∗�∑

θ=� λ∗
OPT �

Pr
R0∼Ω

{θ̃(R0) = θ} · Pr
R′

0∼Ω
{Y (S∗

k(R′
0[θ])) = 0} {see note below}

(9)

=
�λ∗�∑

θ=� λ∗
OPT �

Pr
R0∼Ω

{θ̃(R0) = θ} · Pr
R′

0[θ]∼Ω[θ]
{Y (S∗

k(R′
0[θ])) = 0}

≤
�λ∗�∑

θ=� λ∗
OPT �

Pr
R0∼Ω

{θ̃(R0) = θ} · 1
n�

{Eq. (2) of Theorem 1}

=
1
n�

. {note: independence ofR0andR′
0}

The key step is Eq. (9), where because R′
0 is independent of R0 (we regenerate

a new RR set sequence for the last call to NodeSelection), we can represent
the probability PrR0∼Ω,R′

0∼Ω

{
θ̃(R0) = θ ∧ Y (S∗

k(R′
0[θ])) = 0

}
as the product

of two separate factors. Therefore, the correctness part of Theorem 4 now holds.
Note that within the Sampling procedure, we do not need to regenerate RR set
sequences from scratch (before line 9 of Algorithm 2), because by our detailed
discussion in Sect. 2.4, even without regenerating RR sets, Theorem 2 still holds
with a more careful argument.

In terms of the running time, this workaround at most doubles the number
of RR sets generated, and thus its running time only adds a multiplicative factor
of 2 to the original result. Therefore, the asymptotic running time remains as
O((k + �)(n + m) log n/ε2) in expectation.
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3.2 Workaround 2: Apply Union Bounding with Larger �

The second workaround is by directly bounding Eq. (6) by a union bound, as
shown in the derivation below.

Pr
R0∼Ω

{

θ̃(R0) ≥ λ∗

OPT
∧ Y (S∗

k(R(R0))) = 0
}

= Pr
R0∼Ω

⎧
⎨

⎩

�λ∗�∨

θ=� λ∗
OPT �

θ̃(R0) = θ ∧ Y (S∗
k(R(R0))) = 0

⎫
⎬

⎭

≤
�λ∗�∑

θ=� λ∗
OPT �

Pr
R0∼Ω

{
θ̃(R0) = θ ∧ Y (S∗

k(R(R0))) = 0
}

=
�λ∗�∑

θ=� λ∗
OPT �

Pr
R0∼Ω

{
θ̃(R0) = θ ∧ Y (S∗

k(R0[θ])) = 0
}

≤
�λ∗�∑

θ=� λ∗
OPT �

Pr
R0∼Ω

{Y (S∗
k(R0[θ])) = 0} (10)

=
�λ∗�∑

θ=� λ∗
OPT �

Pr
R0[θ]∼Ω[θ]

{Y (S∗
k(R0[θ])) = 0}

≤
�λ∗�∑

θ=� λ∗
OPT �

1
n�

{by Theorem 1, Eq. (2)}

(11)

≤ �λ∗	
n�

. (12)

Comparing the above derivation with the similar one for workaround 1, the
key difference is between Eqs. (9) and (10). In Eq. (9), we could keep
PrR0∼Ω{θ̃(R0) = θ} because the event {θ̃(R0) = θ} is independent of the event
{Y (S∗

k(R′
0[θ])) = 0} in the second term. But in Eq. (10), we cannot extract

PrR0∼Ω{θ̃(R0) = θ} because the event {θ̃(R0) = θ} is correlated with the event
{Y (S∗

k(R0[θ])) = 0} in the second term. Thus we have to simply drop the event
{θ̃(R0) = θ}, causing the bound to be inflated by a factor of �λ∗	.

Using Inequality (12), our second workaround is to enlarge � to �′ so that
�λ∗	/n�′ ≤ 1/n�. However, λ∗ is also dependent on �. To make it clear, we write
it as λ∗(�). What we want is to set �′ = � + γ, such that

�λ∗(�′)	
n�′ =

�λ∗(� + γ)	
n�+γ

≤ 1
n�

. (13)
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This means we want �λ∗(� + γ)	 ≤ nγ . From Eqs. (5) and (6) in [17], we have

λ∗(�) = 2n

(
e − 1

e

√
� log n + log 2 +

√
e − 1

e

(

log
(

n

k

)

+ � log n + log 2
))2

ε−2

≤ 8n(k + � + 1) log n · ε−2 − 1,

where the relaxation in the inequality above is loose, involving relaxing the first
square root term to the second one, relaxing (1 − 1/e) to 1, relaxing

(
n
k

)
to nk,

relaxing log 2 to log n, and thus the −1 above can be certainly compensated by
the relaxation, and it is used for relaxing the �λ∗(� + γ)	 next. Thus, to achieve
�λ∗(�+γ)	 ≤ nγ , we just need 8n(k + �+γ +1) log n · ε−2 ≤ nγ . Asymptotically,
γ > 1 would be fine for large enough n. For a conservative bound, it is very
reasonable to assume that ε−1 ≤ n, k + � + γ + 1 ≤ n, then we just need
8 log n ≤ nγ−4, which means setting γ ≥ 4 + log(8 log n)/ log n is enough. Thus
γ is essentially a small constant.

In practice, γ could be computed by a binary search once the parameters n, k,
� and ε of the problem instance are given. Then we can set � = �+log 2/ log n+γ
in the algorithm. By increasing � with a small constant γ (e.g. γ = 2.5), the
running time increases from O(k + �)(m + n) log n/ε2) to O(k + � + γ)(m +
n) log n/ε2), so the running time penalty is likely to be smaller than that of the
first workaround. Our experimental results below validate this point.

3.3 Experimental Evaluation

We evaluate the two workarounds and compare them against the original IMM
algorithm on two real world datasets: (a) NetHEPT, a coauthorship network
with 15233 nodes and 31373 edges, mined from arxiv.org high energy physics
section, and (b) DBLP, another coauthorship network with 655K nodes and
1990K edges, mined from dblp.uni-trier.de. We use independent cascade model
with edge probabilities set by the weighted cascade method [13]: edge (u, v)’s
probability is 1/dv where dv is the in-degree of v. These datasets are frequently
used in other influence maximization studies such as [4,5,17].

We use IMM, IMM-W1, and IMM-W2 to denote the original IMM, the IMM
with the first and the second workarounds, respectively. For IMM-W2, we use
binary search to find an estimate of γ satisfying �λ∗(� + γ)	 ≤ nγ . We set
parameters ε = 0.1, � = 1, and influence spread is the average of 10000 simulation
runs. We test the algorithms in seed set sizes k = 50, 100, . . . , 500. The code is
written in C++ and compiled by Visual Studio 2013, and is run on a Surface
Pro 4 with dual core 2.20 GHz CPU and 16 GB memory.

The influence spread and running time results are shown in Fig. 2. As
expected, all three algorithms achieve indistinguishable influence spread, since
the two workarounds are to fix the theoretical issue on the dependency of RR sets,
and should not affect much on the actual performance of the IMM algorithm. In
terms of running time, also as expected, IMM-W1 has the worst running time,
but is within twice of running time of the IMM algorithm. IMM-W2 has much
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(a) influence spread, NetHEPT (b) influence spread, DBLP

(c) running time, NetHEPT (d) running time, DBLP

Fig. 2. Influence spread and running time results.

closer running time to IMM, though is still in general slower. We further observe
that the γ value used for IMM-W2 is within 2.5 for the NetHEPT dataset and
within 2 for the DBLP dataset. Therefore, it looks like that we can use the
second workaround to provide a rigorous theoretical guarantee while achieving
similar running time as the original IMM.

4 Conclusion

In this paper, we explain the issue in the original analysis of the IMM algo-
rithm [17]. Two workarounds are proposed, both of which require some minor
changes to the algorithm and both incur a slight penalty in running time. Since
the IMM algorithm as a state-of-the-art influence maximization algorithm pro-
vides both strong theoretical guarantee and good practical performance, many
follow-up studies in influence maximization use IMM algorithms as a template.
Thus, it is worth to point out this issue so that subsequent follow-ups will cor-
rectly use the algorithm, especially if they want to provide theoretical guarantee.
It remains an open question if the issue can be fixed without changing the origi-
nal algorithm, or if a workaround with an even less impact to the algorithm and
its running time can be found.

Acknowledgment. The author would like to thank Jian Li for helpful discussions
and verification on the issue explained in the paper.
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Abstract. Data center networks are an important infrastructure in vari-
ous applications of modern information technologies. Note that each data
center always has a finite lifetime, thus once a data center fails, then it
will lose all its storage files and useful information. For this, it is nec-
essary to replicate and copy each important file into other data centers
such that this file can increase its lifetime of staying in a data center
network. In this paper, we describe a large-scale data center network
with a file d-replication policy, which is to replicate each important file
into at most d − 1 other data centers such that this file can maintain
in the data center network under a given level of data security in the
long-term. To this end, we develop three relevant Markov processes to
propose two effective methods for assessing the file lifetime and data
security. By using the RG-factorizations, we show that the two methods
are used to be able to more effectively evaluate the file lifetime of large-
scale data center networks. We hope the methodology and results given
in this paper are applicable in the file lifetime and data security study
of more general data center networks with replication mechanism.

Keywords: Data center · Replication mechanism · File lifetime
Data security · Markov process · RG-factorization

1 Introduction

Data center networks are an important infrastructure for various applications
of modern information technologies. However, not only does each data center
have a finite lifetime, but it is also possible to suffer from natural disasters and
man-made damages. Once a data center fails, then it will lose all its storage files
and useful information. In practice, such a data center failure has caused key
innovation in design and management of large-scale data center networks, one
of which is how to keep that no important file is lost in a data center network in
the long-term. To do this, it is necessary to increase file and data availability by
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means of file replications as far as possible. In this case, a file copy redundancy
technology is developed as a simple and effective mode that each important file is
replicated into a subset of data centers according to a comprehensive considera-
tion for departments and/or geographical environment, together with emergency
responses for natural disasters and man-made damages. Therefore, during the
last decade considerable attention has been paid to developing stochastic model
analysis for assessing file lifetime and data security in large-scale data center
networks with file replication mechanism. Also see Picconi et al. [11,12], Kersch
and Szabo [5] and Feuillet and Robert [4] for more details.

Little work has been done on how to establish stochastic models (e.g., Markov
processes, queueing theory and stochastic game) to assess the file lifetime and
data security in a large-scale data center network with file replication mechanism.
Intuitively, such a study is more interesting, difficult and challenging due to the
fact that the mathematical modelling is based on reliability and security analysis
of large-scale stochastic networks. Based on this, important topics include fail-
ure prediction for data centers, how to control new data centers joining this net-
work, how to design and optimize file replication mechanism. In addition, there
are still some interesting issues, such as cost analysis of recovering lost data, effect
of file replication mechanism and bandwidth limitation, durability and availabil-
ity of data, and how to control the file lost probability. Readers may refer to
recent publications for details, among which, data storage systems by Blake and
Rodrigues [2], Utard and Vernois [18], Lian et al. [7], Chun et al. [3] and Ramab-
hadran and Pasquale [14–16];DHT replication by Picconi et al. [11,12], Kersch and
Szabo [5], Pace et al. [10] and Kniesburges et al. [6]; failure prediction by Pinheiro
et al. [13]; and large-scale stochastic networks with unreliable processors by Feuillet
and Robert [4], Sun et al. [17] and Aghajani et al. [1].

The main contributions of this paper are twofold. The first one is to describe
a large-scale data center network, in which each data center may fail and new
data centers can join this network, and a file d-replication policy is proposed
to increase file lifetime and data security. The second one is to develop three
relevant Markov processes, which lead to two effective methods for assessing the
file lifetime and data security in the data center network. By using the RG-
factorizations of any absorbing Markov process, we show that the two methods
can be very effective in file lifetime analysis of more general data center net-
works with file replication mechanism. In addition, we use numerical examples
to indicate impact of the file d-replication policy on the file average lifetime of
the data center network.

The remainder of this paper is organized as follows. Section 2 describes the
data center network with file replication mechanism. Section 3 develops two rele-
vant Markov processes to give an approximate method for assessing the file aver-
age lifetime. Section 4 establishes a QBD process to propose a two-dimensional
method for assessing the file average lifetime, and uses numerical examples to
indicate impact of the file d-replication policy on the file average lifetime of the
data center network.
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2 Model Description

In this section, we describe a large-scale data center network with file replication
mechanism, in which each data center may fail and new data centers can join this
network, and a file d-replication policy is proposed to increase the file lifetime
and data security in the data center network.

For a large-scale data center network, we describe its physical structure, main
random factors and system parameters as follows:

(1) The physical structure: There are many data centers distributed in paral-
lel a physical network with different departments and/or geographical envi-
ronment. For simplicity of analysis, we assume that all the data centers are
identical and are operated independently.

(2) The lifetime: Each data center in this network may be failure. We assume
that the lifetime X of each data center follows an exponential distribution
with failure rate λ > 0, that is, P {X ≤ t} = 1 − e−λt. Obviously, E [X] =
1/λ. If there are k data centers in this network, then the failure rate of the
data center network is kλ due to the exponential lifetime of each data center.

(3) A joining process of new data centers: Since the data center networks
not only have fast developed in the last over ten years but also each data cen-
ter may be failure, new data centers need to continually join to the network
such that the data center network can maintain a development of sustain-
ability through many incessant equipment replacements. We assume that
the inputs of new data centers to the data center network are a Poisson
process with arrival rate β > 0.

(4) A file d-replication policy: We assume that each file is stored in at most
d ≥ 1 data centers in this network. Once the copy number of the file is less
than d and there also exists an available data center without storing the
file, then the file will fast replicated to the data center. We assume that
the copy time Y of the file replicated to the available data center follows
an exponential distribution with copying rate μ > 0, that is, P {Y ≤ t} =
1 − e−μt. Obviously, E [Y ] = 1/μ. If there are k identical copy files be being
duplicated to k different data centers, then the copy time distribution of the
k identical copy files is exponential with copying rate kμ.

(5) The file lost process: Once a data center fails, then all its files and useful
information in the data center will be lost immediately.

We assume that all the random variables involved in the data center network
are independent of each other.

3 An Approximate Assessment Method of File Lifetime

In this section, we first set up a birth-death process to study the steady state
probability distribution of the number of available data centers in the data cen-
ter network. Then we establish another birth-death process to give an approx-
imate assessment method of file lifetime in the data center network with file
d-replication policy.
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Fig. 1. State transition relation of a birth-death process

3.1 The Number of Available Data Centers

In this data center network, each data center may fail, and its lifetime of staying
in the network follows an exponential distribution with failure rate λ. On the
other hand, new data centers continuously join to the data center network, and
their inputs are a Poisson process with arrival rate β.

Let N(t) be the number of available data centers normally operating in the
data center network at time t. Then {N(t) : t ≥ 0} is a birth-death process on
state space Ω = {0, 1, 2, ...} whose state transition relation is shown in Fig. 1.

From Fig. 1, the infinitesimal generator of the birth-death process
{N(t) : t ≥ 0} is given by

Q =

⎛
⎜⎜⎜⎝

−β β
λ −(λ + β) β

2λ −(2λ + β) β
. . . . . . . . .

⎞
⎟⎟⎟⎠ .

Since the two numbers λ and β are fixed, there must exist a positive integer
n0 > �β/λ�+1 such that when n > n0, we have λn > β, where �x� is the maximal
integer part of the real number x. Thus, by using the mean-drift condition, it is
easy to see that the birth-death process {N(t) : t ≥ 0} is irreducible, aperiodic
and positive recurrent.

Let
N = lim

t→+∞N (t) ,

θk = P {N = k} , k = 0, 1, 2, . . . ,

θ = (θ0, θ1, θ2, θ3, . . .) .

Then it is clear that θQ = 0, θe = 1, where e is a column vector with each
element one.

Theorem 1. In this data center network, the steady state number N of available
data centers operating normally follows a Poisson distribution with parameter
β/λ, that is

θk = exp
{

−β

λ

}
1
k!

(
β

λ

)k

, k = 0, 1, 2, . . . .

Proof. By solving the linear equations θQ = 0, θe = 1, we get

θk = exp
{

−β

λ

}
1
k!

(
β

λ

)k

, k = 0, 1, 2, . . . .
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Thus the steady state number N of available data centers operating normally
follows a Poisson distribution with parameter β/λ. This completes the proof. �

It is seen from Theorem 1 that the Poisson random variable N provides
useful information to understand the file d-replication policy. For example, the
probability that no file can be successfully duplicated to a data center is given
by P {N = 0} = exp {−β/λ}.

3.2 An Approximate Assessment for File Lifetime

In this subsection, we first correct the copying rate of the files to the data center
network by means of the steady state (Poisson) probability θk for k ≥ 0. Then
we establish a new finite-state birth-death process to provide an approximate
assessment for the file lifetime.

By using Theorem 1 and

θk = exp
{

−β

λ

}
1
k!

(
β

λ

)k

, k = 0, 1, 2, . . . ,

thus we can correct the copying rate of the files to the data centers as follows:

(a) If there is only one copy of a file in the data center network, then the file
has the copying rate to another data center, given by

μ1 = μ

∞∑
j=2

θj = μ

∞∑
j=2

exp
{

−β

λ

}
1
j!

(
β

λ

)j

.

That is, the copy time of this file follows an exponential distribution with
copying rate μ1.

(b) If there are k identical copies of a file (i.e., a file has been duplicated to k
different data centers) in the data center network for 2 ≤ k ≤ d − 1, then
the k identical files have the copying rate to another data center, given by

μk = kμ

∞∑
j=k+1

θj = kμ

∞∑
j=k+1

exp
{

−β

λ

}
1
j!

(
β

λ

)j

.

That is, the copy time of the k identical files to the other data center follows an
exponential distribution with copying rate μk.

In the data center network, we denote by M(t) the number of identical copies
of one file at time t, then {M(t) : t ≥ 0} is a birth-death process on a finite
state space E = {0, 1, 2, . . . , d − 1, d} whose state transition relation is depcited
in Fig. 2.

Let
η = inf {t ≥ 0 : M (t) = 0} ,

Then η is the lifetime of a file which stays in the data center network. Of course,
it is also the first lost time of the file which will possibly disappear in the data
center network.
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Fig. 2. State transition relation of a file replicated process

We write

S =

⎛
⎜⎜⎜⎜⎜⎝

−(λ + μ1) μ1

2λ −(2λ + μ2) μ2

. . . . . . . . .
(d − 1)λ − ((d − 1)λ + μd) μd

dλ −dλ

⎞
⎟⎟⎟⎟⎟⎠

, S0 =

⎛
⎜⎜⎜⎜⎜⎝

λ
0
...
0
0

⎞
⎟⎟⎟⎟⎟⎠

.

Also, we take the initial probability (γ̃, γ0), where γ̃ = (γ1, γ2, . . . , γd), γ0 ∈ [0, 1],
and γ̃e = 1 − γ0.

Theorem 2. In this data center network, the lifetime η of a file follows a
PH distribution of size d with an irreducibility representation (γ̃, S). Also, the
Markov process

(
S + S0γ̃

)
is irreducible. Further, the kth moment of the lifetime

η of the file is given by

E
[
ηk

]
= (−1)k

k!γ̃S−ke, k = 1, 2, 3, . . . .

Proof. It is easy to check that the infinitesimal generator of the birth-death
process {M(t) : t ≥ 0} on state space E = {0, 1, 2, . . . , d − 1, d} is given by

Q =
(

S S0

0 0

)
.

Obviously, the lifetime η of a file follows a PH distribution of size d with an
irreducibility representation (γ̃, S). Also, the Markov process

(
S + S0γ̃

)
is irre-

ducible. In addition, some simple computation can lead to the kth moment of
the lifetime η. This completes the proof. �

Note that the matrix S is the infinitesimal generator of a birth-death process,
thus we can give expression for the inverse of matrix S. To this end, we write

S−1 =

⎛
⎜⎜⎜⎜⎜⎝

s1,1 s1,2 · · · s1,d−1 s1,d

s2,1 s2,2 · · · s2,d−1 s2,d

...
...

...
...

sd−1,1 sd−1,2 · · · sd−1,d−1 sd−1,d

sd,1 sd,2 · · · sd,d−1 sd,d

⎞
⎟⎟⎟⎟⎟⎠

,

It is easy to check from SS−1 = I that the first column of S−1 is given by

sj,1 = − 1
λ

, 1 ≤ j ≤ d,
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and for 2 ≤ k ≤ d, the kth column of S−1 is given by

s1,k = −

k−1∏

j=1

μj

k!λk
, s2,k = −

(λ + μ1)
k−1∏

j=2

μj

k!λk
, s3,k = −

2!λ2 + (λ + μ1)
k−1∏

j=3

μj

k!λk
,

· · · , sk−1,k = −

[

(k − 2)!λk−2 + (k − 3)!λk−3μk−2 + · · · + λ
k−2∏

j=2

μj +
k−2∏

j=1

μj

]

μk−1

k!λk
,

and for k ≤ j ≤ d,

sj,k = −
(k − 1)!λk−1 + (k − 2)!λk−2μk−1 + · · · + λ

k−1∏
j=2

μj +
k−1∏
j=1

μj

k!λk
.

Thus we obtain

E [η] = −
d∑

j=1

d∑
i=1

γisi,j .

4 A Two-Dimensional Assessment of File Lifetime

In this section, we establish a two-dimensional Markov process by means of the
number of available data centers and the number of identical copies of one file.
Based on this, we propose a two-dimensional assessment method for the file
lifetime of the data center network.

In the data center network, as seen above, let N(t) and M(t) be the numbers
of available data centers and of identical copies of one file at time t, respec-
tively. Obviously, N(t) ∈ {0, 1, 2, . . .} and M(t) ∈ {0, 1, 2, . . . , d}. It is seen from
the exponential and Poisson assumptions that {N(t),M(t) : t ≥ 0} is a two-
dimensional Markov process, and further a QBD process, whose state transition
relation is depicted in Fig. 3.

It is seen from Fig. 3 that the state space of the QBD process {N(t),M(t) :
t ≥ 0} is expressed as

Θ = Δ ∪ Θ1 ∪ Θ2 ∪ Θ3 ∪ · · · = Δ ∪
( ∞⋃

k=1

Θk

)
,

where Δ = {(k, 0) : k = 0, 1, 2 . . .} is a set of all the absorption states, which are
written as an absorbing state Δ∗. Observing the columns in Fig. 3, we write

Level k ∈ {1, 2, 3, . . . , d − 1} : Θk = {(k, 1) , (k, 2) , . . . , (k, k)};
Level l ∈ {d, d + 1, d + 2, . . .} : Θl = {(l, 1) , (l, 2) , . . . , (l, d)} .
From these levels, the infinitesimal generator of the QBD process

{N(t),M(t) : t ≥ 0} on sub-state space
⋃∞

k=1 Θk is given by

T =

⎛
⎜⎜⎜⎝

A1,1 A1,2

A2,1 A2,2 A2,3

A3,2 A3,3 A3,4

. . . . . . . . .

⎞
⎟⎟⎟⎠
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Fig. 3. State transition relation of a QBD process

where ζj (k) = kλ + β + jμ, and

A1,1 = − (λ + β) , A1,2 = (β, 0) ;

for 2 ≤ k ≤ d,

Ak,k−1 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

(k − 1) λ
2λ (k − 2) λ

3λ (k − 3) λ
. . . . . .

(k − 1) λ λ
0 kλ

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

,

Ak,k =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

−ζ1 (k) μ
−ζ2 (k) 2μ

. . .
. . .

−ζk−1 (k) (k − 1) μ
−ζ0 (k)

⎞

⎟
⎟
⎟
⎟
⎟
⎠

, Ak,k+1 =

⎛

⎜
⎜
⎜
⎜
⎝

β
β

β
β

β 0

⎞

⎟
⎟
⎟
⎟
⎠

;

and for l ≥ d + 1,

Al,l−1 =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

(l − 1) λ
2λ (l − 2) λ

3λ (l − 3) λ
. . . . . .

(d − 1) λ (l − d + 1) λ
dλ (l − d) λ

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

,
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Al,l =

⎛
⎜⎜⎜⎜⎜⎝

−ζ1 (l) μ
−ζ2 (l) 2μ

. . . . . .
−ζd−1 (l) (d − 1) μ

−ζ0 (l)

⎞
⎟⎟⎟⎟⎟⎠

, Al,l+1 =

⎛
⎜⎜⎜⎜⎝

β
β

β
β

β 0

⎞
⎟⎟⎟⎟⎠

.

Further, the infinitesimal generator of the QBD process {N(t),M(t) : t ≥ 0} on
a modified state space Δ∗ ∪ (

⋃∞
k=1 Θk) is given by

Q =
(

T T 0

0 0

)
,

where
T 0 = −Te = (λ;λ, 0;λ, 0, 0;λ, 0, 0, 0;λ, 0, 0, 0, 0; . . .)T

,

and aT represents the transpose of the row vector a.
Let

χ = inf {t ≥ 0 : M (t) = 0, N (t) ∈ {0, 1, 2, . . .}} ,

Then the random variable χ is the first passage time that the QBD process
{N(t),M(t) : t ≥ 0} reaches the absorption state Δ∗ for the first time. That is,
the random variable χ is the lifetime of a file of staying in data center network.

To use the PH distribution, we take an initial probability vector α =
(αΔ∗ , α1, α2, α3, . . .), and αΔ∗ ∈ [0, 1]. For 1 ≤ k ≤ d,

αk = (αk,1, αk,2, · · · , αk,k−1, αk,k) ,

and for l ≥ d + 1,
αl = (αl,1, αl,2, · · · , αl,d−1, αl,d) .

Theorem 3. In this data center network, the first passage time χ is an infinite-
dimensional PH distribution with an irreducible representation (α̃, T ), where α̃ =
(α1, α2, α3, · · · ), α̃e = 1−αΔ∗ . Also, the Markov Process T +T 0α̃ is irreducible.
Further, the kth moment of the first passage time χ is given by

E
[
χk

]
= (−1)k

k!α̃T−ke, k = 1, 2, 3, . . . .

Proof. Corresponding to the modified state space Δ∗∪(
⋃∞

k=1 Θk), the infinites-
imal generator of the QBD process {N(t),M(t) : t ≥ 0} is given by Q. Thus it
is clear that the first passage time χ is an infinite-dimensional PH distribution
with an irreducible representation (α̃, T ). Also, the Markov Process T + T 0α̃ is
irreducible, and the kth moment of the first passage time χ is also obtained.
This completes the proof. �

It is necessary to show that the RG-factorizations by Li [8] can be applied to
effectively deal with the infinite-dimensional PH distribution. Now, we calculate
the mean E [χ]. To this end, we first need to derive the inverse matrix of the
matrix T by using the RG-factorizations.
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we define the U−measure as

U0 = A1,1,

and for k = 1, 2, 3, . . .,

Uk = Ak+1,k+1 + Ak+1,k(−Uk−1)−1Ak,k+1.

We respectively define the R− and G−measures as

Rk = Ak+1,k(−Uk−1)−1, k = 1, 2, 3, . . . ;

Gl = (−Ul)−1Al+1,l+2, l = 0, 1, 2, . . . .

By using Sect. 2.7 of Li and Cao [9], the RG-factorization of matrix T is given
by

T = (I − RL)UD (I − GU ) ,

where
UD = diag(U0,U1,U2, . . .),

RL =

⎛
⎜⎜⎜⎜⎜⎝

0
R1 0

R2 0
R3 0

. . . . . .

⎞
⎟⎟⎟⎟⎟⎠

, GU =

⎛
⎜⎜⎜⎜⎜⎜⎝

0 G0

0 G1

0 G2

0
. . .
. . .

⎞
⎟⎟⎟⎟⎟⎟⎠

.

By means of Appendix A.3 of Li and Cao [9], we have obtain

T−1 = (I − GL)−1 U−1
D (I − RL)−1

.

Let
X

(l)
k = RlRl−1 · · ·Rl−k+1, 1 ≤ k ≤ l,

Y
(l)
k = GlGl+1 · · ·Rl+k−1, 0 ≤ l ≤ k.

Then
U−1

D = diag(U−1
0 ,U−1

1 ,U−1
2 , . . .),

and

(I −GL)−1 =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

I Y
(0)
1 Y

(0)
2 Y

(0)
3 · · ·

I Y
(1)
1 Y

(1)
2 · · ·

I Y
(2)
1 · · ·
I · · ·

. . .

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

, (I −RL)−1 =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎝

I

X
(1)
1 I

X
(2)
2 X

(2)
1 I

X
(3)
3 X

(3)
2 X

(3)
1 I

...
...

...
...

. . .

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎠

.
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Fig. 4. The file lifetime depends on the key parameter d

Let

T−1 = (I − GL)−1 U−1
D (I − RL)−1 =

⎛
⎜⎜⎜⎝

T0,0 T0,1 T0,2 · · ·
T1,0 T11 T1,2 · · ·
T2,0 T2,1 T2,2 · · ·

...
...

...
. . .

⎞
⎟⎟⎟⎠ .

Then the mean of the first passage time χ is given by

E [χ] = −
∞∑

j=0

∞∑
i=0

αi+1Ti,je.

Finally, we use a simple example to illustrate how the file lifetime χ depends
on the maximum number of identical backups: d ∈ (2, 59). Let λ = 1 and β = 4.
As seen from Fig. 4, the mean E [χ] increases, as d increases. In addition, when
d increases to a certain value, the mean E [χ] will no longer change significantly.
Such a phenomenon will be very useful in design and optimization of the data
center network with file replication mechanism.
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Abstract. The electric spark source is widely used in the fields of shal-
low surface exploration and earthquake prediction because of its environ-
mental protection, rich spectrum and good consistency. However, most
electric spark source is short of real time recording and control system
for power parameters, so that its failure rate is quite high. This paper
introduces a real-time power parameter recording system of electric spark
source. It has the advantages of failure detection, fast fault location, and
network extension. It can realize the remote control and monitoring, and
has a strong popularization value.

Keywords: Electric spark source · Power parameter recording
Internet of things

1 Introduction

The electric spark source is a manual controlled seismic source with the advantage
of greens environmental protection, which is mainly used in the field of shallow
surface geophysical exploration, such as petroleum exploration and civil engineer-
ing exploration. In the past few years, the electric spark source has been gradually
replacing the explosive source which is extremely dangerous. It is need to ensure
the safety of transporting and storing the explosive source, and requires profes-
sional blasting personnel when it is used. The cost of supervision and operation is
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very high. In addition, the regional limits of explosives are relatively higher, and
the excitation effect is difficult to control, so that the parameters of each excitation
wave are slightly different, including the energy, time delay and the frequency of
seismic impulses. However, the electric spark source has the advantages of control-
lable excitation energy, good consistency of excitation, accurate delay time and
no geographical limitation. The electric spark source was first developed by the
western countries. In 1957, the Alps geophysics company developed the world’s
first electric spark source system [1]; In the early 60s, the United States began to
develop land and marine sparks. In 1966, Miller got the patent of the land elec-
tric spark source, and Wayna et al achieved the patent of marine electric spark
source. In 1973, Barbier reported a coded electrical spark source for marine explo-
ration. The domestic electric spark source started a little late. In 80s and 90s, the
Institute of Electrical Engineering, Chinese Academy of Sciences, and the Geo-
physical Exploration Department of Dagang Oilfield, China National Petroleum
Corporation, successfully developed the vehicle electric spark source for land oil
and gas exploration. In 2004, the first Institute of Oceanography of the National
Oceanic Administration successfully designed a kind of intelligent controlled com-
plex coherent electric spark source device [2].

In 2013, Dai et al. [3] introduced a focused electric spark source used as a non-
contact acoustic source to excite stress waves in solids. The source consists of an
electric spark source located at the near focus of an ellipsoidal reflector that focuses
the acoustic disturbance generated by the spark source to the far focal point. In
2016, Fan et al. [4] introduced a set of single channel electric spark source system,
which mainly includes two units of charging and discharging. By using the ORI-
GIN data analysis software, the variation trends of the plasma channel resistance
and the discharge power in the time domain are observed. At the same year, Fan
et al. [5] developed a kind of multi-channel electric spark source system, a num-
ber of single-channel electric spark sources are assembled in the construction site,
using the ARM processor and the host computer to control them assembly, solv-
ing the difficult problems that the traditional high energy electric spark source
system is difficult to carry out the exploration in mountainous areas; Liu et al. [6]
established a pressure sensor based blast wave pressure field measurement system
and a schlieren technique based blast wave propagation history measurement to
study the characteristics of electric spark induced blast wave. In 2017, Xu et al. [7]
presented a non-contact acoustic spark source for NDT applications. The acoustic
pressure wave generated by an electric spark is focused by an ellipsoidal reflector
from the inner focus of the reflector to the far focus. The focused spark source has
high pressure amplitude and broad bandwidth.

Over the past ten years, Geophysical instruments team of Yangtze University
developed the CD-2 portable electric spark source successfully, which is easy to
carry, stable and the seismic data obtained is quite good. At present, the electric
spark source manufacturers are all seeking the stable operation of the electric
spark source equipment. The closed loop control of the electric spark source has
not yet been reported.
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This paper proposed a solution based on power electronic technology and
the Internet of things, and realize an electric spark source product with closed-
loop remote control. Using frequency conversion technology, the high-voltage DC
energy from 220 V or 380 V AC power supply, has been stored in the high-voltage
capacitor group. The voltage value is controlled by the microcontroller through
a closed-loop system. When the voltage reaches a certain value or receives the
trigger signal from the seismograph, the high-voltage spark switch is turned on,
and the electric energy stored in the capacitor is instantaneously discharged in
the medium through the cable and the discharge electrode, and produces shock
waves. The remote terminal is connected with the underlying system through
WiFi system, the data stored in SD card is transmitted to the remote monitoring
terminal through the transmission module, and the real-time data display can be
realized. The state data of the electric spark source are recorded in real time and
uploaded to the cloud, so the engineer can analyze the state of the electric spark
source remotely, and make a judgment of possible failure, and decide whether to
maintain the equipment. It can further improve the stability and safe operation
of the electric spark source equipment, and realize the remote monitoring and
control of the electric spark source.

2 Requirement Analysis

2.1 The Basic Principle of the Electric Spark Source

The electric spark source is a seismic wave launcher that uses a discharge elec-
trode to discharge in a liquid and converts the electric energy stored in a high
voltage capacitor into a seismic wave. The schematic diagram of the basic prin-
ciple of the electric spark source is as shown in Fig. 1.

Fig. 1. The schematic diagram of the basic principle of the electric spark source

Us is the source charging system, when switch S1 is closed, and the switch
S2 is disconnected, the charging system begin to recharge the capacitor C. After
completing recharge, the switch S1 is disconnected and the switch S2 is closed.
The capacitance C discharges instantaneously through the discharge electrode
to ionize and vaporize the water around the electrode, and the electrical energy
is converted into seismic wave energy, accompanied by heat energy and light
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energy. The CD-2 electric spark source using frequency-inverting and voltage-
inverting working mode. By changing the frequency of the inverter to control the
output voltage, and then changing the voltage value across the capacitor at both
ends, the process of recharge is realized. After completing recharge, the charging
switch is cut off, the discharge switch is closed, the power energy is discharge
through the transmitter with two electrodes immersed in water, and the energy
conversion process is completed.

2.2 Demand Analysis of Real Time Recording of Electric Spark
Source Power Parameters

The CD-2 electric spark source adopt frequency-inverting and voltage- inverting
working mode to realize the recharging process, and the charge time is about
30 s. The first parameter to be considered in this design is the change of the
charge current in the charging process by monitoring the change of the charge
current in real time to determine whether the charging process is normal. Once
an exception occurs, such as a sudden increasing of charging current, the fuse in
the protection circuit will be broken down, the whole system will stop working
so as to avoid excessive current burning other modules. During the process of
charging the capacitor, the voltage between the two electrodes of the capacitor
increases continuously. To prevent overcharging of the capacitor, the voltage
should be monitoring. At the same time, the output voltage frequency of the
inverter is increasing. In order to dynamically observe the frequency change of
the inverter, we need to monitor the working frequency of the converter in real
time. All the data can be saved to the local SD card, and it can be transferred
to the remote monitoring terminal through the WiFi.

3 System Design

Block diagram of real time recording system for electric spark source parameters
is as shown in Fig. 2. The system is composed of voltage/current acquisition
module, SD card storage module, inverter working frequency measuring module,
energy storage voltage measuring module, WiFi transmission module and remote
monitoring terminal. The STM32F407 is the main controller. Since the measured
parameters are heavy current and high voltage, in order to ensure the system
safety and steady, the industrial measurement module is used [8]. The data of the
electric spark source is exchanged with MCU through serial port. The frequency
is measured directly through frequency output port reserved on the inverter. The
electric spark source output is voltage, which has a linear relationship with the
frequency, through A/D converter and related mathematical operations [9], the
values of frequency is obtained. The energy storage voltage measuring module is
used to measure the voltage between the two electrodes of the capacitor. Due to
the limited data storage of MCU, the measured current, voltage and frequency
are stored in the SD card, and all data are transmitted to the remote monitoring
terminal through WiFi.
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Fig. 2. Block diagram of real time recording system for electric spark source parameters

4 Module Function

4.1 Energy Storage Voltage Measuring Module

The energy storage voltage is the voltage up to 10000 V between the two elec-
trodes of the high energy capacitor. The function of this module is to measure the
charge voltage and upload it to the MCU (STM32F407) in real time. The OWON
series is used to measure the high voltage, through the resistance divider, the
measuring voltage range is between 0–10 V. Considering the safety of measure-
ment, adopt Bluetooth to effectively isolate the high-voltage measuring module
and MCU (STM32F407), so as to ensure the safety of high-voltage measurement
and data communication.

4.2 Voltage/Current Acquisition Module

In general, the input voltage of the electric spark source is 50 Hz/220 V, it is
usually derived from the DC generator or battery-inverter. Its input current is
2–3 A, an industrial voltage/current measuring module is used to monitoring of
the output parameters of power. The module is equipped with a serial port, which
can be directly connected with MCU. After the hardware connection completed,
the MCU sends the command directly, and then the corresponding data can be
obtained. There are 6 kinds of module command, so that 6 parameters can be
obtained. This design only needs to obtain the voltage and current data.
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4.3 Charging Frequency Measuring Module

The frequency signal is provided by the inverter, the control circuit terminal
provides a frequency output interface, it output an analog voltage that has a
linear relationship with the frequency, the corresponding frequency values can be
obtained by AD acquisition and related mathematical operations. Using stm32
MCU internal AD module [10], 12 bit resolution, reference voltage Vref = 3.3 V
for AD acquisition. The amplitude of the inverter output voltage is adjustable (0–
10 V), default gain is 100%, the corresponding frequency is 0–400 Hz. According
to the reference voltage of the AD module, the gain is set to 33%, then the
output voltage is 0–3.3 V, so that the AD module can collect frequency range in
0–400 Hz. The relationship between frequency and output voltage is as following,

f = 132 ∗ v (1)

The impedance of the inverter output terminal is 100 K, the maximum exter-
nal input impedance of the AD module is 50 K, In order to accurately detect the
analog voltage, a voltage follower between the inverter and the AD module. In
addition, the voltage follower also plays an impedance matching function, at the
same time, the anti-interference ability of the whole system is also increased.

4.4 Data Storage and Transmission Module

Data storage medium is SD card, its working voltage is 2.7−3.6 v, SPI or SD
working mode [11], the host can choose any mode to communicate with the SD
card. SD mode allows 4 lines of high speed data transmission, SPI mode is slower
than the SD mode [12]. The Stm32f407 MCU has the SPI and the SD interface,
which can be used in both modes, this design uses the faster SD mode. The
transmission module is responsible to transfer the acquired data to the remote
monitoring terminal, so that the terminal can display the data in real time, the
remote terminals connect with the underlying system through WiFi, realizing
the function of data transmission.

5 Test and Adjusting

In order to avoid interference, the whole system is mounted on a metal shield
and connected to the existing electric spark source system. The terminal display
interface is as shown in Fig. 3.

The left curve indicates the power supply voltage of the electric spark source,
the single charge current, the single charge frequency and the change trend of the
single charge voltage respectively. In this test, the electric spark source works
with 220 V voltage, the charging current reaches about 2 A, the inverter fre-
quency changes in 0–300 Hz, and the charge voltage reaches 5000 v. The above
parameter change trend reflects the condition of the normal working of the elec-
tric spark source. When the electric spark source appears abnormal, such as out
of phase, the charge voltage will increase quickly. It is reflected on the terminal
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Fig. 3. The terminal display interface

that the slope of the charging voltage curve will be very high, so as to realize
the function of fast locating the fault. On the right side, there are the control
buttons and the related state of the charge and discharge of the electric spark
source. Control buttons include charging, discharging, and pause. The display
state include the connection state of the electric spark source and the remote
control terminal, the current state of the electric spark source(charging, pause,
and the end of discharging), and the real time display of charge voltage.

6 Conclusion

An electric spark source power parameter recording system based on the internet
of things is designed for the electric spark source, the real-time monitoring and
recording of charging and discharging process of the electric spark source can be
carried out. There are 3 innovation points as following.

1. The electric spark source power voltage value is controlled by the microcon-
troller through a closed-loop system, the charging and discharging process
can be precisely controlled.
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2. With the idea of internet of things, the traditional electric spark source equip-
ment has the function of interconnecting, and can communicate with the
intelligent terminal through the WiFi, the data can be monitored through
remote system.

3. The real-time monitoring and recording of the working state of the electric
spark source is beneficial to the fault diagnosis of the system and the rapid
positioning of the fault. Therefore, the system has great application and pro-
motion value.
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Abstract. In recent years, the rapid development of mobile Internet,
the arrival of 3G, 4G era, the decline in the cost of production of smart
mobile terminals, smart phones in people learning, work and life in the
penetration rate is higher and higher. But some of the free open source
platform features not only give developers a broader space for develop-
ment, but also to the user to add a lot of security risks, especially the
risk of APP to tamper-based. Based on the research of APP tampering
detection and retrospective research, this paper elaborates its research
background and significance, and introduces the present situation of
mainstream protection technology. Then, it introduces the reliable iden-
tification of APP tampering, tampering with APP’s retrospective and
tampering with APP risk surface Evaluation, probe SDK self-protection
technology program design, and the program to test the environment
deployment, display functional effects.e sheet.

Keywords: APP tamper detection
Tampering with the retrospective of APP
APP tamper with the reliable knowledge
Tampering with APP’s risk assessment

1 Introduction

In recent years, due to the rapid development of mobile Internet, some free open
source platform features not only give developers a broader development space,
but also add a lot of security risks and application compatibility, user experience,
network delay, plug-in security issues And other issues for user.

According to the monitoring of the National Internet Emergency Center, the
main risks of mobile applications include: source code decompilation, server-side
control, data storage, inadequate protection of the transport layer, data leakage,
client injection, and non-trusted input security decisions; The mobile Internet
malware samples number by National Internet Emergency Center capture and
obtaining through vendor exchange was 2053, 501 in 2016.

Therefore, how to improve the APP in the tamper identification, tamper
with the retrospective of APP, tamper with the APP’s risk assessment and other
aspects of technical improvement is even more urgent.
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1.1 Research Significance

In this paper, through the study of APP tamper detection and retrospective
program, we can provide security construction ideas for all mobile application
security vendors and APP developers, sort out and abandon the disadvantages
of existing mobile APP security reinforcement, at the same time, according to
the actual business needs of mobile APP industry using the latest development
standards and popular technology research, the introduction of probe SDK and
APP tamper detection and traceability system, the maximum extent to solve
the problem of APP protection process for the entire mobile application security
industry Innovation and establish a benchmark, so as to promote the develop-
ment of APP security technology differentiation.

1.2 Research Status

The current marketplace existing APP tamper detection and retraining pro-
grams are proposed by the mobile application security vendors, which are spe-
cialized in the reinforcement of the main products manufacturers: love encryp-
tion, Na Jia, Bang Bang as the representative, the following manufacturers of
tampering detection and retrospective technology for easy analysis.

(1) APP tamper detection status
In the reinforcement of the manufacturers to strengthen the security at the
same time, will be written in the APP to strengthen the protection of the
core library files used to identify malicious attacks tampering logic, so as to
maximize the reinforcement strength.
However, the protection logic of the various manufacturers can be malicious
attackers through technical means to remove, and online a large number
of tools and tutorials against APP reverse, resulting in the overall security
reinforcement protection failure.

(2) APP tampering with the status
In the entire mobile application life cycle, generally divided into “before,
after, after” three stages, and APP tampering is often classified as “after”
stage, at present, the mobile security vendors or take the more traditional
reptile technology on domestic and foreign mainstream application market
and developer forum, paste it to crawl mobile APP information, and then
the original package, tampering package comparison, and thus locate the
tampering application.
However, for the reptile technology corresponding to the anti-reptile protec-
tion means has been the company’s business sector attention, The mobile
application market in order to maintain the core competitiveness will intro-
duce the corresponding protective measures, resulting in reptile techniques
used to trace the possibility of failure of APP. And the existing retrospective
program only stay in the APP was tampered with, can not be prevented in
advance.
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2 Program Formulation

2.1 Overall Technical Framework

The overall APP tamper detection and traceback scheme is implemented through
the front-end SDK and the back-end server linkage, where the tamper recogni-
tion and traceability module is integrated into the mobile client via the SDK,
tampering data collected through the encrypted channel to the back-end server
for data analysis and risk assessment.

2.2 Reliable Identification of APP Tampering

After the common behavior analysis of the attacker, the attacker on the purpose
of tampering with APP mainly for:

(1) Modify the APP code
The code in the key to modify the code, the code used to restrict the use of
APP code to delete or modify.

(2) Add other code
In a normal APP to allow the attacker to benefit from the advertising SDK,
data acquisition SDK and so on.

(3) Modify/add APP network access
Dumping its data to an attacker server.

The means by which an attacker could steal an APP would include:

(1) For APK
(a) Decompile the APK using the APKTOOL tool
(b) Tampering with the resources, configuration files, and code that are

decompiled
(c) Use the class APKTOOL tool to compile the tampered file
(d) Re-ssign APK
(e) Get a tamper with APP

(2) For Classes.dex
(a) Unzip the Classes.dex file from APK
(b) Use Baksmali.JAR to decompile the Classes.dex file
(c) Modify the anti-compiled get. Smi file
(d) Use Smali.JAR to recompile into the Classes.dex file
(e) Compile the compiled Classes.dex into APK
(f) Re-sign APK
(g) Get a tamper with APP

Based on the above analysis, the attacker on the APP to complete the tamper
with the reinstallable after the implementation of the APP must be compiled
and re-signed two processes, so the Eclipse tampering reliable identification tech-
nology can be based on the recognition of these two technical points to complete.
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2.3 Tampering with the Retrospective of APP

Tampering with APP’s retrospective means that when the APP was tampered,
through the technical means to tamper with the APP running terminal envi-
ronment, the problem vector APP information, time, geographical location and
other data, through the intelligent analysis of the data obtained, the depth of
mining and then reverse the use of tampering APP technical means, combined
with large data platform in the historical data on the tampering risk factor
calculation.

(1) Probe technology
Probe technology that mobile tampering event monitoring and data collec-
tion technology collectively, the development of a mobile APP probe SDK,
the SDK can be achieved from the integrity of the verification and signa-
ture verification to monitor whether the two aspects of the occurrence of
tampering, If the occurrence of tampering on the terminal environment, the
occurrence of tampering APP anomaly analysis and other data acquisition
and collection, and then get the data encryption sent to the server by the
server for data analysis and mining retroperformed APP events.

(2) Big data analysis technology
For unknown APP tampering attacks can be monitored by the probe, but
it is necessary to establish a large data platform, the probe to monitor the
data to share, data mining, data modeling and other technical means can
be more accurate trace back to the source of the incident and other more
specific information.

2.4 Tampering with APP Risk Assessment

(1) The core business code is tampered
(a) Authority tampering

Through the code of the core business code to tamper with, in the function
of counterfeiting false return value and parameter values to fraud in the
implementation of the business code snippet, through the behavior of free
experience of paid features, low-level user experience advanced users and
other functions.

(b) Data fraud
APP’s core business module usually produces core business data that
associates more core business functions (Eg, location, account informa-
tion, cell phone information, etc.), to tamper with the APP to forgive the
data to deceive the server or subsequent business functions.

(2) Code carrying the virus
(a) Privacy snooping and stealing

APP is injected into the malicious code is usually a secret collection code,
parasitic in an APP, through the APP is installed to the phone to collect
mobile phone users’ privacy information and snooping.
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(b) Malicious promotion
Parasitic to the APP in the malicious code will be malicious to promote
pop-up ads, download extra APP and install to lead to cell phone carton,
traffic waste, poor use and other issues.

(3) Risk data assessment
Tampering with APP’s risk assessment is subsequent risk factor rating car-
ried by Tampering with the APP event, this requirement is based on the
information in the retrospective solution of the APP to obtain the detailed
information of the event of tampering with the APP risk, and then the sec-
ondary data mining and the data combination of the data acquired by the
large data platform, thus converting the risk coefficient level.

2.5 Probe SDK Self-protection

The probe SDK is used as a third-party APP to use tamper event monitoring and
data acquisition plug-ins because third-party APP is unknown, and it is impor-
tant to ensure that all aspects of the SDK are stable and functioning properly.
The complex mobile APP domain SDKs face the risk points that include the
following:

(a) SDK is spread and exploited maliciously
SDK as a third party APP used by the plug-in, if not with the application
of binding verification, then there will be malicious spread and malicious use
of the risk.

b) Core code leaked
SDK positioning in a mobile end APP common and core business module,
to achieve the core business module code is very important, if the code is
not reinforced or confused then the core code will be exposed risk.

(1) SDK and APP validation technology
Mobile APP as a file that the existence of MD5 value of the file, in the
formal translation of the APP in the case of not being tampered with its
MD5 will not be replaced, So the probe SDK and APP verification technol-
ogy includes the specified APP file MD5 check; And each formal APP has
its own signature file, by binding in the probe SDK target APP signature
information in the normal operation of the SDK to verify the caller APP
signature information, verify the success of the normal use.

(2) Code Enclosure Technology
Mobile APP Android SDK code files include JAR files, SO files, which inter-
act with the APK interface is the most important JAR file. JAR file is writ-
ten in JAVA code compiled by other JAVA / Android program reference file,
the file if not protected by the jd-gui tool to view the code and decompile
and so on.
JAR code shell technology is to JAR as the goal, the JAR core code frag-
ments in the extraction, reinforcement, dump, to be run when the program
self-decryption.
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(3) Code confusing technology
Mobile APP Android SDK business core functions commonly used C/C++
prepared to the SO file format provided to the JAR call, mobile APP iOS
SDK code using C/C++/OC code to write, this type of language is high
threshold of attack, but because it is the preparation of the core business
module, so there are targeted attacks attack the object, So the code to
move the APP need to be code-obfuscated, through the code confused to
achieve the program code basic block division, the program code control flow
introduction, the program code jump instruction introduction, program code
control flow flat, program code string encryption, Equivalent conversion,
program export function confusion to protect the SDK code security.

3 Experimental Research

3.1 Research and Development

In order to verify the feasibility of the program, based on C/C++ developed
a “APP tamper detection and traceability system”, the platform contains the
probe SDK (support Andrews and iOS platform), in the APP tamper detection
and traceability based on the platform after the integration of the corresponding
SDK can be effective tamper detection and traceability (Tables 1, 2, 3, 4).

3.2 Program Deployment

Environmental Preparation.

(1) Server-side hardware preparation

Table 1. Server hardware resource preparation

Usage Platform Processor Memory Disk

Control center VMware 4 Core 2G 300 G

Database VMware 8 Core 16G 500 G

(2) Server-side software preparation

Table 2. Server-side software preparation

Usage Operating system Required application

Control center CentOS 7.1 APP tampering detection and routing system

Database CentOS 7.1 Microsoft SQL 2008 R2
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(3) Test APP preparation
(4) Test model preparation
(5) Tampering tool preparation

Table 3. Test APP list

Name Required application

Testing DEMO Android and Apple APP

Probe APP APP tampering detection and routing

Table 4. Test machine list

Name Required application

Testing DEMO Android APP

Install the Configuration. Note: The following provides only the key step
information, the other is not listed in the installation and configuration infor-
mation are subject to default (Fig. 1 and Table 5).

(1) Database server
– Using Microsoft SQL Server 2008 R2 installation media, select “New

installation or add functionality to existing installation”
– Select all features
– Set the sa password
– Verify that the installation results are successful
– After installation, use the sa account to log in to the management control

center, create a new TEST instance for the APP tamper detection and
trace system configuration and information storage

(2) Control center
(a) Fixed Control Center server IP address (S.S.S.S) and computer name
(b) Double-click “APP Tamper Detection and Traceability System” to install

Table 5. Tamper tools list

Name Usage

GdbServer Testing Tool

IDA Static decompiling Software

Zjdorid Dynamic reverse analysis models based on Xposed framework

Substrate HOOK tool

Interface hijacking tool Testing interface hijacking
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Fig. 1. APP tamper detection and traceability control center

Fig. 2. Probe SDK download

(c) During the installation process, configure the database address and
instance name, SA password for database link

(d) After installation, open IE visit: http://.S.S.S//users/exit.do, enter the
user name and password, you can access the platform (as shown in Fig. 6)

(3) Probe SDK integration
(a) Download the probe SDK via the platform (as shown in Fig. 2)
(b) Complete the APP integration according to the SDK integration manual
(c) After the integration of the normal signature can be installed to test the

phone

3.3 Show Results

(1) Reliable identification of APP tampering
After testing the APP into the probe SDK, the overall APP is operational at
the time of integrity, signature verification, any tampering on the protection
of APP, in the APP run-time will be effectively detected, after the protection
of APP after tampering directly flashed.

(2) Tampering with the retrospective of APP
Test DEMO APP to test all data back to the control center via the probe
SDK by simulating tamper attacks on the test model. Test DEMO by 55
tamper attacks (as shown in Fig. 3), click on the specific “SUBSTRATE
plug-in perception” (as shown in Fig. 4) view details.



326 W. Jiang

Fig. 3. Tampering with APP retrospective data display

Fig. 4. Overview of tamper attack behavior

Fig. 5. Tampering with APP terminal environment information
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Fig. 6. Tampering with APP device information

Fig. 7. Tampering with APP geography

Fig. 8. Tampering with APP network/SIM information
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You can see the detailed tampering of the APP runtime terminal environ-
ment (shown in Fig. 5), the device information (shown in Fig. 6), the geo-
graphic location (shown in Fig. 7), the SIM / network (shown in Fig. 8), etc.
Effectively retraining APP on the tampering.

(3) Tampering with APP’s risk assessment
By assessing the risk of tampering with APP, the risk of tampering with
APP can be rated as “safe application”,“low risk application”, “high risk
application”,“malicious application”.

(4) Probe SDK self-protection Test APP can be run normally by testing the
probe SDK and testing APP; and when using other APP into the probe
SDK for integration, the APP runtime can not function properly with the
Probe SDK function. For the probe SDK itself, due to the shell and confuse
protection, can effectively prevent the core industry logic is reverse view (as
shown in Fig. 9)

Fig. 9. SDK post-protection tool reverse effect

4 Conclusion

In this paper, through the background of APP tampering detection and retro-
spective program, the related basic theory, the core technology manufacturers
and other angles to elaborate its technology to discuss the shortcomings of the
existing technical solutions, finally, the research of APP tamper detection and
retrospective system is studied, and the design of the whole research scheme is
expounded in detail. The architecture and the simple test are carried out to ver-
ify the feasibility of APP tamper detection and traceability, and to abandon the
existing mobile manufacturers APP tampering detection and retroactive protec-
tion of the shortcomings, So as to solve the APP developers existing APP was
tampered with and can not trace the practical problems, but also for domestic
mobile security vendors should provide a new way to protect and promote the
healthy development of the industry as a whole.
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Abstract. Drug abuse continues to accelerate toward becoming the
most severe public health problem in the United States. The ability to
detect drug abuse risk behavior at a population scale, such as among
the population of Twitter users, can help us to monitor the trend of
drug-abuse incidents. Unfortunately, traditional methods do not effec-
tively detect drug abuse risk behavior, given tweets. This is because: (1)
Tweets usually are noisy and sparse; and (2) The availability of labeled
data is limited. To address these challenging problems, we proposed a
deep self-taught learning system to detect and monitor drug abuse risk
behaviors in the Twitter sphere, by leveraging a large amount of unla-
beled data. Our models automatically augment annotated data: (i) To
improve the classification performance, and (ii) To capture the evolving
picture of drug abuse on online social media. Our extensive experiment
has been conducted on 3 million drug abuse-related tweets with geo-
location information. Results show that our approach is highly effective
in detecting drug abuse risk behaviors.

Keywords: Deep learning · Self-taught learning · Drug abuse · Tweets

1 Introduction

Abuse of prescription drugs and of illicit drugs has been declared a “national
emergency” [12,17]. This crisis includes the misuse and abuse of cannabinoids,
opioids, tranquilizers, stimulants, inhalants, and other types of psychoactive
drugs, which statistical analysis documents as a rising trend in the United
States. The most recent reports from the National Survey on Drug Use and
Health (NSDUH) [27] estimate that 10.6% of the total population of people
ages 12 years and older (i.e., about 28.6 million people) misuse illicit drugs in
2016, which represents an increase of 0.5% since 2015 [26]. According to the
Centers for Disease Control and Prevention (CDC), opioid drugs were involved
in 42,249 known deaths in 2016 nationwide [10]. In addition, the number of
heroin-involved deaths has been increasing sharply for 5 years, and surpassed
the number of firearm homicides in 2015 [22].
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In April 2017, the Department of Health and Human Services announced
their “Opioid Strategy” to battle the country’s drug abuse crisis [12,17]. In
the Opioid Strategy, one of the major aims is to strengthen public health data
collection, in order to inform a real-time public health response, and to improve
the timeliness, as the epidemic evolves. Given its 100 million daily active users
and 500 million daily tweets [11], Twitter has been used as a sufficient and
reliable data source for many detection tasks, including epidemiology [30] and
public health [1,4,5,15,21,28], at the population scale, in a real-time manner.
Motivated by these facts and the urgent needs, our goal in this paper is to
develop a large-scale computational system to detect drug abuse risk behaviors
via Twitter sphere.

Several studies [5–7,18,28,29] have explored the detecting of prescription
drug abuse on Twitter. However, the current state-of-the-art approaches and sys-
tems are limited in terms of scales and accuracy. They applied strictly keyword-
based approaches to collect tweets explicitly mentioning specific drug names,
such as Adderall, oxycodone, quetiapine, metformin, cocaine, marijuana, weed,
meth, tranquilizer, etc. [5,7,28,29]. That may not reflect the actual distribution
of drug abuse risk behaviors on online social media, since: (1) The expressions of
drug abuse are often vague, in comparison to common topics, i.e., a lot of slang
is used; and (2) Strictly keyword-based approaches are susceptible to lexical
ambiguity in natural language [21]. In addition, the drug abuse-related Twit-
ter data usually is very imbalanced, i.e., dominated by non-drug abuse tweets,
such as reports, advertisements, etc. The limited availability of annotated drug
abuse-related tweets makes it even more challenging to distinguish drug abuse
risk behaviors from drug-related advertisements, social discussions, reports, and
news. However, existing approaches [5–7,18,28,29] have not been designed to
address these challenging issues for drug abuse detection on online social media.

Contributions: To address these challenges, our main contributions are to
propose: (1) A large-scale drug abuse-related tweets collection mechanism based
on supervised machine learning and data crowd-sourcing techniques; and (2) A
deep self-taught learning algorithm for drug abuse-related tweet detection.

We first collect tweets by filtering tweets through a filter, in which a variety
of drug names, colloquialisms and slang terms, and abuse-indicating terms (e.g.,
overdose, addiction, high, abuse, and even death) are combined together. We
manually annotate a small number of tweets as seed tweets, which are used to
train machine learning classifiers. Then, the classifiers are applied on unlabeled
data to produce machine-labeled tweets. The machine-labeled tweets are verified
again by humans on Mechanical Turk, i.e., a crowd-sourcing platform, with good
accuracy but at a much lower cost. The new labeled tweets and the seed tweets
are combined to form a sufficient and reliable labeled data set for drug abuse risk
behavior detection, by applying deep learning models, i.e., convolution neural
networks (CNN) [16], long-short term memory (LSTM) models [14], etc.
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However, there is still a large amount of unlabeled data, which can be lever-
aged to significantly improve our models in terms of classification accuracy.
Therefore, we further propose a self-taught learning algorithm, in which the
training data of our deep learning models will be recursively augmented with a
set of new machine-labeled tweets. These new machine-labeled tweets are gen-
erated by applying the previously trained deep learning models on a random
sample of a huge number of unlabeled tweets, i.e., the 3 million tweets, in our
dataset. Note that the set of new machine-labeled tweets possibly has a differ-
ent distribution from the original training and testing datasets. An extensive
experiment conducted on 3 million drug-abuse related tweets with geolocation
information shown that our approach is highly effective in detecting drug abuse
risk behaviors.

2 Background and Related Work

On the one hand, the traditional studies, such as NSDUH [23], CDC [10], Moni-
toring the Future [20], the Drug Abuse Warning Network (DAWN) [31], and the
MedWatch program [33], are trustworthy sources for getting the general picture
of the drug abuse epidemic. On the other hand, many studies that are based
on modern online social media, such as Twitter, have shown promising results
in drug abuse detection and related topics [1,4–7,15,18,21,28,29]. Butler et al.
[18] measured online endorsement of prescription opioid abuse by developing an
integrative metric through the lens of Internet communities. Hanson et al. [7]
conducted a quantitative analysis on 213,633 tweets discussing “Adderall”, a
prescription stimulant commonly abused among college students. Hanson et al.
[6,7] focused on how possible drug-abusers interact with and influence others in
online social circles. Furthermore, Shutler et al. [29] performed a qualitative anal-
ysis of prescription opioid related tweets and found that indication of positive
abuse was common.

Our previous work [24] showed the potential of applying machine learning
models in drug abuse monitoring system to detect drug abuse-related tweets.
Several other works also utilized machine learning methods in detecting and ana-
lyzing drug related posts on Twitter. For instance, Sarker et al. [28] proposed
a supervised classification model, in which different features such as n-grams,
abuse-indicating terms, slang terms, synonyms, etc., are extracted from manu-
ally annotated tweets. Then, these features are used to train traditional machine
learning models to classify drug abuse tweets and non-abuse tweets. Chary
et al. [5] discussed how to use AI models to extract content useful for purposes
of toxicovigilance from social media, such as Facebook, Twitter, and Google+.
Recently, Coloma et al. [8] illustrated the potential of social media in drug safety
surveillance. Furthermore, Twitter and social media have been shown to be reli-
able sources in analyzing drug abuse and public health-related topics, such as
cigarette smoking [1,21], alcohol use [15], and even cardiac arrest [4].
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Although existing studies have shown promising approaches toward detecting
drug abuse-related risk behavior and information in Twitter, their performance,
in terms of accuracy and scales, is still limited. In this paper, we propose a deep
self-taught learning system to leverage a huge number of unlabeled tweets. Self-
taught learning [25] is a method that integrates concepts of semi-supervised and
multi-task learning, in which the model can exploit examples that are unlabeled
and possibly come from a distribution different from the target distribution. It
has already been shown that deep neural networks can take advantage of unsu-
pervised learning and unlabeled examples [2,34]. Different from other approaches
mainly designed for image processing and object detection [3,9,13,35], our deep
self-learning model shows the ability to detect drug abuse risk behavior given
noisy and sparse Twitter data with a limited availability of annotated tweets.

3 Deep Self-Taught Learning System for Drug Abuse
Risk Behavior Detection

In this section, we present the definition of the drug abuse risk behavior detection
problem, our system for collecting tweets, labeling tweets, and our deep self-
taught learning approach (Fig. 1).

Problem Definition: We use the term “drug abuse risk behaviors” in the wider
sense, including misuse and use of Schedule 1 drugs that are illegal; and misuse of
Schedule 2 drugs, e.g., Oxycodone, which includes the use thereof for non-medical
purposes, and the symptoms and side-effects of misuse. Our task is to develop
classification models that can classify a given unlabeled tweet into one of the
two classes: a drug abuse risk behavior tweet (positive), or a non-risk behavior
tweet (negative). The main criteria for classifying a tweet as drug-abuse related
can be condensed into: “The existence of abusive activities or endorsements of
drugs.” Meanwhile, news, reports, and opinions about drug abuse are the signals
of tweets that are not drug abuse-related.

3.1 Collecting and Labeling Tweets

In our crawling system, raw tweets are collected through Twitter APIs. For the
collection of focused Twitter data, we use a list of the names of illegal and
prescription drug [32] of drugs that have been commonly abused over time,
e.g., barbiturates, OxyContin, Ritalin, cocaine, LSD, opiates, heroin, codeine,
fentanyl, etc. However, the data is very noisy, since: (1) There was no indication
of how to distinguish between drug abuse and legitimate use (of prescription
drugs) in collected Tweets, and (2) A lot of slang terms are used in expressing
drug abuse-related risk behavior. To address this problem, we added slang terms
for drugs and abuse-indicating terms, e.g., “high,” “stoned,” “blunt,” “addicted,”
etc., into our keyword search library. These slang terms are clearly expressing
that the tweets in question were about drug abuse. As a result, most of the
collected data is drug abuse-related.
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Fig. 1. Drug Abuse Detection System. There are 4 steps as follows: (1) Tweets will be
collected through Twitter APIs. (2) Reprocessed tweets will be labeled by humans, AI
techniques, and crowd-sourcing techniques. (3) Labeled tweets will be used to augment
the training data of our AI models and data analysis tasks to identify drug abuse-
related tweets, through a boosting algorithm. And (4) Trained systems will be used in
different drug abuse monitoring services and interactive user interfaces.

To obtain trustworthy annotated data, there are two integrative steps in
labeling tweets. In the first step, 1,794 tweets randomly chosen from collected
tweets were manually classified into drug abuse tweets and non-abuse tweets by
two professors and three students who have experience in drug abuse behavior
study. Several instances of drug abuse tweets and non-abuse tweets are illus-
trated in Table 1. These labeled tweets are considered seed tweets, which then
are used to train traditional binary classifiers, e.g., SVM, Naive Bayes, etc., to
predict whether a tweet is a drug abuse-related tweet or not. The trained clas-
sifiers are applied on unlabeled tweets to predict their labels, which are called
machine labels. In the second step, 5,000 positive machine-labeled tweets with
high classification confidence are verified again on Mechanical Turk, which is
a well-known crowd-sourcing platform, to improve the trustworthiness and to
avoid bias in the annotated data. Our integrative labeling approach results in
a reliable and well-balanced annotated data set, with 6,794 labeled tweets. In
total, we have collected 3 million drug abuse-related tweets with geo-location,
among which 6,794 tweets are labeled.

Tweet Vectorization: Raw tweets need to be first pre-processed, then repre-
sented as a vector, before they can be used in training machine learning models.
In this study, we choose a commonly used pre-processing pipeline, followed by
three different vectorization methods. The pre-processing pipeline consists of
following steps:

– The tweets are tokenized and lower-cased. The special entities, i.e., including
Emoji, URL, mentions, and hashtags, are removed or replaced with special
wordings. The non-word characters, i.e., including HTML symbols, punctu-
ation marks, and foreign characters, are removed. Words with 3 or more
repeating characters are reduced to at most 3 successive characters.
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– Stop-words are removed according to a custom stop-word list. Stemming is
applied using the standard Porter Stemmer.

After the preprocessing steps, common vectorization methods are used to
extract features from tweets, including: (1) Term frequency, denoted tf , (2)
Tf -idf , and (3) Word2vec [19]. Word2vec is an advanced and effective word
embedding method that converts each word to a dense vector of fixed length.
We considered two different word2vec models: (i) Custom word2vec which is
developed based on our 3 million drug abuse-related tweets, and the model con-
tains 300-dimensional vectors for 1,130,962 words and phrases; and (ii) Google
word2vec, which is a well-known pre-trained word2vec vectors built from part
of Google News dataset with about 100 billion words, and the model contains
300-dimensional vectors for 3 million words and phrases.

3.2 Deep Self-Taught Learning Approach

By applying both traditional and advanced machine learning models, such as
SVM, Naive Bayes, CNN, and LSTM, on the small and static annotated data,
i.e., 6,794 tweets, we can achieve reasonable classification accuracies of nearly
80%. However, to develop a scalable and trustworthy drug abuse-related risk
behavior detection model, we need to: (1) Improve classification models to
achieve higher accuracy and performance; and (2) Leverage the large number of
unlabeled tweets, i.e., nearly 3 million tweets related to drug abuse behaviors,
to improve the system performance. Therefore, we propose a deep self-taught
learning model by repeatedly augmenting the training data with machine-labeled
tweets. The pseudo-code of our model is as follows:

Step 1: Initialize labeled data D consisting of 5,794 annotated tweets as the
training set. Initialize a testing data T consisting of the remaining 1,000 anno-
tated tweets.

Table 1. Instances of manually annotated drug abuse tweets and non-abuse tweets.

Tweets

Abuse Ever since my Acid trips like whenever I get super high I just start

lightly hallucinating and it’s tbh creepy.

Drove like 10 miles on these icy ass roads all to get some weed if imma

be locked up in my house for awhile imma need some weed.

Smoking a blunt at home so much better than going to the woods in

Brooksville and puking on yourself Bc you drank too much fireball.

Non-Abuse Just watched Fear and Loathing in Las Vegas for the first time and

I think I should have been on acid to fully understand it.

Today I was asked if I do heroin because I went to Lancaster????

Morgan told me my Bitmoji looks like a heroin addict?
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Step 2: Train a binary classification model M using the labeled data D. M
could be a CNN model or a LSTM model.

Step 3: Use the model M to label the unlabeled data, which simply consists of
3 million unlabeled tweets. The set of new labeled tweets is denoted as D, which
is also called machine-labeled data.

Step 4: Sample tweets from the machine-labeled data D with a high classifica-
tion confidence, and then add the sampled tweets D+ into the labeled data D
to form a new training dataset: D = D ∪ D+. A tweet is considered to have a
high classification confidence if it has a classification probability p ∈ [0, 1] higher
than a predefined boosting threshold δ.

Step 5: Repeat Steps 2–4 after k iterations, which is a user-predefined number.
Return the trained model M .

With the self-taught learning method, the training data contains the anno-
tated data D which is automatically augmented with highly confident, machine-
labeled tweets, in each iteration. That have a great potential to increasing the
classification performance of our model over time. In addition, the unlabeled
data can be collected from the Twitter APIs in real time, to capture the evolv-
ing of drug abuse-related risk behaviors. In the literature, data augmentation
approaches have been applied to improve the accuracy of deep learning models
[3]. However, the existing approaches [3,9,13,35] are quite different from our
proposed model, since they focused on image classification tasks, instead of drug
abuse-related risk behavior detection as in our study. To ensure fairness, testing
data T is separated from other data sources during the training process.

Fig. 2. Parameter settings.
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4 Experimental Results

To examine the effectiveness and efficiency of our proposed boosting deep learn-
ing approaches, we have carried out a series of experiments using a set of 3 million
drug abuse-related tweets collected in the past 4 years. We first elaborate details
about our dataset, baseline approaches, measures, and model configurations.
Then, we introduce our experimental results.

4.1 Experiment Settings

Dataset: In our first data-collecting session, 71,363 tweets were collected.
Among them, 1,794 tweets were manually labeled as a seed dataset, by two
professors and three students with experience in drug abuse behavior study. 280
drug abuse related tweets and 1,514 tweets not related to drug abuse were iden-
tified. The seed dataset was used for building the initial machine learning model
(i.e., SVM), which was used to further classify the unlabeled 3 million tweets.
These 3 million drug abuse-related tweets with geo-location information cover
the entire U.S. We then selected 5,000 tweets labeled by the machine learning
model (i.e., SVM) with a high confidence level, and rendered them verified by
using Mechanical Turk. In total, the number of manually labeled tweets was
6,794, including 3,102 positive labels and 3,677 negative labels.

Baseline and Deep Learning Models: In our experiments, Random Forest
(RF), Naive Bayes (NB), and SVM are employed as baseline approaches in the
binary classification task, i.e., to classify whether a tweet is a drug abuse-related
tweet or not. Figure 2 shows the parameter settings of baseline approaches and the
proposed models. Note that for the Naive Bayes method, we use Gaussian Naive
Bayes with word2vec embedding. Meanwhile, we use term frequency (i.e., tf) and
tf-idf vectorizations for Multinomial Naive Bayes. This is because: (1) The vectors
generated by term frequency-based vectorization had a very high number of dimen-
sions and could be only represented by sparse-matrix, which was not supported
by Gaussian Naive Bayes; and (2) The Multinomial Naive Bayes required non-
negative inputs, but vectors generated by word2vec embedding had negative val-
ues. Regarding our self-taught CNN (b-CNN) and self-taught LSTM (b-LSTM)
models, the Adam Optimizer algorithm with the default learning rate is used for
training. The number of iterations k is set to 6. All the experiments have been con-
ducted on a single GPU, i.e., NVIDIA GTX TITAN X, 12 GB with 3,072 CUDA
cores.

Measures: Accuracy, recall, and F1-value are used to validate the effective-
ness of the proposed and baseline approaches. Due to the small size and the
imbalanced label distribution, we adopted the Monte Carlo Cross-Validation
technique. In each run, a fixed number of data instances is sampled (i.e., with-
out replacement) as the testing dataset, and the rest of the data as the training
dataset. Multiple runs (i.e., 3 times) are generated for each model in each set
of parameters and experimental configurations. We report the average of these
runs as result.
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4.2 Validation of the Deep Self-taught Learning Models

Our task of validation concerns three key issues: (1) Which parameter configu-
rations are optimal for the baseline models, i.e., SVM, RF, and NB? (2) Which
boosting model is the best in terms of accuracy, recall, and F1-value, given
the 6,794 annotated tweets and the 3 million unlabeled tweets? and (3) Which
vectorization setting is more effective? To address these concerns, our series of
experiments are as follows:

Figure 3 illustrates the accuracy, recall, and F1-value of each algorithm with
different parameter configurations, i.e., term frequency tf , tf -idf , and word2vec,
on the (annotated) seed dataset. The term “custom” is used to indicate the
word2vec embedding trained in our own drug abuse-related tweets, compared
with the pre-trained Google News word2vec embedding, denoted as “google.”
It is clear that the SVM model using the custom-trained word2vec embedding
achieves the best and the most balanced performance in terms of all three mea-
sures, i.e., accuracy, recall, and F1-value, at approximately 67%. Other con-
figurations usually have a lower recall, which suggests that the decisions they
make bias towards the major class, i.e., tweets that are not drug abuse-related
or negative tweets. Note that Naive Bayes had a complete failure, i.e., no correct
positive tweet prediction was made, when using tf -idf . Therefore, these results
were not shown in Fig. 3. From the angle of classifiers, SVM model achieves the
best overall performance. Random Forest has slightly less average accuracy than
the SVM model, but worse recall and F1-value. Furthermore, from the view of
vectorization approach, it is clear that word2vec embedding outperforms term
frequency and tf -idf in most of the cases.

Fig. 3. Accuracy, recall, and F1-value of each baseline models on the seed dataset.

As shown in the previous experiment, SVM model using the custom-trained
word2vec embedding achieves the best performance, we decided to apply the
same model structure to compare with our deep self-taught learning approaches.
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Fig. 4. Accuracy, recall, and F1-value of the five self-taught learning models, including
b-CNN, b-LSTM, b-SVM, b-NB, and b-RF.

In this experiment, 1,000 labeled tweets were randomly sampled and held out
from the 6,794 labeled tweets as testing set. The remaining 5,794 labeled tweets
were used as the initial training dataset. At each epoch, 10,000 machine-labeled
tweets were randomly sampled from 3 million unlabeled tweets and merged
into the training set. Figure 4 shows the experimental results of the five self-
taught learning models, including self-taught CNN (b-CNN), self-taught LSTM
(b-LSTM), self-taught SVM (b-SVM), self-taught NB (b-NB), and self-taught
RF (b-RF). All configurations of classifiers and vectorization methods are
tested. For the sake of clarity, we only illustrate the best-performing setting
for each model in Fig. 4. It is clear that our proposed deep self-taught learn-
ing approaches (i.e., b-LSTM and b-CNN) outperform traditional models, i.e.,
b-SVM, b-NB, and b-RF, in terms of accuracy, recall, and F1-value, in all cases.
Our models achieve 86.53%, 88.6%, and 86.63% in terms of accuracy, recall, and
F1-value correspondingly.

The impact of two different word2vec representations on b-CNN, i.e., the cus-
tom word2vec embedding we trained from our corpus, and pre-trained Google
News word2vec embedding, is shown in Fig. 5. The Google News word2vec
achieves 0.1%, 0.4%, and 0.3% improvements in terms of accuracy, recall, and
F1-value (86.63%, 89%, 86.83%, respectively) compared with the custom trained

Fig. 5. Performance comparison between custom word2vec embedding and Google
News word2vec embedding.
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word2vec embedding. In addition, it is clear that Google News word2vec embed-
ding outperforms the custom trained word2vec in most of the cases. This is
because the Google News word2vec embedding was trained on a large-scale cor-
pus, which is significantly richer in contextual information, compared with our
short, noisy, and sparse Twitter datasets.

5 Discussion

According to our experimental results, our deep self-taught learning models
achieved promising performance in drug abuse-related risk behavior detection
in Twitter. However, many assumptions call for further experiments. First, how
to optimize the classification performance by exploring the correlations among
parameters and experimental configurations. For instance, for SVM and RF
models, unigram feature works better than n-gram feature on term frequency;
however, for tf -idf , it is the opposite situation. Second, the pre-trained Google
News word2vec embedding performs better than the custom-trained word2vec
embedding may also be situational. These findings indicate the necessity of lever-
aging size and quality of the training data for training word embedding, given
that the available data may better fit the classification task but be short in
quantity. Nevertheless, among the measures, recall receives a more significant
boost than accuracy and F1-value. We may argue that the proposed deep self-
taught learning algorithm helped correcting the bias in the classifiers caused by
the imbalanced nature of the training dataset. However, more experiments need
to be conducted to verify this interesting point.

6 Conclusion

In this paper, we proposed a large-scale drug abuse-related tweet collection mech-
anism based on supervised machine learning and data crowd-sourcing techniques.
Challenges came from the noisy and sparse characteristics of Twitter data, as well
as the limited availability of annotated data. To address this problem, we pro-
pose a deep self-taught learning algorithm to improve drug abuse-related tweet
detection models by leveraging a large number of unlabeled tweets. An extensive
experiment and data analysis were carried out on 3 million drug abuse-related
tweets with geo-location information, to validate the effectiveness and reliability
of our system. Experimental results shown that our models outperform tradi-
tional models. In fact, our models correspondingly achieve 86.63%, 89%, and
86.83% in terms of accuracy, recall, and F1-value. This is a promising result.
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Abstract. Random forest (RF) is widely used in many applications
due to good classification performance. However, its voting mechanism
assumes that all base classifiers have the same weight. In fact, it is more
reasonable that some have relatively high weights while some have rela-
tively low weights because the randomization of bootstrap sampling and
attributes selecting cannot guarantee all trees have the same ability of
making decision. We mainly focus on the weighted voting mechanism and
then propose a novel weighted RF in this paper. Experiments on 6 pub-
lic datasets illustrate that our method outperforms the RF and another
weighted RF. We apply our method to credit card fraud detection and
experiments also show that our method is the best.

Keywords: Random forest · Weighted decision tree
Credit card fraud

1 Introduction

Machine learning and data mining are becoming more and more important in
many areas. For example, Recommender systems make a good recommenda-
tion for users [19], spam classifier protects our emails from spam [2], anomaly
detection systems are to detect abnormal behaviours of systems [20], and fraud
detection systems learn the features of transactions from lots of malicious data
and then prevent a fraud transaction [8]. All these successful applications are
owed to effective data and good models.

In these methods of machine learning, random forest [21] is studied and
applied widely. It is a representation of bagging [25] which is one kind of ensem-
ble learning [22] method based on the fact that the ensemble of multiple weak
classifiers would be better than single classifier. Bagging assigns the same weight
to every weak classifier. But we think that different weak classifiers should have
different weights due to the random selection of data and features. Therefore,
we put forward refined weighted random forests (RWRF).
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Credit cards are widely used with the development of commerce and the
popularization of mobile phones, especially online transactions [1]. Credit card
has made an online transaction easier and more convenient. However, there is
a growing trend of transaction frauds resulting in a great losses of money every
year [17,18]. Transaction fraud not only has a dramatic influence on economy
but also makes people lose their confidence in enterprises [26]. It is estimated
that losses are increased yearly at double digit rates by 2020 [5]. Hence, fraud
detection is very necessary. In this paper, We use random forest and its improved
version to train the normal and fraud behavior features.

The major contributions of this paper are summarized as follows. (1) We
propose a new method that can assign different weights to different decision
trees [23] in a random forest. (2) Our method is applied both the public data
and our private transaction data that are provided by an e-commerce company
in China. Experiments are conducted to compare the effectiveness of random
forest, trees weighting random forest (TWRF) [27] and our RWRF. (3) From
the result of experiments, some conclusions are made which would be helpful for
future work.

The paper is organized as follows. Section 2 describes some related work about
random forest and credit card fraud detection. Section 3 introduces traditional
random forest and our improved random forest RWRF. The experiments and
performance comparison are discussed in Sect. 4. Finally, some conclusions and
future work are presented in Sect. 5.

2 Related Work

A comprehensive understanding of fraud detection could be helpful for us to
solve the problem of credit card fraud. The work in [16] provides a compre-
hensive discussion on the challenges and problems of fraud detection research.
Mohammad et al. [15] review the most popular types of credit card fraud and
the existing nature-inspired detection methods that are used in detection meth-
ods. Basically, there are two types of credit card fraud: application fraud and
behavior fraud [4]. Behavior fraud is that criminals steal the information of a
card from the genuine cardholder and then use them to consume. Application
fraud is that criminals get new cards from issuing companies by forging card
information.

Recently, Checking behaviors of the cardholder is a popular kind of fraud
detection method in many banks [10]. Almost all the existing work to detect
credit card fraud is to capture the behavior patterns of the cardholder and to
check legality of transactions based on these patterns. Srivastava et al. [8] using a
hidden markov model (HMM) to model the sequence of transaction features and
use it as the regular behavior of the cardholder. A transaction will be considered
to be fraudulent if the current transaction is not accepted by the HMM with
a high probability. However, they consider the transaction amount as the only
feature and didn’t make full use of other data of a transaction such as transaction
time and transaction place. Amlan et al. [11] propose a method which uses
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two-stage sequence alignment to combine both anomaly detection and misued
detection. Gabriel et al. [14] propose an alternative method to prevent fraud
in E-commerce applications by using a signature-based method. They use it to
establish a user’s behavior deviations and consequently detect the potential fraud
in time. Leila et al. [6] propose an aggregating profile which exploits the inherent
patterns in time series of transactions, and the fraud detection is performed
online at the end of a period respectively. Zheng et al. [7] consider the diversity
of user’s transaction behavior in credit card fraud detection.

Random forest has been used in many areas. In [28], it is used to solve
the problem of cost-sensitive feature selection. The algorithm puts the features
cost into the construction process of a basic decision tree, and then generates a
low-cost feature subset. When constructing a base tree, features are randomly
selected. The probability of the feature is inversely proportional to the cost asso-
ciated with it. In [29], random forests are used in geophysical and geochemical
sciences. They use random forest to predict the lithology of the Hearne Archean-
Paleoproterozoic tectonic area. Harris et al. use the Mahin’s parallel processing
to construct a random-forest-based decision model, which is applied to quasi-
real-time peer botnet detection [30]. [32] proposes a framework based on random
forest for real-time head pose estimation from images and then extends it to a
set of facial features located in 3D. The algorithm employs a voting method in
which each patch extracted from the image can be directly voted for the head
pose or each facial feature. Xuan et al. [12] make a comparison for different
implementations of random forest for credit card fraud detection.

Winham et al. [33] put forward to a weighted random forest to improve
predictive performance. They compute the weight based on the out-of-bag error
of decision tree. Li et al. proposes TWRF method [27]. They employed it to
classify high-dimensional noisy data. They add some noisy features to data so
as to make it more difficult to deal with. As they said, it will be better to verify
the effectiveness of their algorithm.

3 Random Forest and Refined Weighted Random Forest

Before introducing RWRF, we review random forest first.

3.1 Random Forest

Random forest, one of ensemble methods, is a combination of multiple tree pre-
dictors such that each tree depends on a random independent dataset and all
trees in the forest are of the same distribution. It does not overfit as more trees are
added, but produces a limiting value of the generalization error [21]. The supe-
riority of random forest comparing to single decision tree is that it is insensitive
to specific training data and is not easy to overfit [13]. The capacity of random
forest not only depends on the strength of individual tree but also the correla-
tion between different trees. The stronger the strength of single tree and the less
the correlation of different tress, the better the performance of random forest.
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The variation of trees comes from their randomness which involves bootstrapped
samples and randomly selects a subset of data attributes. We make a brief intro-
duction of random forest as shown in Fig. 1. At first, we get different bootstrap
samples from our original data by sampling with replacement. Then, for each
sample data, we train a decision tree which is CART (Classification and Regres-
sion Trees) [24] whose training set comes from bootstrapped samples. When
predicting the class of new data instances, every tree gives a prediction. The
final class is the majority voting of all decision trees.

Fig. 1. Illustration of random forest.

For readability, some notations are introduced here. Considering a given
dataset D with n examples (i.e. |D| = n), we denote: D = {(xi , yi)} where
i = 1, ..., n, xi ∈ X is an instance in the m-dimensional feature space X =
{f1, f2, ..., fm} and yi ∈ Y = {0, 1} is the class label associated with instance xi .

At each node, CART splits dataset by choosing the best attribute from a subset
of attributes according to Gini impurity which measures uncertainty of dataset.
The subset of attributes are randomly selected from all attributes of the dataset.
According to advices from Breiman, setting the size of the subset to the square root
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of the number of all attributes is a good choice [21]. The Gini impurity is defined
in (1) and is described in (2) under the condition of feature xi.

Gini(Node) = 1 −
C∑

k=1

p2k (1)

where C is the number of classes which is 2 in binary classification problem and
pk is the probability that a record belongs to class k.

Gini(Node, xi) =
|Nodel|
|Node| Gini(Nodel) +

|Noder|
|Node| Gini(Noder) (2)

where Nodel is the left child of the current node and |Node| represents the
number of instances in the dataset w.r.t. the current node.

An example of CART is shown in Fig. 2. The internal nodes are represented
by circles and the leaf nodes is represented by squares. The variable and number
in circles are the best splitting attribute and its value, respectively. The number
labeled on the left edge from an internal node means the value of this attribute
greater than or equal to the splitting value, while the number labeled on the
right edge means that the attribute has a less value. The number in a leaf node
is the class label which the node belongs to.

Fig. 2. Illustration of Classification and regression tree.

3.2 Refined Weighted Random Forest

Although random forest has good performance and has applied in many areas,
there is still some room for improvement. Our RWRF focus on different impor-
tance of every decision trees. The structure of each decision tree, the splitted
attribute in each node and the number of instances in every leafs can be thought
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as the parameters of random forest [34]. Due to the randomization of bootstrap
sample and attributes selecting, the parameters of different trees are not iden-
tical. Some trees may be more likely to learn the true distribution of data than
others. These trees should be given more importance.

There are two literatures [27,33] which use the accuracy of out-of-bag (oob)
data as a metric to compute the weights of base classifiers. One of them use the
inverse of error rate of oob data and another one use the accuracy of oob data.
Among them, TWRF is defined according to the form of (3). This method is
easy and subtle. As they said, TWRF could be better than random forest in
high-dimensional data. Let {Treei(x), T ree2(x), ..., T reet(x), x ∈ X} denote the
set of trees in a random forest.

f(x) =
t∑

i=1

weighti ∗ Treei(x) (3)

where weighti represents the weight of Treei.
But in our opinion, there are still some problems in the method. The first

problem is that it just uses the information of oob data. Different base classifiers
have different oob data. It is not common to evaluate the performance of different
models. The second problem is that although some base classifiers have the
same accuracy of oob data, they may have different performance in predicting
new instance. The phenomenon can be shown in the followed situation. Tree1
and Tree2 have the same accuracy in some specific dataset, but for most of
instances Tree1 gets the right result with probability 0.8 and Tree2 gets the
right result with probability 0.6. We have reasons to think that Tree1 should be
more important than Tree2. We can also explain it from the point of view of
entropy see Eq. (4). Tree1 has lower uncertainty than Tree2.

H = −
|c|∑

i

pi log pi (4)

Based on the two problems, we put forward our scheme of computing weights.
To distinguish with TWRF which based on the accuracy of oob data, we called
our random forest as refined weighted random forest (RWRF). The weights of
RWRF are computed in (5)

weighti =
n∑

i=1

[(pci − (1 − pci)) ∗ I(pci > (1 − pci))

+α ∗ (pci − (1 − pci)) ∗ I(pci < (1 − pci))]

(5)

where i is the index of instance, c is the class of xi.
The improvements of our method include two aspects. First, the data we

used is all training data including in-bag data and oob data. The reason is that
the performance evaluation of different base classifiers should have the same
evaluation dataset, in-bag data measures the converge degree of our model and
oob data measures the generalization of our base classifiers. Second, we use the
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margin between probability of predicting true class and false class label. The
margin measures the extent to which the expectation number of votes for the
right class exceeds the expectation number of votes for other class. We accu-
mulate correct prediction margin and penalize incorrect prediction with a hyper
parameter α. The hyper parameter can be set according to validation set. It
depends on the penalization to the base classifier when it make a wrong predic-
tion. It varies in different dataset.

For large dataset and imbalanced data, we take a small step forward. In
order to reflect the difference among different weights, we make the weights to
be zero-mean-centering. Additionally, for the weights which are less or equal
to zero, we just drop it. The reason behind it is that for large data set, the
difference among different base classifiers is mainly reflected by the ability of
distinguishing the samples closing to decision boundary. For most of data keeping
away from the decision boundary, all base classifiers can classify them well. A
base classifier which can distinguish data closing to decision tree should get
more attention. For imbalanced data, we should decrease the effect of instances
of majority class. Therefore, it is reasonable to make the weights to be zero-
mean-centering. We also prove it by our experiments that zero mean centering
could be better than the case without it. There are another benefit when we
use zero-mean-centering of weights. We can just use half of trees we trained
to predict new data instances. In the classification problem, all classification
results of individual trees are combined to decide the final class which having the
most votes.

Algorithm 1 describes the process of producing RWRF.

Algorithm 1. Refined weighted random forest.
Input:

D: the training data
t: the number of Trees

Output:
RWRF f

1: for i = 1 to t do
2: Sample from training dataset D using bootstrap to get in-of-bag data;
3: Use in-of-bag data to build decision tree;
4: Use dataset D to compute weighti for Treei;
5: end for
6: Assemble weighti for Treei to get f ;
7: return f ;

4 Experiment

This section shows the details and results of experiments. Firstly, performance
measures and dataset we used are described. Then we make a comparison
between random forest, TWRF and our RWRF in public dataset and our
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private bank dataset. Finally, the result of experiments is shown and explained.
We conduct our experiments to compare our RWRF with classic random for-
est and TWRF. The implementation of random forest comes from scikit-learn,
an open source python library for machine learning and data mining [36]. We
implemented TWRF and our RWRF as a plug-in of scikit-learn and carried out
all experiments in the same environment.

4.1 Performance Measures

Before we describe the experiment, we first describe the measures we used. For
public dataset, we just use accuracy as performance measure. The basic measures
are listed in Table 1. For our private data, accuracy is not suitable to measure the
performance of these methods since it is a significantly imbalanced dataset [3,9].
For example, predicting all instances into the majority class will also have a high
value of accuracy. Hence we also use precision, recall, F-measure and log loss as
our performance measures. Precision is the percent of true positive guesses in all
positive guesses. Recall is the fraction of positive guesses in all positive instances.
F-measure is the harmonic mean of recall and precision. Log-loss is the mean of
cross entropy between the distribution of the true labels and the predictions for
all data instances.

accuracy =
TP + TN

TP + FP + TN + FN
(6)

precision =
TP

TP + FP
(7)

recall =
TP

TP + FN
(8)

F − measure =
2 × precision × recall

precision + recall
(9)

logloss =
1
n

∑
(yi log pi + (1 − yi) log(1 − pi)) (10)

Table 1. basic measures

Predict Real

Positive Negative

Positive True positives False positive

Negative False negative True negative
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4.2 Experiment I

The first dataset we used is 20news group which is classic dataset of text classi-
fication. Due to our RWRF is focus on binary classification problem. We choose
several pair of news which are selected in 20news group. The pair we choose is
showed in Table 2. In every pair, there are 1000 data instances and half of them
is included in every class. To verify the effectiveness of our method, we have also
used other public datasets as listed in Table 2. All of these datasets are from
libsvm [31] and UCI [35] data repository. We split the dataset into training set
and testing set according to the ratio of 3:1. The number of trees is set from 30
to 300 with an increment 30. We compute the mean of all these ten results. The
detailed results of experiments are showed in Table 2.

Table 2. Accuracy Results of experiment I

Datasets Methods

RF TWRF RWRF

alt.atheism-misc.forsale 90.55% 90.69% 91.68%

comp.graphics-comp.sys.mac.hardware 92.64% 92.64% 93.65%

sci.crypt-comp.windows.x 84.96% 85.08% 85.97%

sci.med-rec.motorcycles 81.11% 81.23% 83.88%

comp.graphics-comp.sys.mac.hardware 85.92% 85.92% 86.43%

talk.politics.guns-talk.religion.misc 75.45% 75.45% 77.89%

breast cancer 94.15% 94.15% 94.74%

cod rna 94.51% 94.55% 95.19%

occupy 94.93% 94.97% 95.83%

phishing 96.55% 96.55% 96.52%

diabetes 79.92% 79.52% 80.32%

From the results, we can find that our RWRF achieves the best result in all
datasets except phishing.

4.3 Experiment II

In this experiment, We explore the effectiveness of RWRF in our private data
which comes from a financial company of China. The dataset including 5 million
transactions of B2C data. Each record is labeled by legal or fraud. There are
only 150000 fraud transactions and the rest of data are legal transactions. This
means that the dataset is extremely imbalanced and thus the relevant imbal-
anced problem should be considered. As fraud transactions in the dataset are
limited, this experiment adopts the random under-sampling method [9] on legal
transactions. The results are described in Table 3.
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Table 3. Measures results of experiment II

Datasets Methods

Accuracy Logloss Precision Recall F-measure

RF 97.11% 0.079 37.62% 85.32% 0.522

TWRF 97.11% 0.079 37.63% 85.32% 0.522

RWRF 97.76% 0.075 44.50% 84.68% 0.583

From Table 3, we can find that the performance our RWRF is better than RF
and TWRF. Although our recall rate is a little small, our precision has a great
improvement which means that RWRF has less false positive rate. The reason is
that we penalize the classifier when it misclassified instances by setting α a big
value. Because F-measure is the harmonic mean of recall and precision and the
space is limited, we just draw the relation between the number of trees and the
value of F-measure in Fig. 3. From it we find that RF and TWRF has almost the
same results. The reason may be that the dataset is imbalanced and is not high-
dimensional.Therefore,TWRF is not too suitable for suchdata, butRWRF ismore
suitable.

Fig. 3. F-measure results of experiment II.

We also apply other algorithms in our experiments, such as support vector
machine, naive bayes an neural network. But the results of them are worse than
random forest. Due to the limited space, we don’t describe them here.
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5 Conclusions

In this paper, we propose an improved random forest, RWRF, and compare
it with random forest and TWRF. A B2C dataset on credit card transactions
and other public datasets are used in our experiment. We just consider binary
classification problem in this paper. In the future, we plan to apply it in multi
classification problem.
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Abstract. In Wireless Sensor Networks (WSNs), the congestion can
increase the ratio of packet loss and reduce of the network throughput.
In this paper, I study on the congestion problem between child and parent
nodes in WSN, which typically faces of low power and resource constraint
devices. I use game theory strategy to design a parent-change procedure
which decides how nodes changing their next hop node to mitigate the
effect of network congestion. The simulation results show that the pro-
tocol can achieve improvement in packet loss rate and throughput.

Keywords: Congestion control · Game theory
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1 Introduction

Nowadays, Wireless Sensor Networks (WSNs) are used to connect industrial
devices, hospital instruments, household appliances and other fields. With
WSNs, people can receive data from sensors and send information by the wireless
network everywhere. These systems usually include many end devices that con-
form to IEEE 802.15.4 standard and are often characterized by short transmis-
sion range, low data rate, low cost and low communication power. The Internet
Engineer Task Force (IETF) working group has standardized an adaptive layer
to use in the devices with IEEE 802.15.4 MAC/PHY called IPv6 over Low power
Wireless Personal Network (6LoWPAN) [1]. With 6LoWPAN implementation,
IEEE 802.15.4 devices will gain the ability to receive, process, and forward IPv6
packets. Based on 6LoWPAN, IETF further proposed IPv6 Routing Protocol for
Low-power and Lossy Networks (RPL) [2].

RPL is a tree-like topology routing protocol supporting multiple point to sin-
gle point, normally, the single node is the sink node, single point to multiple point
and point-to-point traffic which can be used in the applications of WSNs. If an
event occurs in the leaf node, all the nodes in the event region will send packets
to sink and may cause network congestion towards sink node. In WSNs, conges-
tion control contains congestion detection and congestion avoidance. In general,
congestion detection adopts few metrics such as buffer occupancy, channel load-
ing, and the ratio of packet inter-arrival time to packet service time to detect the
presence of congestion [3,4]. When congestion is detected, I use the congestion
c© Springer Nature Switzerland AG 2018
X. Chen et al. (Eds.): CSoNet 2018, LNCS 11280, pp. 356–367, 2018.
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avoidance mechanisms to mitigate the presence of congestion. Currently, there
is no explicit mechanism to detect or to avoid congestion in RPL protocol. In
fact, RPL protocol uses a simple parent selection mechanism to avoid selecting
parents with lower link quality, larger hop count, or larger expected transmission
count [5].

In this paper, I propose a congestion control protocol based on game theory
to alleviate the effect of congestion. In my protocol, nodes are informed about
the presence of congestion by their parent through control messages. A child
node will decide whether it changes its parent or not based on the game theory
strategy to eliminate congestion by changing parent with light load.

The rest of this paper is organized as follows. Section 2 introduces related
work. The detail of my protocol is presented in Sect. 3. The simulation results
are described in Sects. 4 and 5 concludes this paper.

2 Related Works

In [6], the authors proposed hop-by-hop congestion control and load balanc-
ing scheme called CONSEQ in WSNs. It uses special effective queue length
(EQL) as metric of congestion degree. CONSEQ dynamically adjusts transmis-
sion rate according to degree of congestion of each node in its forwarding set
which contains neighbor nodes with smaller hop count to sink. If congestion is
not mitigated, each node will use fuzzy logic to reduce the transmission rate.

The authors in [7] proposed a Priority-based Congestion Control Protocol
(PCCP). PCCP uses ratio of packet inter-arrival time to packet service time as
a metric of congestion. Once the congestion is detected, nodes will use the trans-
mission rate of upward nodes and priority of packet to adjust its transmission
rate.

The authors in [8] proposed a priority based congestion control for heteroge-
neous traffic in multipath WSNs. The congestion is detected by packet service
rate. When congestion is detected, it will adjust the transmission rate by consid-
ering priority and traffic rate of neighbors in next transmission period to mitigate
congestion. This protocol does not take advantage of multipath routing, and it
reduces the transmission rate of each node instead of rerouting and bypassing
the congested path.

In [9], the authors proposed a new scheme called Siphon. Siphon uses special
virtual sinks distributed in the whole network, which have more powerful radio
than normal sensor nodes. When congestion is detected, sensor nodes will for-
ward packets to near virtual sink and the virtual sink will forward the packets
to real physical sink via other radio network such as Wi-Fi. However, it needs
another connected radio network which is infeasible in both low power and low
cost consideration WSNs.

A new concept of routing protocol with congestion alleviation called Traffic-
Aware Dynamic Routing (TADR) is proposed in [10]. TADR considers network
traffic pattern as a “bowl” with sink residing at the bottom, and all data packets
flow down just like water along the surface of the bowl. TADR uses combination
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of depth field force and queue length potential force to indicate which neighbor
should forward next. Although TADR guides node to detour the congestion
path, it has high chance to form one or more routing loops and increases the
end-to-end delay.

3 Congestion Control Protocol

In this paper, I mitigate congestion via alternative path selection mechanisms
for the following reasons. In RPL, the network topology is a Destination Orien-
tated Direct Acyclic Graph (DODAG). Each node will emit DODAG Information
Object (DIO) packet to all its neighbors to maintain the network connectivity.
The DIO packets are controlled by a polite gossip policy, where each node peri-
odically broadcasts a DIO packet to local neighbors but stays quiet if it has
recently heard a DIO packet sent by itself. The DIO packets are sent from nodes
periodically, however, the overheads of the packets are less than other control
data because of the less size and forwarding times even when congestion occurs.

The DIO packet includes RPLInstanceID which is a unique identity of the
network, rank field i.e. the sender’s rank, and the option field which is used
to store optional information such as objective function of RPL. The objective
function is used to calculate the rank of nodes. In our protocol, I use the first
and second bits of rank field as Congestion Notification bits (CN bits) and I will
store the sending node’s children information, including their IP addresses and
the sending rates of the sender into the option field. When a node receives a
DIO packet, it will use the objective function and the rank of the DIO sender
to calculate an expected rank. If the expected rank is smaller than its current
rank, the node will consider changing its parent to the DIO sender.

For most applications in WSNs, traffic flow in a network is light for a long
time until one of the predefined events occurs in the sensing region. When the
source sensors begin to collect data, sensors in the region will start transmitting
a large amount of packets. Once the packets number is large enough to form
transient packet burst, it will possibly cause congestion on the path from source
nodes towards the sink node. However, mitigating the congestion by reducing
the rate of upstream node will violate fidelity level required by applications and
decrease the throughput in RPL.

My protocol redirect the traffic flow to another path by parent-change proce-
dure. In this procedure, nodes change their parents with maximum benefit such
as fewer hop count and smaller buffer occupancy. After that, the traffic flow will
be scattered. It will improve the throughput of communication and reduce the
packet loss rate. In my protocol, each node will keep to read the CN bit in DIO
packet from parent. On the other hand, I will try to find an alternative path
to scatter the traffic flow when congestion is detected. In RPL network, DIO
packets are used to maintain the network connectivity. Upon receiving a DIO
packet, a node saves the sending rate and link quality into its neighbor table
and check whether the DIO sender is its parent. If the DIO packet is sent from
its parent, the node will check the CN bit first. If the CN bit is clear, it means
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there is no congestion and the child node will calculate its rank as regular. Oth-
erwise, the child node knows that the congestion occurs on its parent. Therefore,
all child nodes associated with the parent will use game theory based strategy
to determine their new parents. If congestion cannot be mitigated through the
parent-change procedure, each node will notify its children through the DIO
packet with CN bits set and the congestion information will be broadcasted to
all leaf nodes. After a child node switches from its current parent to another, the
nodes will forward the sensing data and find new path to transfer, moreover, its
new neighbor will receive the data and can recognize the new child including the
new parent. However, when the congestion disappears also after the child node
changes its parent, the new parent will sent the DIO packet again periodically,
and new round of selection will be implemented.

3.1 Congestion Detection Metrics

In recent congestion control protocols, several congestion metrics were proposed
such as queue occupancy, channel loading, ratio of packet inter-arrival time to
packet service time. I use the net packet flow rate which is packet generation
rate rgeneration subtracted by packet service rate routput as metric for detecting
the presence of congestion on parent node. We can define the congestion metric
α as below.

α = rgeneration − routput (1)

The value of α can be treated as the buffer occupation growing rate. If α
is greater than 0, the probability of congestion is considerable. Conversely, if α
is less than or equals to 0, the probability of congestion is low. Moreover, the
bigger the α is, the more probability of congestion occurs. We can define the
metric as below.

1. No Congestions, α ≤ 0
2. Lower Congestions, 0 < α ≤ 0.1 × rgeneration
3. Middle Congestions, 0.1 × rgeneration < α ≤ 0.25 × rgeneration
4. High Congestions, 0.25 × rgeneration < α

When there is no congestions in wireless sensor networks, the CN bits will
be set by 00; when the networks is in Lower Congestions status, the CN bits will
be set to 01; when the networks is in Middle Congestions status, the CN bits
will be set to 10; when the networks is in High Congestions status, the CN bits
will be set to 11. In the protocol, I address the middle and lower congestions
problem only. If the network is under the status of high congestions, the sink
node will give an information to their child nodes to stop the sending.

In RPL standard, DIO packets can be used to disseminate the net packet flow
rate. Furthermore, we can use DIO packets to inform the presence of congestion
to all the neighbors by adding a CN bits.
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3.2 Rank Value of Nodes

The most important part of my protocol is to decide the rank value of each
node in a DODAG network. The rank value can directly influence the network
topology and the performance of network because each node will select a parent
to minimize its rank value. Many metrics and constraints were studied to calcu-
late the rank of a node such as energy state, hop count, expected transmission
count, delay, and throughput. In my protocol, we can describe the rank of nodes
as below.

rank(n) = RI + rankp (2)

RI is a constant which represents a rank increasing between a node and its
parent. The rank increasing is used to prevent routing loop and the value is varied
by implementations. We can set RI to 256 in my protocol (same as Contiki [9]).
And rankp is the rank of the candidate parent p. I assume the link quality from
node n to p is good enough.

3.3 Parent-Change Procedure

When congestion is detected, each node in the congested area will start the
parent-change procedure, although it does not mean that every node have to
change their current parents. In parent-change procedure, each node uses the
potential game theory method [11] to find a better parent to improve the network
performance. Based on the potential game theory, we can converge to a stable
state called Nash Equilibrium (NE) which is also the best parent allocation for
whole nodes in the congested area. As we have discussed before, each node will
select a parent which can minimize its rank. However, if too many nodes select
the same parent, the load of this parent node will increase significantly to lead to
even congestion. Thus, we can treat the behavior of parent selection as a game
called parent-selection game. Parent-selection game is a game which each player
(node) attends a competition of parent selection to minimize its rank. In this
game, the action (a node makes its decision of parent selection) of each node will
affect other node’s utility (i.e. throughput). We will describe the mechanism of
parent-selection game as follows.

My parent-change procedure starts with a parent node that sends a conges-
tion message to its children through the DIO packet. In potential game theory,
we can reach NE by restricting only one node from changing its parent with min-
imal utility at a time. We use a random timer to randomly diffuse the time of
change of parent by every node. When node i changes its parent, it will broadcast
a new DIO packet to notify other children and increase the rank of old parent
by RI to avoid changing back to the old parent. Noting that, we can adjust the
timer according to new metrics instead of random timer, such as we can generate
the shorter timer for nodes with higher transmission rates to reach NE faster.

In game theory, each player’s action will affect other player’s utility. The
difficulty in finding an optimal action is that each player only knows about the
utility of itself. Thus, nodes cannot know which selection is better for the global
interest. Fortunately, as a subset of game theory, potential game theory can be
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used to deal with this problem. A game is a potential game if the incentive of all
players to change their selection can be expressed using a single global function
called the potential function. With the aid of potential function, each node can
determine whether a parent is worth changing or not by only considering its
utility function. For the use of potential game, we will transform my parent-
selection problem into a game representation and present the parent-change
procedure. When congestion is detected by a node, it will set the CN bits in
DIO packet, which contains the parent information, children list, corresponding
transmission rate, and forward to all its children. The children nodes receiving
this message will consider changing parents according to the potential function.
The potential function is built from information in neighbor table of each node,
and the table will be updated upon the node received DIO messages from its
neighbors. Each node can use this potential function to find a new parent which
can decrease the value of this function in each round towards NE according to
two properties of potential game: Property (1) is that each ordinal potential
game exists a NE. Property (2) is that if we limit only one node from changing
its parent at a time, we can converge to NE.

We define the parent-selection game as Γ = 〈N , A, u〉, where N is the set of
players, A is the set of actions and u is the utility function set. For each player
ni, we defined the following terms:

Player set N: The player set is defined as all children nodes of the DIO
sender. We denote player set as N = {n1, n2, . . . , nm }. The set N contains m
children.

Parent set P: The parent set of ni is defined as all neighbors of player ni

whose ranks are less than ni. We denote parent set as Pi = {p1, p2, . . . , pg} if
there are g parents for player ni. P =

⋃
1≤k≤m Pk is the union of parents of the

m children, assuming |P | = q.
Action set A: The action set A is composed of any possible actions of

each player. For player ni, Ai =
{
ai | ai ∈ Bq, there is only one 1 among

ai with the rest are 0
}
is used to represent the parent selection decision of ni,

where B = {0,1}. For instance, ai =(1,0,. . . 0) represents that node ni chooses
node p1 as its parent. The action set of this game is defined as A={(a1, a2,
. . . , am)T |∀ai ∈ Ai}. Therefore, each element in A is an m × q matrix which
shows the decision of every player in N. Thus, ai,j = 1 means that player i
selects parent j as parent in action ai. Noting that if pj �∈ P i, ai,j will be 0.

Utility function u: For player ni, utility function is defined as ui: A→ R.
The utility function is used to represent how much node ni cost to reach sink
node for action ai. Thus, the smaller value of utility is the better one. We define
utility function of player ni with action a as,

ui(a) = RI + rank(pk) +
∑

1≤j �=i≤m,aj,k=1

rate(nj) + Nk × rate(ni) (3)

where pk is the parent candidate of player ni (ai,k = 1) and Nk is the number of
children of parent pk. The utility function of player ni is composed of four terms:
rank increase per hop, link quality between nodes ni and pk, rank of pk and the
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sum of packet transmission rate of all children of pk. In utility function (5), we
consider the rank of candidate parent pk and transmission rate of each child
associating with pk. Hence, the utility function is able to reflect the load of a
candidate parent. Noting that, we multiply N k to the transmission rate of node
i (rate(ni)) is to balance the number of children in each parent node. This is
because selecting a parent with high N k will increase the cost of utility function
quickly. The rank is defined in Eq. (1) and the transmission rate function is
defined in Eq. (4).

rate(ni) = R × RI/M (4)

where R is the packet delivery rate and M is the maximum packet delivery rate
of each node. When a node reaches its maximum rate, it will not be able to
handle more data packet. Thus, we let the rate function equals to RI when it
reaches the maximum packet delivery rate. This will lead nodes to select other
parents when the load of the candidate parent is satisfied.

A game Γ is an ordinal potential game if it admits an ordinal potential
function. A function Φ : A→ R is an ordinal potential for Γ if for every i ∈ N
and for every a−i ∈ A−i,

where A−i = {(a1, a2, · · · , ai−1, ai+1, · · · , aq) |∀aj ∈ Aj , 1 ≤ j �= i ≤} and
the condition in Eq. (5) is satisfied, where a−i = (a1, a2, · · · , ai−1, ai+1, · · · , aq)
is the action without player i (i.e. a = (a1, a2, · · · , aq) = (ai, a−i)

ui (a′
i, a−i) − ui (ai, a−i) < 0 ⇐⇒ Φ (a′

i, a−i) − Φ (ai, a−i) < 0 (5)

We define the ordinal potential function Φ as Eq. (6) and prove it will satisfy
Eq. (5) in Theorem 1.

Φ(a) =
m∑

j=1

{Nk × rate(nj) + rank(pk)}, if aj,k = 1 (6)

where a ∈ A. The potential function is able to reflect the global interest in
a network. In Eq. (4), the potential function contains the rank of each node’s
parent, and the packet rate of each child multiplied by the number of children
in its parent.

Theorem 1. The parent-selection game is an ordinal potential game with ordi-
nal potential function Φ.

Proof: We need to prove that Φ is a potential function in parent-selection game
which satisfies Eq. (6) above. Assuming that a player ni changes its parent to pl′

from pl, it changes the action from a to a′. The difference of utility function is:

ui(a′) − ui(a) = rank(pl′) − rank(pl)

+

⎛

⎜
⎝

∑

1≤j �=i≤m,a′
j,l′=1

rate(nj) −
∑

1≤j �=i≤m,aj,l=1

rate(nj)

⎞

⎟
⎠

+ N ′
l′ × rate(ni) − Nl × rate(ni)
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Then the difference of potential function is:

Φ(a′) − Φ(a) = rank(pl′) − rank(pl) +
m∑

j=1

N ′
k × rate(nj) −

m∑

j=1

Nk × rate(nj),

where aj,k = 1, for each j.
Let C= rank(pl′) – rank(pl).

Φ(a′) − Φ(a) = C +
m∑

j=1

N ′
k × rate(nj) −

m∑

j=1

Nk × rate(nj)

= C +
m∑

j=1,a′
j,l=1

N ′
l × rate(nj) +

m∑

j=1,a′
j,l′=1

N ′
i′ × rate(nj)

−
m∑

j=1,aj,l=1

Nl × rate(nj) −
m∑

j=1,aj,l′=1

Nl′ × rate(nj)

(7)

Because only node i changed its parent from pl to pl′ , we can only consider
the column l and l’ in a and a’, respectively. Thus, the number of children of pl

in a is one less than in action a’ and the number of children of pl′ in a is one
more than in action a’. Thus, we have N’ l = N l – 1 and N’ l′ = N l′ + 1, the Eq.
(7) can be deduced as follows.

(7) = C +
∑

1≤j �=i≤m,a′
j,l′=1

rate(nj) + N ′
i′ × rate(ni)

−
∑

1≤j �=i≤m,aj,i=1

rate(nj) − Nl × rate(ni)

= ui(a′) − ui(a)

(8)

∴ Φ(a’ ) – Φ(a) = ui(a’ ) – ui(a) �
Theorem 1 shows that my parent-selection game is an ordinal potential game.

Thus, we can reach NE by each node changing its parent with minimal utility
at a time.

4 Performance Evaluation

In the related works, there are no research with congestion mechanism in RPL
and also they do not consider at tree-like network topology. Thus, we compare
the performance of my proposed protocol to ContikiRPL with OF0 denoted as
CRPL-OF0 [12]. In CRPL-OF0, the ranks of each node are calculated using
the metric of hop count and expected transmission times from source to sink,
respectively. We evaluate the performance of the protocols on throughput, and
packet loss rate by Cooja simulation tool in Contiki system [13].

Nodes in simulation are categorized into three types: sink node, relay nodes,
and sensing nodes. We evaluate the performance of my protocol by two scenarios
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and their nodes deployments are shown in Fig. 1. In scenario, we deploy the sink
node in the center of the sensing area to collect data. The sensing data will
be created by sensor node and the relay node will forward the data, however
most node in real scenario have both abilities of sensing and forwarding. In
this paper, the two kinds of nodes are distinguished in order to describe the
process clearly. Each sensing node has one or two parents. We use Unit Disk
Graph Medium (UDGM) with distance lose module as radio interference. The
success rate of transmission in UDGM module decreases as distance increasing.
We set the packet size to 100 bytes to avoid packet fragmentation. This is because
there is no retransmission mechanism in Contiki and it will cause entire packet
retransmission even if only one fragment is lost. The area size is 220m × 220m,
simulation time is 200 s, radio range is 50 m and the numbers of nodes are 26
and 22 in scenario.

Fig. 1. The nodes deployment in scenario

My metrics for performance comparison are the average packet loss rate, and
average throughput. We simulate different transmission rate ranging from 2.5 to
18.2 packets per second for the above metrics. In the following simulations, we
can reach NE within 13 times of parent changing.

In Fig. 2, the packet loss rate of my protocol is less than 25% while the loss
rates of CRPL-OF0 is higher than 57% when the packet transmission rate of
each node is equal to 10. When the transmission rate of node grows, the loss
rates of CRPL-OF0 are significantly increasing. This is because nodes in CRPL-
OF0 tend to select parent with fewer hop count to the sink. As the transmission
rate grows, there are too many packets injected into the same candidate parent



A Congestion Control Protocol for Wireless Sensor Networks 365

Fig. 2. Packet loss rate vs. transmission rate

Fig. 3. Throughput vs. transmission rate

nodes than they can afford. On the other hand, nodes in my protocol can change
their parents to keep the global load balance and avoid congested path, so that
the lower loss rate are achieved.

Figure 3 shows the throughput with different packet transmission rates. When
the transmission rate of each node grows, the throughput of my protocol is two
times better than CRPL-OF0. Moreover, the peak throughput of CRPL-OF0 is
around 7.5 packets per second and the peak throughput can extend to 10 packets
per second in my protocol.

5 Conclusions

In traditional congestion control scheme, rate reducing mechanisms are used
to mitigate the presence of congestion. However, rate reducing will degrade the
throughput and lose the fidelity of application’s request. In this paper, I proposed
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a novel congestion control protocol based on game theory over RPL to maxi-
mize the throughput. My protocol exploits a parent selection scheme which can
improve the throughput of communication. When congestion occurred, nodes
will change their parents according to the utility function in game theory to
avoid the congested path. I implement my protocol in Contiki OS and evaluate
the performance via simulator Cooja. It is shown that my protocol has two times
improvement in throughput and less packet loss rate compared to ContikiRPL
protocols with a little average hop count increasing to sink node.
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Abstract. Wireless Sensor Networks (WSNs) have great attention in
recent years due to their powerful advantages such as low-power, wire-
less communication and easy deployment, which are suitable for moni-
toring applications. Moreover, to support a long system lifetime and bat-
teryless WSN nodes, a combination of harvested renewable energy and
two layer-based energy storages (e.g., capacitors), working on a hystere-
sis comparator with two different thresholds, is integrated into a WSN
node. However, this approach suffers from a penalty shutdown issue due
to quickly decreasing voltage in the primary storage (PS) that directly
powers the WSN node. This issue leads to the shutdown of a sensor node
in a quite long period, even if there is still sufficient energy in the sec-
ondary storage (SS) that is responsible for charging the PS when the
renewable sources are absent. In this paper, we propose two solutions
to mitigate the penalty shutdown issue in a WSN node. The simulation
on OMNeT++ demonstrates that our proposed approaches can increase
the energy efficiency up to 61% compared to the traditional approach.

1 Introduction

Since the emergence of Internet-of-Things (IoT), many wireless objects equipped
with unique identifiers can join the network and communicate with others
through the Internet [1]. Leveraged by IoT networks, many smart applications,
ranging from home automation, transportation and logistics, patient health-care,
and smart environments (e.g., comfortable homes and offices) to futuristic robot
taxi and city information model, are becoming popular in our living spaces. In
IoT networks, physical objects can see, hear, think, perform jobs by having them
“talk” together, to share information and to coordinate decisions [2]. The IoT
transforms a physical object from being traditional to smart by exploiting its
underlying technologies such as ubiquitous computing, embedded devices, com-
munication technologies and especially, advanced data analytics. IoT embedded
applications are playing a remarkable role to improve the quality of our lives, to
reduce air pollution, and to improve agriculture and food supply.
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The rapid development of IoT objects has opened a significant proliferation
of Wireless Sensor Networks (WSNs), which is composed of many wireless End
Device (ED) nodes and a Base Station node (BST). It provides a ubiquitous
sensing network and sensing data access through sensing-as-a-service [3]. These
abilities of WSNs are suitable for monitoring spaces (e.g., environment and agri-
culture) or objects (e.g., human health-care and smart buildings). Indeed, many
wireless sensor nodes are randomly deployed to cover the monitoring space and
wirelessly send sensing data to a BST and ED nodes. Typically, a WSN applica-
tion requires a long-term operation. However, the available energy from onboard
batteries is usually limited, which is leading to a problem of battery mainte-
nance and replacement if the deployment of wireless sensor nodes is in remote or
large areas. Therefore, a WSN node is increasingly equipped with rechargeable
energy storage devices coupled with an energy harvesting system that exploits
the ambient energy from light, heat or vibration [4] to overcome the energy
constraint.

Although ambient energy may be scavenged and the operations of a sensor
node may last forever, the design of an energy efficient wireless sensor node that
is powered by ambient energy has to cope with a big challenge. It is how to
rapidly power-on the system from its empty energy state, so-called cool-booting
issue [5]. It is evident that harvested energy may be absent in a sufficiently long
period such as several days, leading to dry energy storage. For example, a solar-
powered sensor node exhausts all of its buffered energy due to persistent poor
weather conditions.

To support robust booting from total energy exhaustion, a double layers-
based energy storage has been proposed [4]. The first one with small capacity
so-called Primary Storage (PS) directly powers the whole system. The second
one with larger capacity so-called Secondary Storage (SS) connects to the PS
and is charged from harvested energy after the PS reaches its regulated voltage.
This architecture benefits from a short charging time for the PS due to its small
capacity and from considerable reserve energy in the SS. In this architecture,
a hysteresis comparator with two different thresholds [4,5] activates a power
enable (PE) signal for powering the sensor node. The PE signal is active when
the PS voltage has reached a rising threshold (VTHR) and is inactive once the
PS voltage is lower than a falling threshold (VTHF ). Le et al. showed that this
architecture provides fast booting time from the empty energy state (e.g., in
order of seconds) compared to around half an hour in the system based on
a standalone storage device. However, it has a drawback during the absence of
harvested energy when the SS is responsible for charging the PS. The PS voltage
will drop quickly if the sensor node has to perform some extra operations (e.g.,
packets retransmission due to collision). The problem becomes serious when
the PS voltage drops under a falling threshold, which is leading to the system
shutdown meanwhile the charge current from the SS is not enough to turn the
sensor node back on. In other words, the sensor node is shut down even there is
still an energy budget in the SS. This situation is called a penalty shutdown.
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In this paper, we propose two approaches to mitigate the penalty shutdown
problem for maximizing sensor node availability, thus improving the energy effi-
ciency in an energy harvesting system. The first approach is to enhance the PE
signal by considering both PS and SS voltages. Secondly, when harvested energy
is absent, the SS directly supplies power to the sensor node instead of charging
the PS. We simulate these approaches on OMNeT++ to evaluate the energy effi-
ciency. The simulation results show that our solutions can increase the energy
efficiency up to 61% compared to the traditional approach.

The remainder of this paper is organized as follows. Section 2 presents an
overview of state-of-the-art harvested energy platforms for WSNs. The princi-
ple of the PE signal is analyzed with the explanations of the penalty shutdown
problem in Sect. 3. The two proposed approaches are presented in Sect. 4 fol-
lowed by the simulations of OMNeT++ in Sect. 5. Finally, the paper ends with
remarkable conclusions.

2 State-of-the-Art Harvested Energy Platforms

Many energy harvesting wireless sensor network (EH WSN) platforms ranging
from academia to industry have been proposed in recent years [4–7]. The inde-
pendence of recharging or replacing batteries significantly increases the auton-
omy of the WSN nodes. This advantage makes EH WSN widely use in remote
places where cables are becoming impractical and costly for deployment. The
existing EH WSN platforms are classified into two categories, including single-
path and dual-path architectures.

2.1 Single-Path Architecture

In the traditional single-path architecture shown in Fig. 1, each energy harvesting
WSN node only contains an energy storage that can be a battery, a super-
capacitor or both of them. Harvested energy from different renewable sources
is used to charge the energy storage via an energy adapter that is required to
adapt to different energy sources. For example, photovoltaic cells (PVs) provide
high voltage but low current, thermal generators (TEGs) output low voltage but
high current whereas wind turbines produce an AC output.

Many platforms using the single-path architecture have been studied and pro-
posed. One of the first solar-powered WSN platforms, Heliomote platform [6],

Fig. 1. Single-path architecture for an energy harvesting WSN node
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use two small PVs connected directly to rechargeable batteries through a pro-
tection diode. However, if the batteries are recharged daily, the system lifetime
is less than two years due to the limitation of battery recharge cycles. Therefore,
a combination of a super-capacitor and a rechargeable battery was proposed
in Prometheus platform [7] to enhance the system lifetime. When the super-
capacitor is fully charged, the surplus energy charges the battery. When the
super-capacitor voltage is below a predefined threshold, the demanded energy
is driven from the battery. In this approach, the energy consumed by the WSN
node is mainly served by the super-capacitor, resulting in a reduction of the bat-
tery usage. This solution takes advantage of more than half a million recharge
cycles of a super-capacitor. Therefore, the battery life can be extended up to
four years under an average of 10% load. Jiang et al. claimed that Everlast [8]
can operate for an estimated lifetime of 20 years without any maintenance by
removing batteries and using only super-capacitors for the energy storage.

Although this single-path architecture is simple and easy to implement, its
main drawback is the delay due to the cool booting issue [4,5]. In order to
overcome this drawback, the dual-path architecture has been proposed with the
fundamental difference is that two energy storage devices, PS and SS, are used
to buffer harvested energy rather than using only one storage.

2.2 Dual-Path Architecture

In the dual-path architecture shown in Fig. 2, an energy flow controller is added
to drive the energy flow. When environmental energy is available, all harvested
energy charges the PS for powering the WSN node. After the PS is fully charged,
surplus energy is driven into the SS. Otherwise, when the environment energy
is insufficient, the remaining energy is drawn from the SS to the PS for ensur-
ing continuous operations of the WSN node. The advantage of the dual-path
architecture is a fast booting from both empty PS and SS. Due to the PS small
capacity, it is quickly charged to a minimum voltage that is sufficient to enable
the voltage regulator to activate the WSN node, meanwhile the SS has a large
capacity that provides long-term operations during the absence of harvested
energy.

Fig. 2. Dual-path architecture for an energy harvesting WSN node
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In DuraCap [5], harvested energy is firstly used to charge a small capacitor
for booting the WSN node before fulfilling an array of larger super-capacitors.
EscaCap [9] is an extended structure of DuraCap with a dynamic configuration
for the SS that connects multiple super-capacitors in forms of serial or parallel
utilizing a switch array. Experimental results showed that EscaCap efficiently
reduces the leakage energy and improves the charging speed.

As for outdoor applications, the most popular energy sources are from solar
and wind due to their high availability and high power. It seems to be a mutual
complementarity between two sources, such as strong wind usually occurs when
the weather is worse than in a sunny day, or during the night-time when solar
energy is not available [10]. These reasons make solar and wind energy to be
widely chosen in multi-source platforms such as Ambimax [11] and Capnet [12].
However, the booting time from exhausted energy is an issue when having only
single energy storage as above-explained in Sect. 2.1. Therefore, many multi-
source and multi-storage EH WSN platforms [4,13] have used the dual-path
architecture, in which the operations of a sensor node rely on a PE signal that
is used to turn it on or off.

3 Power Enable Signal and Energy Flows

Figure 3 depicts a system operation diagram that describes how the PE controls
the power supply of a sensor node in the dual-path architecture. In the beginning,
the sensor node is deployed with both empty storage devices. Harvested energy
firstly charges the PS until the voltage of the PS VPS reaches the rising threshold
(VTHR). Then, the available energy in the PS is sufficient for booting the sensor
node. Therefore, a comparator brings the power enable signal PE from low to
high for powering the sensor node. However, the available energy in the PS at
VTHR is only enough for booting the system and initializing some necessary
modules of a microcontroller (MCU) such as I/O, Timer and ADC. Then, the
MCU runs into sleep mode but periodically monitors VPS using a low-power
ADC until VPS reaches the RF transmission threshold voltage (VRF ) to initialize
the radio chip.

After booting, the energy flow controller keeps on charging PS to its regu-
lated voltage (VRe), then the SS is allowed to be charged. However, there is no
more space for harvested energy after VSS reaches its maximum voltage (VMax).
Therefore, the WSN node should utilize all harvested energy to increase the QoS
and also avoid wasting energy [4]. When the harvested energy is absence, VSS

charges VPS to VRe as long as VSS is still greater than VRe. Otherwise, both VSS

and VPS decrease together and the system is powered off once VPS is under a
falling threshold VTHF .

Since rechargeable batteries have a limited number of recharge cycles, super-
capacitors opt for the energy storage as they are more durable and also have
higher power density compared to rechargeable batteries [14]. Moreover, super-
capacitors based systems also simplify the hardware design as charging cir-
cuits are not required. Then, it is easy to determine the charging state of
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Fig. 3. A system operation diagram of the dual-path architecture

super-capacitor from its voltage [4]. However, when both PS and SS are super-
capacitors in the dual-path architecture, they have to cope with a Paradox
issue [15].

4 Proposed Solutions

Our solutions are proposed to improve the implementation of a harvested energy
platform based on the dual-path architecture shown in Fig. 2, named Multiple
Energy Sources Converter (MESC) [4]. As the schematic of MESC shown in
Fig. 4, the main component LTC3108 plays a role of the energy flow controller
that has two different outputs, including VOUT and VSTORE having different
charged priority. The VOUT is firstly charged when harvested energy from VIN is
available. As soon as VOUT is fully charged, VSTORE is allowed to charge. There-
fore, VOUT is connected to a primary storage (CPS) while VSTORE is connected
to a secondary one (CSS). A hysteresis comparator using a nano-power MAX917
component with the rising and falling thresholds determined at the design phase

Fig. 4. Schematic of a dual-path architecture based on LTC3108
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is used to implement the PE signal. Finally, this PE signal connects to a highly
efficient power conversion product TPS61030 as a DC/DC converter block.

4.1 Power Enable Signal Enhancement

As aforementioned, the issue causing penalty shutdown is that the PE signal
is activated by only considering the PS voltage. Therefore, in the first solution
depicted in Fig. 5, the PE signal is modified in order to compare both VPS and
VSS that are VOUT and VSTORE as shown in Fig. 4, respectively. In order to
reduce the cost of hardware components, the OR circuit of two diodes is used to
select one of the input sources, which is fed into the comparator. Indeed, a source
having a higher voltage is connected to the positive pin of the comparator, which
can be a hysteresis op-amp circuit. Therefore, in the beginning, both VPS and
VSS are empty, and the PE signal is low. As soon as the VPS has been charged
and passed through VTHR, the hysteresis comparator drives the output PE to
high, enabling the power supply for the sensor node. The PE signal goes low only
if VPS and VSS are both lower than the falling threshold (VTHF ). This design
not only guarantees the fast booting from the exhausted energy state but also
overcomes the penalty shutdown issue.

D1

VPS

D2

VSS

R1

R2
VRef

PE

Comparator

GND

Fig. 5. Improve the PE signal by considering both voltage of PS and SS devices.

4.2 Energy Flow Optimization

To optimize the energy flow, we adopt a power multiplexer technique in a sensor
node with the aims to maximize the sensor node availability. As shown in Fig. 6,
a voltage supervisor, which is a voltage window comparator, provides a signal
for a MOSFETs controller to select between the power sources of the PS and the
SS. As can be seen in the corresponding timing diagram, the PS is selected when
the voltage of the PS is higher than or equal to the rising threshold voltage of
the PS (VTHRPS). The SS is selected when the voltage of the PS is lower than
VTHRPS , and the voltage of the SS is higher than or equal to the falling threshold
voltage of the SS (VTHFSS). Otherwise, the sensor node is off.
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Fig. 6. Our proposed power multiplexer of VPS and VSS and its timing diagram

5 Network Simulations on OMNeT++

5.1 Simulation Setup

A network composed of N EDs and a BST is implemented in MiXiM version 2.1,
which is a simulator for wireless and mobile networks running on the OMNeT++
version 4.4.1 framework. Our simulations are performed on a PC with Core i7
Intel CPU, 8G RAM, and 256G SSD HDD. The MSP430 microcontroller and
the CC2420 2.4 MHz RF transceiver, which are already available on MiXiM 2.1,
are equipped in a node. This network simulates a monitoring application for a
300 m× 300 m area. The BST is located in the middle of this area while EDs
are randomly distributed around it. All EDs are equipped with two solar cells
4× 6 cm in size. Each ED stores its harvested energy in a supercapacitor (CS)
initially charged to V0 = 2V. The minimum and maximum voltages for this
storage device are VMin = 1.8V and VMax = 5.2V, respectively. The consumed
energy profile of a wireless node is summarized in Table 1.

The battery model in MiXiM is modified to support two different capacitors
used for the energy storage. A battery monitor controls the battery state of
charge as follows. Every second, an amount of harvested energy charges the
battery. According to the PS state of charge (SoC), this energy charges the PS
until it is full before charging the SS. Whenever the node is active, the battery
monitor updates the SoC of the PS by the amount of consumed energy for node’s
operations. Then, a part of the energy from the SS is fed to the PS. During the
discharging process, if the SoC of the PS is lower than a minimum value (i.e.,
VPS < VTHF ), a reset signal is active to stop all operations of the node.

Communications between nodes rely on an asynchronous MAC protocol
named RICER (Receiver Initiated Cycled Receiver) [17], which is well adapted
to WSNs powered by ambient energy compared to synchronous protocols [18].
The main reason is due to the energy and complexity overhead by regularly
performing a synchronization process. It means that synchronous protocols are
relevant to networks having high traffic because of exchanged packets for the syn-
chronization between many nodes. However, in the context of harvested energy
WSNs with low data rate (e.g., packets are sent every 30 s), asynchronous MAC
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Table 1. Consumed energy profile of a PowWow wireless node [16]

Description Symbol Value

Calculation Before Transmission ECBT 9.7µJ

Transmit/Receive wake-up Beacon EWUB 51µJ

Transmit/Receive ACK EACK 51µJ

Data Transmission EDT 80µJ

Data Reception EDR 100µJ

Clear Channel Assessment ECCA 18µJ

Sensing from sensors ESEN 27µJ

Transmission power PTx 66.33 mW

Reception power PRx 76.89 mW

Sleep power PSleep 85.8µW

protocols have shown their energy efficiency compared to synchronous protocols
[19]. As asynchronous protocols usually adopt a non-scheduled preamble sam-
pling scheme, both the transmitter and the receiver operate independently, and
therefore they do not need to be synchronized. However, a rendezvous must be
initiated either by the transmitter or the receiver to establish a communication.

In our simulation scenarios, all the nodes in the network periodically send
their data to the BTS every 15 s. While the leaf nodes act as transmitters only,
other relay nodes have to send their beacons whenever they wake-up since they
are potential receivers. It is also required for multiple links capability and a rout-
ing process. In the beginning, we consider an existing low-cost flooding algorithm
[20], in which the shortest path is usually selected to reduce the latency from leaf
nodes to the BST. Consequently, some nodes acting as relay devices may have to
forward packets from several nodes. In this case, the relay nodes have to perform
some additional communications. If the penalty shutdown occurs, many links on
the network are interrupted. This issue becomes critical if any relay node is a
bottleneck node. Therefore, in this work, we modified the routing algorithm in
order to select the path according to the available energy in each node as well
as the total delay. In consequence, this policy can reduce the data congestion
of relay nodes and balance the energy consumption among many nodes in the
network.

In this work, we evaluate the penalty shutdown issue in terms of the average
penalty shutdown period per day TPen defined by Eq. 1.

TPen =
∑N

i=1 TPen(i)
ND

(1)

Where TPen(i) (hours) is the total penalty shutdown period of an ED ith

during the whole simulation, N is the number of EDs and D is the number of
simulation days (24 h per day). Our simulation duration is 120 h (i.e., D = 5)
and N ranges from 5 to 25 nodes.
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5.2 Simulation Results

Figure 7 shows our simulation results regarding average penalty shutdown peri-
ods of the three approaches including the related approaches [4,5] and our two
proposed approaches. When the power enable signal considers the voltage of
PS (VPS) in the related approaches, the shutdown period is increased quickly
when the network size increases from 5 to 20 nodes and reaches the saturation
at N = 25 nodes. The main reason is that the number of neighbors around a
relay node increases accordingly to the network size, and each relay node not
only sends its packets to the BST but also forwards packets from their neighbors,
which requires a burst of energy from PS to accomplish all of these tasks. There-
fore, during the night, when the SS voltage is just lower than VTHR = 2.9V,
the relay node is easily shutdown since its VPS is lower than VTHF = 1.8V,
leading to a high penalty shutdown period. With higher than 20 nodes (i.e., the
network is dense), multiple relay nodes can forward a packet from a leaf node.
Our modified routing algorithm can select the forwarding path according to the
available energy in relay nodes, which helps to balance the consumed energy
among many relay nodes in the network. Therefore, the penalty shutdown issues
stop increasing quickly according to the size of the network which is higher than
20 nodes.

Our first proposed solution enhances the PE signal by considering both the
PS and SS voltages. Even though the PS suddenly drops below VTHF , the
wireless node is still powered by the SS as long as its voltage is higher than
VTHF . Therefore, it reduces the penalty shutdown and consequently maintains
the operations of the end device longer during the night when harvested energy is
not available. Considering the average values derived from Fig. 7, the shutdown

Fig. 7. Simulation results in terms of average penalty shutdown period



378 T.-N. Le et al.

period by enhancing the PE signal is 2.94 h, which is reduced 51% compared
to the related approach using MESC [4], with the shutdown period of 6.1 h. By
applying our solution, the node only shuts down completely when both VPS and
VSS are lower than VTHF . Although the shutdown period is reduced, the node
has reset when VPS is lower than VTHF even the PE is still enabled. This delay is
small for the booting process, but it takes a few seconds (e.g., 30 s) for the node
to initiate the whole system again before entering its sensing and communication
states.

Our second proposed solution overcomes the reset issue in the first solution
during the night when VPS is lower than VTHR since the power supply of the
end device is connected directly to VSS . The simulation results show that the
improvement in the second approach is 61% compared to the related approaches
because of avoiding the leakage energy from PS and the paradox issue. It means
that the ED has more budget energy for its operations during the night, leading
to a shorter shutdown period.

6 Conclusions

In this paper, we proposed two solutions to significantly overcome the penalty
shutdown issue in the dual-path architecture based harvested energy wireless
sensor networks. The first solution produces an enhanced PE signal by consider-
ing both the PS and SS voltages. The simulation results show that the reduction
of the penalty shutdown period is 51% compared to another related approach.
However, the use of enhanced PE signal still produces a small reset period that is
not ignorable for critical real-time monitoring applications. Our second proposed
solution completely solves this reset issue by directly connecting both the PS and
SS to the power supply of the sensor node and adding a voltage supervisor to
maintain the operations of the sensor node continuously. As a result, it mitigates
the leakage energy of the PS and the lost energy due to paradox issue to utilize
more budget energy for communications. The simulation results show that the
reduction of the penalty shutdown period is up to 61%. Future work focuses on
implementing and validating the second approach of energy flow optimization in
a real wireless sensor platform.
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Abstract. Wake-up radio (WuR) is a kind of ultra-low power
transceiver that consumes energy at 1000 times lower in magnitude when
compared to the main radio in traditional wireless sensors. When incor-
porated, traditional wireless sensor networks are possible to improve
energy efficiency and packet delay simultaneously by mitigating idle lis-
tening and overhearing issues. In recent years, many works have designed
and evaluated the performance of MAC protocols in WuR-enabled yet
single-hop (i.e. star-shaped) wireless sensor networks. This paper moves
to a multi-hop network and focuses on linear topology WuR-enabled
WSNs. It makes practical sense as large-scale WSN topologies could
be decomposed into multiple linear topologies. Based on WuR inherent
characteristics and also signal interferences among adjacent sensors, we
introduce some interesting design ideas and describe our proposed MAC
protocol in detail. Analytical results on expected radio-on time of inter-
mediate sensors when waken up are derived. Also numerical results based
on normalized per-hop energy and delay ratios show the effectiveness of
our protocol. It may serve as an interesting basis for potential researches
into more realistically large-scale WuR-enabled WSNs.

Keywords: Wireless sensor network · Wake-up radio
Linear topology · MAC protocol · Energy efficiency

1 Introduction

Wireless sensor networks have found varied applications in environment mon-
itoring, battlefield surveillance, industrial control, heath-care, and smart grid.
They typically consist of many small low-cost wireless sensors. These sensors are
in general battery-powered, bandwidth-constrained, and memory-limited. When
deployed in the field, individual sensors continuously sense their surroundings.
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As sensors have limited wireless communication ranges and often no communi-
cation infrastructure is available in the field, the sensors have to forward the
generated data packets to the sink in a hop-by-hop manner by themselves.

The wireless sensor networks are desirable to operate unattendedly in months
or even years. Thus it is necessary to conserve the limited energy when forward-
ing data packets. Typically duty-cycling [2] is an effective approach yet causing a
large end-to-end packet delay, whereas always-on incurs considerable idle listen-
ing and overhearing issues. In recent years, ultra-low power wake-up radio (WuR)
transceivers [12] have been designed and subsequently manufactured that have
an energy consumption rate of around 1000 times smaller in magnitude [11]
when compared to traditional radio transceivers, i.e. μW versus mW [9]. After
they are incorporated into traditional sensors, it is possible to keep main radio
transceivers asleep as long as possible and wake up them whenever needed via
wake-up beacon packets. As such, dilemma of energy efficiency and end-to-end
packet delay is mitigated, if not completely resolved, although the price of build-
ing WuR-enabled sensors would rise.

This work focuses on a multi-hop linear (i.e. chain-based) topology [13], which
serves as the most fundamental building blocks of large-scale topologies. The
sink is located at one end of the linear topology. The constituting sensors can
be thought of as cluster-heads. They forward data packets towards the sink on
behalf of their upstreaming sensors, as well as their own cluster-members. Each
sensor comprises one main radio transceiver and another ultra-low power radio
receiver (WuRx). The main radio transceiver remains asleep as long as possible.
In contrast, the WuRx is always on. WuRx receives only wake-up beacon pack-
ets and no data packets. Moreover, WuRx cannot transmit packets. Wake-up
beacon packets are generated and transmitted by the main radio transceiver
with dynamic physical technologies. The wake-up beacon packets as well as
data/acknowledgement packets share the same frequency band. Nevertheless,
the wake-up beacon packets are transmitted at a lower bit rate yet with much
stronger signal strength when compared to data/acknowledgement packets.
This accounts for WuRx’s lower signal sensitivity and slower signal processing
capability.

Beacon packets are addressable. Specifically, each sensor gets its identifica-
tion number at the initialization phase. When WuRx receives a wake-up beacon
packet, it matches the identification number of its hosting sensor against that
in the beacon packet. Whenever matched, a wake-up signal is generated and
sent to the main controller of its hosting sensor. Subsequently, the main radio
transceiver is switched on for exchanging wake-up acknowledgement, data, and
data acknowledgement packets.

Wake-up radios have witnessed potential advantages in increasing energy
efficiency and sustaining system performance simultaneously in wireless sensor
networks. In general, related researching works can be categorized into either
receiver-initiated (RI) or transmitter-initiated (TI) paradigms.

The receiver-initiated paradigm is suitable for data collecting applications,
where wake-up beacon packets are to wake up neighboring senders who may
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possess interesting data packets. [7] presents and models a receiver-initiated
consecutive packet transmission WuR MAC protocol, where multiple packet
transmissions are packed into a single access winning competition. As such, los-
ing senders avoid unnecessarily medium competitions in the multiple separate
packet transmissions. Yet [7] only studies a single-hop network setting.

The transmitter-initiated paradigm is suitable for data reporting applica-
tions, where wake-up beacon packets are to wake up the relevant receivers
(often sinks) that should get urgent data packets quickly. For instance, [5] intro-
duces a backoff procedure before transmitting wake-up beacons in order to avoid
potential collisions among wake-up beacons, and correspondingly removes back-
off requirements from the main radios. It assumes the same contention window
in every cycle with analysis based on discrete time Markov chain models. [6]
presents and models performances of CCA WuR, CSMA WuR, and ADP WuR.
It attempts to extend light traffic WuR-based MACs into varied heavy traffic
scenarios. In contrast to previous always-on wake-up radios, [10] presents and
optimizes a duty-cycled WuR-based MAC protocol, where the wake-up radio is
duty-cycled in order to reach further higher energy efficiency. However, all these
aforementioned TI works are still in single-hop networks.

As for formal analysis frameworks [3], [1] present absorbed Markov chain
models to analyze TI works, where the number of transmission failures is
assumed to follow a geometric distribution. However, both frameworks are based
on the single sensor level, not on the MAC level competition in single-hop net-
work, let alone on the multiple-hop network.

Mobile sinks [8] are used to collect data packets from adjacent sensors via
transmitting on-demand wake-up beacons. In contrast, LoRa [4] combines long
range wireless communication technologies to collect data packets directly (not
by hops) from individual remote clusters that are equipped with wake-up radios.

Our work is obviously different from the previous ones, since we are focusing
on designing MAC protocols in multiple-hop linear topology WuR-enabled wire-
less sensor networks, and may ignite potential researching interests shifting away
from single-hop networks. The rest of the work is organized as follows: We intro-
duce network background, design ideas, and present our MAC protocol in Sect. 2.
Theoretical results on total en-route non-sleep time and simulation results on
per-hop delay as well as energy consumption ratios are shown in Sects. 3 and 4,
respectively. Finally, Sect. 5 concludes the work.

2 Proposed MAC Protocol in Linear Topologies

We first present background for multi-hop linear topology networks. Then we
introduce design ideas of MAC protocol by exploiting characteristics of wake-up
radios as well as the linear topology. Finally, we give the protocol details from
an event-driven perspective in order to facilitate simulation implementation.

Background. Since the linear topology is considered in this work, all of the n
sensors are positioned in a straight line with the distance between consecutive
sensors being exactly the wake-up range. In particular, the sink is also on such
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a line, with the wake-up range being away from the nth sensor. In general, the
main radio has better sensitivity and could detect much longer communication
signals than WuRx. Yet in this work, these main radios are supposed to adjust
their transmitting power to efficiently conserve limited onboard energy and also
to match the wake-up range. In this way, the wake-up beacon packets and data
packets can only reach the most adjacent sensors. The whole packet exchange
between two consecutive sensors is as below: wake-up beacon, wake-up acknowl-
edgement, data, and data acknowledgement. Note that all four kinds of packets
are transmitted by the main radio. In contrast, except that wake-up beacon is
received by WuRx, the remaining three are still received by the main radio.
Recall that signals of the four kinds of packets occupy the same frequency band,
it is possible to form collisions among them. Usually, the radio interference range
of data and acknowledgement packets is longer than their communication range.
As wake-up beacon has much stronger signal strength, its radio interference
range is even longer than that of other three kinds of packets.

Each sensor on the linear topology, as well as its cluster-member sensors,
continuously monitor their surroundings. Application-specific interesting data
packets are obtained from time to time. Among them, delay-tolerant packets
can be collected by duty-cycling methods or mobile sinks. Yet urgent packets, for
instance, exceeding temperature threshold in fire detection and violating mate-
rial concentration in environment monitoring, should be forwarded to the sink
as quickly as possible. In realistic environments, the urgent data emerges ran-
domly and significantly infrequently. It would be affordable by the wake-up based
packet forwarding, because the wake-up beacons are much more energy consum-
ing. Note that only the sensors constituting the linear topology are equipped
with WuRx. Other cluster-member sensors in the sensor network are still tradi-
tional sensors. Once they have obtained the urgent data, they may wake up its
belonging cluster-head sensor on the linear topology and then forwards its urgent
data packets. Then the cluster-head sensor on the linear topology could wake-up
its downstreaming sensor in turn. In this way, our linear topology network still
has realistic application potentials, and also refrains from huge deployment cost.

As the same to the existing literature, urgent data packets in this paper
on individual sensors are supposed to follow independent Poisson processes in
temporal dimension. Each cluster-head sensor on the linear topology is supposed
to have an aggregate urgent data rate of λ based on composition characteristics
of Poisson data processes of individual cluster-member sensors. Hereafter, we
investigate only cluster-head sensors, and postpone additional implications of
wake-ups and data transmissions from cluster-member sensors in the future work.

Design Ideas. On the linear topology, it is intuitive for individual sensors to
route the urgent data packets unidirectionally towards the sink, without any nec-
essary complex routing decisions made on-the-fly. Thus, wake-up beacon pack-
ets are always towards the downstreaming sensors. The protocol stack would be
mainly issues at the MAC layer. Besides the traditional CSMA rule, design ideas
for our MAC protocol in the linear topology are as follows: (1) when the sensor
receives a wake-up beacon packet while it is involved with forwarding packets
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Algorithm 1. On generating a data packet
1: append the data packet into the transmitting queue
2: if timer data, timer ack, timer channel, timer forward are all off then
3: switch on the main radio if it is asleep
4: set timer channel on with timeout being interval cca
5: end if

Algorithm 2. On receiving a wake-up beacon packet
1: switch on the main radio if it is asleep
2: set timer channel off if it is on
3: transmit a wake-ack packet
4: the main radio switches into receiving state
5: set timer data on with timeout being interval data

to its downstreaming sensor, it should prioritize upstreaming packet forwarding
activities immediately; (2) the sensor wakes up its downstreaming sensor to for-
ward packets only after the upstreaming sensor has finished transmissions of all
available data packets; (3) the sensor should refrain from waking up its down-
streaming sensor if its last data forwarding activity has not gone enough long
time.

Due to inherent characteristics of linear topology, it should be better to
gracefully give transmission privileges to other sensors when detecting channel
busy. If downstreaming sensors get the channel, the urgent data packets will be
forwarded to the sink quickly. If the upstreaming sensors get the channel, sooner
or later the current sensor will get the channel via receiving wake-up beacon
packets. As such, concurrent forwarding activities on the linear topology will be
separated by at least some physical hops in spatial dimension. This contributes
to both interference mitigation and energy conservation simultaneously.

Proposed MAC Protocol. Now, we give the detail of our MAC proto-
col. Specifically, from an event-driven perspective, the sensor state remains
unchanged unless (1) the sensor generates an urgent data packet; (2) the wake-
up radio receives a wake-up beacon packet; (3) the main radio receives a wake-up
or data acknowledgement packet; (4) the main radio receives a data packet; (5)
timeout on data packet arrivals, timeout on wake-up or data acknowledgement
packet arrivals, channel being continuously idle sufficiently long, and last down-
streaming packet forwarding gone long time. We present how the sensor copes
with each aforementioned triggering event in the following.

Algorithm 1 copes with the case of the sensor that generates an urgent data
packet. Specifically, the sensor first appends the data packet in the transmit-
ting queue. Then it checks whether it is waiting for data packet, data or wake-
up acknowledgement packet, channel being idle sufficiently long, or last down-
streaming packet forwarding gone enough long time. If any of these four timers
is on, then nothing needs to be done. Otherwise, the main radio is switched on if
it is still asleep. Then the main radio conducts channel CCA via setting a timer
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Algorithm 3. On receiving a wake-up or data acknowledgement packet
1: set timer ack off
2: remove corresponding data packet from the transmitting queue if data-ack received
3: if the transmitting queue is empty then
4: the main radio switches into sleep state
5: set timer forward on to suspend downstreaming packet forwarding temporally
6: else
7: transmit the data packet at the head of the transmitting queue
8: set timer ack on, and the main radio switches into receiving state
9: end if

Algorithm 4. On receiving a data packet
1: append the data packet into the receiving queue if not duplicated
2: respond with a data acknowledgement packet
3: the main radio switches into receiving state
4: set timer data on with timeout being interval data, for waiting for next data packet

(i.e. timer channel) with the channel continuously idle for at least interval cca
time. Timer channel could simply become timeouts every interval cca seconds.

Algorithm 2 copes with the case of the sensor that receives a wake-up beacon
packet. Specifically, if the main radio is asleep, then the sensor switches on it. The
sensor sets timer channel off with the purpose that any pending downstreaming
packet forwarding, if existing, should be suspended immediately. Subsequently,
the sensor responds with a wake-up acknowledgement packet to the upstream-
ing sensor. As such, the upstreaming packet reception is prioritized immediately.
Afterwards, the main radio listens for the channel and waits for receiving forth-
coming data packets in interval data seconds.

Algorithm 3 copes with the case of the sensor that receives a wake-up
acknowledgement packet or data acknowledgement packet. Specifically, the sen-
sor first sets off the corresponding timer (i.e. timer ack). If a data acknowledge-
ment packet is received, then the corresponding data packet is removed from
the transmitting queue. Subsequently, if there is no data packet in the transmit-
ting queue, the sensor switches the main radio off and also sets timer forward
on with timeout being interval exchange. As such, consecutive downstreaming
packet forwardings can be separated by sufficient long time. In case data pack-
ets exist in the transmitting queue, the sensor transmits the data packet at the
queue head, sets on a timer (i.e. timer ack) with timeout being interval ack sec-
onds that is to wait for data acknowledgement packet, and switches the main
radio into receiving state.

Algorithm 4 copes with the case of the sensor that receives a data packet.
Specifically, the sensor appends the received data packet into the receiving queue
if not duplicated. Then the sensor responds with a data acknowledgement packet
and the main radio switches into receiving state. Finally, the sensor sets on a
timer (i.e. timer data) with timeout being interval data in order to determine
whether the upstreaming sensor has finished all data packet forwardings.
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Algorithm 5. On four kinds of timeouts
1: if timeout is from timer data or timer forward then
2: set the corresponding timer data or timer forward off
3: if timer forward is off then
4: if the receiving queue is nonempty then
5: invoke Algorithm 1 with each packet extracted from the receiving queue
6: else if the transmitting queue is nonempty then
7: set timer channel on, with continuously idle being at least interval cca
8: end if
9: end if

10: else if timeout is from timer ack then
11: set timer ack off
12: set timer channel on with random-value timeouts, being idle at least interval cca
13: else if timeout is from timer channel then
14: if channel continuously idle time is less than interval cca then
15: reset timer channel on again with random-value timeouts
16: else
17: set timer channel off
18: if an expected data acknowledgement packet does not arrive then
19: transmit a data packet at the head of the transmitting queue
20: set timer ack on, waiting for a data acknowledgement packet
21: else
22: transmit a wake-up beacon packet
23: set timer ack on, waiting for a wake-up acknowledgement packet
24: end if
25: end if
26: end if

Algorithm 5 copes with different cases of timeouts. Specifically, if the timeout
is from timer data or timer forward, the sensor sets the corresponding timer off.
Then it checks whether the timer forward is off (i.e. last downstreaming packet
forwarding has gone long time). If so, all of the data packets within the receiv-
ing queue is in turn extracted and feeded to Algorithm1. Otherwise, i.e. the
receiving queue is empty, then the sensor starts a clear channel assessment pro-
cess whenever the transmitting queue has pending data packets. If the timeout is
from timer ack, the sensor sets it off, and sets timer channel on with the timeout
being some randomly chosen large value (i.e. implementing backoff effects). In
general, the range of the random timeout is multiple times of a single data packet
forwarding. If the timeout is from timer channel, the sensor checks whether the
channel has been continuously idle for at least interval cca. If not, the sensor
resets the timer channel and checks at its next timeout again. If so, the sensor
sets timer channel off. Depending on the current context, the sensor transmits a
data or wake-up beacon packet and sets timer ack on, waiting for corresponding
acknowledgement packet.
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3 Theoretical Results

The objective of this section is to derive average radio-on time interval for inter-
mediate sensor when being waken up on the linear topology. In the following
theoretical analysis, we assume there is no signal interference among concur-
rent packet forwardings as well as channel errors for simplified derivations (The
simulation results in the next section will account for signal interferences, while
channel errors will be considered in the future). Recall that each sensor inde-
pendently generates urgent data at λ packets/second, and these packets should
be forwarded towards the sink without en-route data aggregation.

Let τ denote time interval of one data packet transmission as well as
its acknowledgement packet. Suppose the intermediate sensor in question has
received k (k = 1, 2, · · · ) data packets from the upstreaming sensor, and it needs
to forward these k packets towards the sink. We have the following major result.

Theorem 1. Let Pj|k denote the probability that given k packets in buffer, the
sensor forwards these k packets and then consecutively forwards j locally gener-
ated packets within one continuous forwarding activity, then

Pj|k =
λj

j!
kτ(kτ + jτ)j−1e−λ(kτ+jτ), k = 1, 2, 3, · · · , j = 0, 1, 2, · · · . (1)

Proof. Let Xi (i = 1, 2, · · · ), denote the time interval between (i − 1)th and ith
local data packets, we can easily know for any k (k = 1, 2, 3, · · · ) that P0|k =
P (X1 ≥ kτ) , and for any j (j = 1, 2, · · · ) that

Pj|k = P

(
X1 < kτ, · · · ,

j∑
i=1

Xi < (k + j − 1)τ,
j+1∑
i=1

Xi ≥ (k + j)τ

)
.

Denote by P0(x) = P (X1 ≥ x) , and for any j (j = 1, 2, · · · ) that

Pj(x) = P

(
X1 < x, · · · ,

j∑
i=1

Xi < x + (j − 1)τ,
j+1∑
i=1

Xi ≥ x + jτ

)
, (2)

we use mathematical induction method to verify that for any j ≥ 0 and x > 0

Pj(x) =
λj

j!
x(x + jτ)j−1e−λ(x+jτ). (3)

In fact, it is easy to verify that the result is true for the base j = 0 or j = 1.
Suppose the Eq. (3) is true for j = n, we need to verify that it is also true for
j = n + 1. Now, for any x > 0, we have

Pn+1(x) =
∫ x

0

f(t)Pn(x + τ − t)dt =
∫ x+τ

τ

f(x + τ − y)Pn(y)dy

=
∫ x+τ

τ

λe−λ(x+τ−y) · λn

n!
y(y + nτ)n−1e−λ(y+nτ)dy

=
λn+1e−λ[x+(n+1)τ ]

(n + 1)!
· (n + 1) ·

∫ x+τ

τ

y(y + nτ)n−1dy.

(4)
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It is obvious by a straightforward mathematical manipulation that

(n + 1)
∫ x+τ

τ

y(y + nτ)n−1dy = x[x + (n + 1)τ ]n. (5)

Substituting Eq. (5) into Eq. (4), we will have

Pn+1(x) =
λn+1

(n + 1)!
e−λ[x+(n+1)τ ] · x[x + (n + 1)τ ]n, x > 0. (6)

This means that result (3) is also true for j = n+1, and therefore the theorem
is verified by noting Pj|k = Pj(kτ) through mathematical induction method. �

Remark 1. When j = 0, 1, we have P0|k = e−λkτ and P1|k = kλτe−λ(k+1)τ .
This respectively represents the probability that after the sensor forwards all of
k packets, no or only one local data packet is generated and forwarded.

Based on the above main Theorem, we may have the follow direct corollary.

Corollary 1. Denote by K the number of packets at the epoch of starting for-
warding packets at any sensor and JK is the number of total new packets for-
warded from the starting epoch to the epoch when no packet is available in the
given sensor. If the distribution of K is given by qk (k = 1, 2, ...), then the aver-
age number, denote it by Φ, of packets forwarded in a cycle from starting epoch
to the ending epoch for the specified sensor is given by

Φ =
∞∑

k=1

∞∑
j=0

qkλj

j!
k(kτ + jτ)je−λ(kτ+jτ)

Proof. By using the major result in the Theorem, we will have

Φ =E[K + JK ] =
∞∑

k=1

E[k + Jk]qk =
∞∑

k=1

∞∑
j=0

(k + j)Pj|kqk

=
∞∑

k=1

∞∑
j=0

qkλj

j!
k(kτ + jτ)je−λ(kτ+jτ)

Considering the first sensor on the linear topology, its qk when k = 1 is equal
to 1. Then its Pj|1 is calculated. Considering the second sensor, its qk, when
k = 1 + j, is equal to Pj|1 multiplied by q1 = 1 of the first sensor. Considering
each other downstreaming sensor on the linear topology, its qk is equal to the
sum of Pk−θ|θ multiplied by qθ of its upstreaming sensor where θ = 1, 2, · · · , k.

Remark 2. When accounting for time intervals of wake-up and wake-ack
packet, let ξ = Twakeup + Twake ack that is fixed and independent of τ , then
the modified version of Pj|k, denote it by P ′

j|k, is given by

P ′
j|k = P

(
X1 < kτ + ξ, · · · ,

j∑
i=1

Xi < (k + j − 1)τ + ξ,

j+1∑
i=1

Xi ≥ (k + j)τ + ξ

)
.
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With similar derivations, the modified version of Φ, denoted by Φ′, can also
be derived similarly. For each intermediate sensor on the linear topology, its
radio-on time when waken up can thus be approximated by the τ multiplied by
the sum of Φ′ of the upstreaming sensor and current sensor. This expression is
helpful for deployment where corresponding sensor density should be achieved
for getting a balanced lifetime across different linear topology positions.

4 Simulation Results

We present simulation results of performance of our MAC protocol where packet
forwarding undergoes signal interference that is neglected in the previous analysis
results. We made a custom-built discrete-event simulator based on R program-
ming language, strictly according to the aforementioned five algorithms. The
relevant time instants and energy consumption of main radios are recorded until
all data packets arrive at the sink. The default values of relevant parameters
are shown in Table 1, which is referred to [5]. In addition, the interference range
of data signals is twice of inter-sensor distance, while the interference range of
wake-up beacon signals is four times of that distance. Each sensor produces data
at a rate of 0.1 packet/second according to independent Poisson processes.

Table 1. Parameter configuration

Parameters Data packet ack packet Data rate cca interval cca current rx current

Value 35 5 20 128 20.28 18.8

Unit bytes bytes kbps µs mA mA

Parameters Beacon packet Beacon rate Data tx current Beacon tx current

Value 6 8192 17.4 152

Unit bytes bps mA mA

In order to achieve comparable results among different scales of linear topol-
ogy networks, we normalize performance results as follows. As data packets
emerge randomly among individual sensors, we get the per-hop delay being
total end-to-end delay of all data packets divided by their total hops. Then
normalized per-hop delay ratio is obtained with the per-hop delay divided by
the idealized one, which is equal to sum of time intervals for CCA, wake-up,
wake-up acknowledgement, data and data acknowledgement packets. Similarly,
normalized per-hop energy ratio is obtained with the per-hop energy consump-
tion divided by the idealized one, which is equal to sum of energy consumption
for conducting CCA, transmitting wake-up beacon packets, transmitting and
receiving wake-up acknowledgement/data/data acknowledgement packets. Note
that receiving wake-up packets is not accounted for, because WuRx is always
on. The following plots are an average of 50 independent runs of simulations.

Figure 1 shows the per-hop delay ratio when varying number of sensors in the
linear topology network, with total number of packets injected being 100. We
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Fig. 1. Per-hop delay ratio vs sensors Fig. 2. Per-hop delay ratio vs packets

observe that as the number of sensors increases, the per-hop delay ratio decreases.
This is because the average spatial distance between data packets grows, which
mitigates signal interference among packets. Figure 2 shows the per-hop delay
ratio when varying number of packets injected into the network, with the num-
ber of sensors being 200. We can see that more packets injected, much larger
the ratio becomes. A deep investigation reveals that some spatial-and-temporal
adjacent data packets would pack together into single packet propagation pro-
cess. Multiple packets may be forwarded in a single wake-up activity. Thus, delay
accumulates quickly because the previously received packets in the queue cannot
be forwarded further by the downstreaming sensor until all packets have received
from the adjacent upstreaming sensor.

Fig. 3. Per-hop energy ratio vs sensors Fig. 4. Per-hop energy ratio vs packets

Figure 3 shows the per-hop energy ratio when varying number of sensors,
with packets injected being 100. We observe that the energy ratio fluctuates
within a small value range, indicating the average per-hop energy consumption
remains stable. Figure 4 shows the per-hop energy ratio when varying number of
packets injected, with sensors being 200. We find that the per-hop energy ratio
obviously goes down when more packets become available. This is due to chances
of multiple data packets packed into wake-up batch forwarding activities.
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5 Conclusions

This paper investigates how urgent data packets propagate on the linear topol-
ogy WuRx-enabled wireless sensor networks. It presents some interesting design
ideas, proposes detailed MAC protocol in event-driven processes, presents the-
oretical results on expected radio-on time of intermediate sensor when waken
up without accounting for signal interferences, and shows numerical results on
normalized per-hop delay and energy ratios upon a custom-built simulator with
interferences implemented. It opens a new direction on evaluating WuR applica-
tions towards large-scale, multi-hop instead of single-hop (i.e. star-shaped) wire-
less sensor networks, especially when taking channel noise and non-independent
urgent data process into account.
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Abstract. Algebraic connectivity (second smallest eigenvalue of the
supra-Laplacian matrix of the underlying multilayer network) and inter-
layer coupling strength play an important role in the diffusion processes
on the multiplex networks. In this work, we study the effect of inter-
layer coupling strength, topological structure on algebraic connectivity
in weighted multiplex networks. The results show a remarkable tran-
sition in the value of algebraic connectivity from classical cases where
the inter-layer coupling strength is homogeneous. We investigate various
topological structures in multiplex networks using configuration model,
the Barabasi-Albert model (BA) and empirical data-set of multiplex net-

works. The threshold value d
′
c is found smaller in heterogeneous net-

works for all the multiplex networks as compared to the homogeneous
case. Experimental results reveal that the topological structure (average
clustering coefficient) and inter-layer coupling strength has considerable
effect on threshold values for the algebraic connectivity.

Keywords: Multiplex network · Algebraic connectivity
Coupling strength · Diffusion dynamics
Homogeneous and heterogeneous distribution of weights

1 Introduction

Most complex systems ranging from social, biological, physical, information and
engineering, include multiple subsystems and layers of the connectivity among
them. The approach of traditional complex network considers the case, where,
each component is considered into a network’s node, and interaction between
these components is considered as a number, quantifying the weight of the cor-
responding link [4]. Therefore, it is important to take into account the ‘multi-
layer’ nature of these systems for better understanding the dynamics on complex
systems (diffusion, spreading process, congestion, etc.).
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The behavior of dynamical process on multiplex networks is related to alge-
braic connectivity which is also known as the second smallest eigenvalue (λ2) of
the supra-laplacian matrix of the underlying multiplex network [18]. Laplacian
eigenvalues are more intuitive and very much important than the spectrum of
the adjacency matrix [13]. Algebraic connectivity is a parameter that provides
meaningful information about the diffusion properties of the network [9], its abil-
ity to synchronize [1] and its modularity [15]. Network characteristics (average
degree of nodes, clustering coefficient, etc.) at each layer and interlayer cou-
pling (homogeneous-linearly coupled, heterogeneous-non-linearly coupled) pat-
terns have significant impact on the diffusion process in overall complex systems.
In many cases abrupt change in values of (λ2) is an indicator that the diffusion
process is faster when the two-layers of the multiplex network superimpose on
each other as compared to individual layer. These results are a direct impact
of the emergence of more routes between every pair of nodes because of the
multilayer structure [8].

In the existing literature, spreading processes studied by considering multi-
plex network with an homogeneous nature and assuming a random [14] network
model, the BA model [2] or a combination of both models. However in many situ-
ations, multilayer networks are heterogeneous (i.e. they possess an heterogeneous
pattern of interconnections). Most of the existing networks show a long-tailed
degree distribution, approximated by a power-law distribution, P (k) ∼ k−γ .
Therefore, it is important to have an algorithm in order to generate networks
with such feature but random regarding other network properties. The BA model
generates scale-free networks, but the value of the exponent γ cannot be con-
trolled. On the other hand, the Configuration model generates a network with
any given arbitrary degree sequence while enabling the control of the exponent
value γ for networks with a power-law degree distribution. The Configuration
may be applied, for example, to quantify the impact of the clustering over a
particular dynamical process. Also there are consequences of addition of layer
and non-homogeneous inter-layer coupling strength on dynamics on multilayer
networks. Hence, it motivates us to propose a new model for heterogeneous
multiplex networks and to study its dynamical behavior through the algebraic
connectivity of the supra-Laplacian matrix. By tuning the degree-exponent γ,
the threshold value of dc for homogeneous network can be controlled thereby
changing the average clustering coefficient.

1.1 Current State of the Art

Spectral properties of the combinatorial supra-Laplacian of underlying intercon-
nected multiplex networks affects the dynamics of different types of diffusion pro-
cesses [9,16]. Laplacian matrix, and its characteristics are greatly influenced by
inter-layer coupling among layers. After changing in the second smallest eigen-
value of supra-Laplacian of an interconnected multiplex network, two distinct
regimes can be observed and there is a structural transition phase between
them [16]. The influence of inter-layer structure on the dynamical processes
in the interconnected networks is studied in some of the recent works. Later,
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Wang et al. showed that the inter-layer links based on the node’s degree have less
impact on the spreading size than the density of interconnections [19]. Saumell
et al. found that the effect of correlations among the intra-layer and inter-layer
degree [17]. The researchers revealed that outbreak is possible if the correla-
tions among the nodes is high, even if the spreading threshold is not reached
in any one of the network considered separately. Effect of the layer-switching
cost on the spreading processes is studied by Cozzo et al. Layer-switching cost is
defined by taking into account the difference between transmissibility (i.e., effec-
tive spreading rates) in the SIR model for intra and inter-layer connections. The
researchers are shown that the outbreak state appears if the highest eigenvalue
∧ of the Jacobian matrix is more than 1. Similar results are presented in [6],
where the authors studied the SIS model in multiplex networks using a contact-
contagion method with multiple spreading rates for intra and inter-layer links.
They showed that the epidemic threshold of the entire network is controlled by
the layer with largest eigenvalue.

In the existing literature, two distinct kind of dynamical processes on mul-
tilayer networks are discovered: (i) a single dynamical process which lies on the
coupled structure of a multilayer network and (ii) ‘mixed’ or ‘coupled’ dynamics,
iwhere, two or more dynamical processes are explained on each layer respectively
and are coupled together by the presence of inter-layer connections among nodes
[8]. The behavior of single dynamical process depends both on intra-layer
structure and on inter-layer structure e.g., diffusion process. Coupled dynam-
ics are coupled dynamical processes, which are critical for considering phenom-
ena, e.g., the spreading dynamics of two simultaneous diseases in two-layer multi-
plex networks and disease spread may be coupled with the spread of information
or behavior in the different layers of the network. In [3], the timescales associated
with the global order parameters and the inter-layer synchronization of coupled
Kuramoto oscillators on multiplexes has been investigated. It showed that the
prior timescales are inversely proportional to the inter-layer coupling strength.
Further, convergence of the global order parameter is faster than the inter-layer
synchronization. In a recent work, diffusion dynamics on multiplex network is
studied while considering the heterogeneous nature of multiplex networks [12].

1.2 Multilayer Networks

The complex systems may be represented by a network with one layer only
(monoplex) and may have networks at multiple levels or with multiple types
of edges at different layer among same number of nodes (or with other similar
features). In these type of network we have layers other than the nodes and edges.
In the most general multilayer-network framework, each node belongs to any
subset of the layers, and we consider edges that encompass pairwise connections
between all possible combinations of nodes and layers [10]. A node u in layer α
can be connected to any node v in any layer.

Mathematically, a multilayer network is a pair, M = (G, C), where, G =
{Gα;α ∈ {1, . . . , L}} is a family of (directed or undirected, weighted or
unweighted) graphs. Gα = (Xα, Eα), where, Xα is the set of nodes N of layer α
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and Eα ⊆ Xα × Xα and represented by, Xα = {Xα
1 ,Xα

2 . . . Xα
N}. Set G is called

layers of M and, C is the set of interconnections between nodes of different layers
Gα and Gβ with α �= β,

C = {Eα,β ;α, β ∈ {1, . . . , L}, α �= β} (1)

The elements of C are called crossed layers, and the elements of each Eα are
called intra-layer connections of M in contrast with the elements of each Eαβ(α
�= β) that are called Inter-layer connections.

A multiplex network is a specific case of multilayer network where edges
among layers only connect the mapping of the same node to the other layers [10].
For example, lets consider PNB-IOB banking multilayer network, where layer
A contains the account holders of PNB Bank and layer B contains the account
holders of IOB Bank. Without loss of generality, here, both layer contains the
same number of nodes (accounts of the user) and here, any account holder may
have accounts at both layer of the network (e.g., on A person has its current
account on layer A and a saving account on layer B) (Fig. 1).

)b()a(

Fig. 1. (Left) A Multiplex Network (homogeneous) with two layers (Layer 1, Layer 2).
Uniform thickness (weights) of edges (intra-layer, inter-layer) represent homogeneous
nature. (Right) Heterogeneous multiplex network with non-uniform thickness (weights)
of edges (intra-layer, inter-layer).

Note that connections in layer A do not necessarily represent the same type
of connections that in layer B. Since one may have different transactions at each
layer. Finally, inter-layer links are created between the two accounts of the same
person, when a person transfer money to its own bank account at different layer
(e.g., from current account of PNB to saving account of IOB) leading to a 2-layer
multiplex network.

Topology and characteristics of the network at different layers in a multiplex
network plays an important role not only in the coupling strength but also in dif-
fusion process between the two layers. The research work presented in this paper
emphasizes on the study of algebraic connectivity by considering heterogeneous
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nature of underlying multiplex networks. To study the effect of network topol-
ogy and Inter-layer coupling strength on algebraic connectivity, the BA model
and the Configuration model (with given power law degree sequence) are consid-
ered. Both models follow a power-law (P (k) ∼ k−γ) degree distribution, but in
the Configuration model, various network properties can be tuned (e.g., degree
exponent (γ), clustering coefficient). For heterogeneous networks, it is required
to quantify the edge weights (intra-layer) and coupling strength (inter-layer),
which enables to determine the capacity between pair of nodes. We made the
choice of a two-layer multiplex network using data-sets of musical artists.

The rest of the paper is organized as follows: Sect. 2 discusses the proposed
methodology. In Sect. 3 results of the analysis are reported. Finally, in Sect. 4,
conclusions and future scope of the research are given.

2 Proposed Methodology

Network topologies, e.g., clustering coefficient, capacities of intra-layer links,
inter-layer coupling strength plays an important role in the diffusion process.
Therefore, edge weights (θα

i,j (non-linearly coupled case)) between pair of nodes
at any layer and inter-layer coupling strength (θαβ

i,j ) are quantified by taking
into account the node degrees and similarity measure using Pearson correlation
between them respectively then the intra-layer link weights at any layer α is,

θα
ij = (kα

i ∗ kα
j )ρα

i,j (2)

The Pearson correlation coefficient of the layer α is given by [5],

ρα
i,j =

n
∑

xy − ∑
x

∑
y

(n
∑

x2 − (
∑

x)2)1/2 ∗ (n
∑

y2 − (
∑

y)2)1/2
,−1 ≤ ρα

ij ≤ 1 (3)

where, ρα
i,j is the similarity measure between nodes, i and j for any layer α.∑

i,j xy accounts for common neighbors of i and j, while
∑

x,
∑

y represents
the degree of node i and j for the layer α, kα

i , kα
j respectively.

The following examples illustrates how the edge weights are computed after
considering a network of n = 10 nodes.

Case 1: ki = 5, kj = 5 and there are no common neighbors of i, j as shown
in Fig. 2(a). In this case ρi,j = −1 and θij = .04 which clearly indicates that
the capacity of link between nodes, i and j is low and diffusion will certainly be
slow.

Case 2: ki = 5, kj = 3 and there are no common neighbors of i, j as depicted
in Fig. 2(b). In this case ρi,j = −0.65 and θij = .172 which clearly indicates that
the capacity of link between nodes, i and j is a little bit more as compared to
case 1 and diffusion will be more.
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Case 3: ki = 5, kj = 5 and there is one common neighbors of i, j. In this
case ρi,j = −0.6 and θij = .19 as shown by thick edge in Fig. 2(c). Here, by
introducing an alternate path (common neighbor) capacity of the link between
nodes, i and j is considerably high as compared to case 1.

)c()b()a(

Fig. 2. Representation of how edge weights (intra-layer) are computed in all the above
mentioned cases.

From the above observations, we find that by introducing common neighbors
between nodes, i and j (ki ∼ kj), there is an increase of the value of ρi,j (in
case 1 and case 3) which means there is an alternate path from node i to j via
l leading to less congestion. Similar trend appears when there is considerable
difference between degrees ki, kj (no common neighbors). Therefore, an increase
in value of ρi,j towards negative side reduces the intra-layer link capacity, while
higher values of ρi,j towards positive side indicates the rise in the value of θα

i,j .
While constructing the network layers by using the configuration model (with

power-law degree sequence), more than one connected components are generated
depending upon the number of nodes n degree exponent γ. Therefore, in order
to obtain a single connected component, all the components are connected to the
largest component by picking a random node from it. Edges are rewired in order
to obtain higher number of triangles in the network layer. For linearly coupled
(wα

i,j = 1) nodes in each layer, diffusion constant in a layer α dα
x is taken as 1,

and among nodes at layers α and β, diffusion constant has been taken as dαβ
x .

The coupled dynamical equation [9] representing the evolution of state of node
xα

i , in a multiplex network consisting of K networked layers is given by:

dxα
i

dt
= dα

x

N∑

j=1

wα
ij(x

α
j (t) − xα

i (t)) +
K∑

β=1

dαβ
x (xβ

i (t) − xα
i (t)) (4)

where, wα
ij = θα

i,j/〈{θα
i,j}〉 is the effective edge weight. Similar kind of approach

has been used to quantify wαβ
ij .

The dynamical Eq. (4) can be casted in the usual form by defining the supra-
Laplacian of the multiplex as an KN × KN matrix of the form:

LM = LK + LI (5)
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Where LL depicts Laplacian of the independent layers and LI is the Inter-
layer Laplacian matrix.

LK =

⎛

⎜
⎜
⎜
⎝

d1L
(1) 0 · · · 0

0 d2L
(2) · · · 0

...
...

. . .
...

0 0 · · · dML(l)

⎞

⎟
⎟
⎟
⎠

(6)

Where, K = {1, 2, ...l} is the number of layers of the multiplex network and
N is the number of nodes in each network layer. The Laplacian matrix of each
layer α is given by Lα = Sα − Wα where Wα is the weights matrix at layer α,
and Sα is a diagonal matrix containing the strength of each node i at layer α,
(Sα)ii =

∑
j wα

ij . The weighted matrix for Inter-layer network is given as

WI =

⎛

⎜
⎜
⎜
⎜
⎜
⎝

0 X(1,2)I X(1,3)I · · · X(1,K)I
X(1,2)I 0 X(2,3)I · · · X(2,K)I
X(1,3)I X(3,2)I 0 · · · X(3,K)I

...
...

. . .
...

X(1,K)I X(2,K)I X(3,K)I · · · 0

⎞

⎟
⎟
⎟
⎟
⎟
⎠

(7)

Where, X(α,β) is a vector of edge weights between node i at layer α and its
replica at layer β{wαβ

ij , j = i}. Inter-layer laplacian LI can be computed from
WI . For linearly coupled case, {wαβ

ij = 1, j = i} and K = 2, LI takes the form:

LI =
(

d(1,2)I −d(1,2)I
−d(1,2)I d(1,2)I

)

(8)

where, I is the identity matrix of N ×N . The second smallest eigenvalue (λ2) of
the Laplacian matrix considered as algebraic connectivity of the graph G because
of the following proposition,

Let G = (V,E) represent a network with V set of nodes and E set of edges
with positive weights wij . The algebraic connectivity of the network G will be
positive and have the minimum value of the function [7]

φ(x) = n

∑
i,j∈E wij(xi − xj)2

∑
i,j∈E,i<j wij(xi − xj)2

(9)

over all non-constant n-tuples x = (xi).

3 Results and Analysis

The following setup has been considered for studying the diffusion dynamics
on two different weighted multiplex-networks: The first one is constructed using
the Barabasi-Albert [2] model with 500 nodes at each layer. The second one
is constructed using the Configuration model with power-law degree sequence
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(P (k) ∼ k−γ), γ = 2.1, 2.2 for layer 1 and layer 2 respectively) and 500 nodes at
each layer. For each of the multiplex network, the following scenario is considered:

– Nodes are non-linearly coupled (wα
i,j is not identical) and Inter-layer coupling

strength is non-uniform.
– Nodes are linearly coupled (wα

i,j = 1) and Inter-layer coupling strength is
uniform (wαβ

i,j = 1).
Values of λ2 (homogeneous inter-layer links) are computed by assuming all
inter-layer link weights (wαβ

i,j = dx), while λ
′
2 (heterogeneous inter-layer links)

is computed by setting weights to wαβ
i,j × dx respectively with changing the

values of dx from zero to 8 in steps of dx = 0.001.

We analyze the effect of controlling the parameter dx on diffusion dynamics
in linearly coupled and non-linearly coupled cases (as mentioned in Sect. 4).
Assuming dx = 0, the spectrum of supra-Laplacian is given by ∧(LM ) = {0 =
λ1 = λ2 < λ3 ≤ λ4 . . . λ2N} with λ3 = min(λ1

2, λ
2
2) in both cases. Spectrum of

Inter-layer Laplacian matrix is ∧(LI) = {0, 2dx}. In the absence of Inter-layer
coupling, the two layers behave independently thus λ1, λ2 = 0 in the spectrum
∧(LM ) indicates the existence of two independent connected components. The
threshold value dx > dc (d

′
c) as obtained in Figs. 3, 4 and 5, the effect of coupling

strength in both cases comes into play and λ2 (λ
′
2) suffers an abrupt change. Now

there is a transition in the eigenvalues of supra-Laplacian matrix of underlying
multiplex network. To illustrate our results, the evolution of eigenvalues of the
supra-Laplacian of multiplex networks have been computed by considering the
following network models:

(1) Multiplex network using BA model: From the experimental results,
in the case of linearly coupled multiplex network the value of dc is 0.450 and
for non-linear, value of d

′
c is 0.428 as shown in Table 1. In the regime where

(dx > dc(d
′
c)), λ2(λ

′
2) is controlled by monotonically increasing function that

converges at λ2 of {(L1 + L2)/2} with {L1 + L2} being the Laplacian matrix of
aggregated network as shown in Figs. 3 and 5 respectively. The values of λ2(λ

′
2)

saturates at dx > 8. Values of threshold dc (d
′
c) are obtained from experiments

and shown in Fig. 3.

Table 1. Values of different parameters for the BA model

Parameter Linearly coupled Non-linearly coupled

Threshold value 0.450 0.428

Clustering coefficient (Layer 1) 0.0539 0.0539

Clustering coefficient (Layer 2) 0.0599 0.0599

λ2 (Layer 1) 0.542 0.51

λ2 (Layer 2) 1.31 1.25

λ2(L
1 + L2)/2 1.489 1.42



400 R. Kumar et al.

Fig. 3. Algebraic connectivity vs coupling strength dx (For the BA model), which tunes
the average weight of the inter-layer links. Magenta solid line represents λ2 (inter-layer
Laplacian) = 2×dx and Blue horizontal dotted line is λ2 of the aggregate network (λ2)
= λ2 {(L1+L2)/2} (homogeneous case), while brown horizontal dotted line corresponds

to λ
′
2 (heterogeneous). (Color figure online)

(2) Multiplex using Configuration model: From the experimental results,
the value of dc (d

′
c) is obtained as 0.089 and 0.078 respectively as mentioned

in Table 2. Two layers of multiplex network (heterogeneous) behave as a sin-
gle layer when value of λ

′
2 of supra-Laplacian becomes 0.308 at dx = 0.365 as

shown in Fig. 4, while in homogeneous case λ2 saturates (λ2 = 0.4) at dx =
7.476. This is due to the consequence of the higher value of the average clus-
tering coefficients that can be observed from Tables 1 and 2. For larger value of
clustering coefficient, there are more triangles in the network which enables the
diffusion to take place at lower values of inter-layer coupling strength in the non-
linear case. Whereas in the case of homogeneous, λ2 saturates at higher values
of dx > 8.

Table 2. Values of different parameters for the Configuration model

Parameter Linearly coupled Non-linearly coupled

Threshold value 0.089 0.071

Clustering coefficient (Layer 1) 0.1665 0.1665

Clustering coefficient (Layer 2) 0.1623 0.1623

λ2 (Layer 1) 0.118 0.079

λ2 (Layer 2) 0.098 0.084

λ2(L
1 + L2)/2 0.40 0.308
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(3) Multiplex network using Empirical data-set: The multiplex network
has been constructed using the dataset representing the social network of a
research department at Aarhus [11] (http://larica.uniurb.it/sigsna/data/). Two
layers, Facebook and Lunch have been considered for the analysis as both layers
contains the same numbers of nodes. Table 3 and Fig. 5 show that experimental
results obtained using the empirical data-set are in agreement with the proposed
methodology as discussed in Sect. 2.

Fig. 4. Algebraic connectivities vs the coupling strength dx (For Configuration model),
which tunes the average weight of the inter-layer links. Magenta solid line represents
λ2 (inter-layer Laplacian) = 2×dx and Blue horizontal dotted line is algebraic connec-

tivity of the aggregate network (λ
′
2) = λ

′
2 {(L1 + L2)/2} (heterogeneous case), while

Brown horizontal line corresponds to λ2 (homogeneous). Red (Green) curved solid line

represent λ
′
2 (λ2) of supra-Laplacian matrix respectively. (Color figure online)

Table 3. Values of different parameters for the Empirical data-set

Parameter Linearly coupled Non-linearly coupled

Threshold value 0.081 0.008

Clustering coefficient (Layer 1) 0.67 0.67

Clustering coefficient (Layer 2) 0.63 0.63

λ2 (Layer 1) 0.08 0.008

λ2 (Layer 2) 0.76 0.11

λ2(L
1 + L2)/2 1.618 0.256

http://larica.uniurb.it/sigsna/data/
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Fig. 5. Algebraic connectivity vs the coupling strength dx (Empirical data-set), which
tunes the average weight of the inter-layer links. Magenta solid line represents λ2 (inter-
layer Laplacian) = 2 × dx and Blue horizontal dotted line is algebraic connectivity of

the aggregate network (λ
′
2) = λ

′
2 {(L1+L2)/2} (heterogeneous case), while Brown hor-

izontal line corresponds to λ2 (homogeneous). Red (Green) curved solid line represent

λ
′
2 (λ2) of supra-Laplacian matrix respectively. (Color figure online)

4 Conclusion and Future Work

From the analysis done, it is found that network structure (individual layer)
and heterogeneity play an important role in the diffusion dynamics on mul-
tiplex networks. Our experimental results reveal that in all the three taken
multiplex networks the value of d

′
c < dc as shown in Figs. 3, 4 and 5. Also

from the Tables 1, 2 and 3 it can be observed that dBA
c > dConfig.

c >
dEmpirical

c while, Average clusteringBA < Average clusteringConfig. <
Average clusteringEmp.. Therefore we conclude that experimental results are in
good agreement with the theoretical framework. In the present work, we studied
the behaviour of (λ2) supra-Laplacian of multiplex networks consisting of two
layers, by considering the BA model and the Configuration model. The results
are validated by considering an empirical data-set. For the experimental analysis,
it is assumed that each layer is a single connected component. In future work,
further analysis may be done such as perturbation analysis, synchronization etc.
for multiplex networks by considering multiple layers and real-world data-sets.
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Abstract. The microwave medical detection method is an emerg-
ing non-invasive technology, which starts showing great potential in
microwave biomedical applications. However, the practical application
of it still faces challenges such as the detection equipment is complicated
and difficult to control, and various interferences in the empirical situa-
tion. The difference between the microwave signal of healthy organs and
that of the patients with stroke is sometimes too subtle to be detected
when there are various noises within the detecting environment. This
paper designed a single-pair antenna microwave medical detection sys-
tem based on unsupervised feature learning for stroke detection. The
system uses unsupervised feature learning, principal component analysis
(PCA), to extract features, and then uses support vector machine (SVM)
to classify whether there is a stroke. The use of a single-pair antenna
greatly reduces the dimensionality of the sample features and also elimi-
nates the interference between antenna arrays. This paper also optimized
the detection position of the single-pair antenna. The performance of the
detection system was verified by simulation and experiment. The results
show that in the case of random interference, the detection system will
also achieve better results, and when the antenna is placed in the left
and right of the brain, the best performance will be achieved.

Keywords: Microwave medical detection · Stroke
Single-pair antenna · PCA · SVM

1 Introduction

Nowadays, microwave (MW) medical detection has incited new researches in
breast cancer and brain stroke due to its non-ionizing. Microwave-based devices
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are particularly suitable for prehospital use because they can be built in com-
pact and portable formats at a relatively low cost and can also be easy to use
[1]. Comparing to the breast cancer detection, the microwave stroke detection
presents more challenges because of the complex brain structure and low dif-
ference of dialectical property between the stroke and healthy brain tissues
[3,9,12,14]. The microwave imaging methods effectively used in breast cancer
are not directly applicable in brain stroke. On the other hand, the microwave
detection method based on classification and feature extraction shows its poten-
tiality to be a promisingly alternative solution. Furthermore, due to the less
bandwidth required from the classifying-based system, the proposed method
would be helpful to minimize the problem of designing an ultra-wideband (UWB)
antenna array and devices required from most microwave detection system nowa-
days [8,11,12]. Therefore, there are recent researches on the classification of
microwave scattering signal. Methods in [1,12,15] differentiate the intracerebral
hemorrhage (ICH) from the ischemic stroke (IS), while the hemorrhagic patients
are distinguished from healthy volunteers by classifying high dimensional fre-
quency microwave measurements. In [5], ensemble classifiers to fuse scattering
signals from multiple microwave antennas are designed to detect abnormalities
in the breast.

There are still serious challenges in classification-based microwave medical
detection. First, microwave medical detection equipment is complex in structure
and cumbersome to operate. To get omnibearing scattered MW wave signal,
an antenna array is usually deployed around the brain and a radio frequency
conversion device is provided to switch the signal source. Dozens of antenna
and MW cables not only make the system bulky and also generate noise due
to antenna and cable movements and discrepancies in antenna fabrication. Up
to now the minimum number of antenna is 12 designed by Persson et al. [12].
Second, the microwave signals have high dimensions, which will introduce the
following problems: redundant data which are irrelevant to the intrinsic charac-
teristics, and data singularity problem. These may cause the non-effectiveness
of the classification algorithms. Because of the subtle discrepancy between the
microwave signal of the healthy subject and that of the patient with brain stroke,
it is possible that the user response of the target is submerged in the noise and
hard to be detected. Thus, effective feature learning is important to obtain valid
features from the microwave signals.

To deal with the problems of microwave medical detection, we designed a
single-pair antenna microwave medical detection system based on unsupervised
feature learning. The use of a single pair of antennas simplifies the device archi-
tecture, eliminating the need for switching between antenna arrays and making it
easier to operate. Moreover, using this architecture to collect microwave signals
reduces the dimensionality of the features, and also eliminates the effects between
antenna arrays. We adopt unsupervised feature learning, PCA, to extract fea-
tures, which have good generalization ability and suitability because it can use
un-labeled data samples for training. Moreover, we choose SVM to be the classi-
fiers based on the learned features. And we optimized the measurement position
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of the antenna. The results are verified by both simulation data and experimen-
tal data, which show that we can obtain better performance when the antenna
is placed in the left and right of the brain even in the presence of random noise
interference.

This paper is organized as follows: In Sect. 2, the structure and theory of
the single-pair antenna microwave detection system are introduced. Then, the
simulation and experimental platform are introduced, and results are analyzed
in Sect. 3. The Sect. 4 part is the conclusion.

2 Single-Pair Antenna Microwave Detection System

The single-pair antenna microwave detection system consists of two parts: single-
pair antenna microwave measuring device, feature learning and classification
module, as shown in Fig. 1. The microwave signal is transmitted through a pair
of antennas to collect scattering information of the brain to generate sample
data. Then, PCA is used to extract expressive features, and finally SVM is used
to complete the recognition of stroke or not.

Fig. 1. Single-pair antenna microwave detection system

2.1 Single-Pair Antenna Microwave Measuring Device

Considering the current problems in microwave detection: system architecture
complexity, high acquisition feature dimensions, and susceptible to interference.
We designed a microwave measuring device based on a single-pair antenna. The
model is shown in Fig. 2. The model uses a transmit antenna and a receive
antenna, so we collect the microwave scattering parameter, S21, as the sam-
ple feature information. Using the step-frequency radar technique, the scattered
signals are collected by the RF transceiver in the frequency-domain, and each
collected signal data is a vector:

xi ∈ C(fl < fm < fh) (1)
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Fig. 2. Single-pair antenna measuring device model

Where fm is one of the M frequency sampling points over the working band-
width from fl fh,m = 1, 2, 3...M , and i is the is the sample number, i = 1, 2, 3...n.
Each sample is a microwave scattering parameter, S21, collected by a pair of
antennas, represented as a one-dimensional vector. Assuming we have collected
n samples, the sample sets collected is expressed as follows:

[X] =

⎡
⎣

x1(f1) ... x1(fM )
... ... ...

xn(f1) ... xn(fM )

⎤
⎦
n×M

(2)

This microwave measuring device discards the complex antenna array structure
and selects a simple pair of antennas to collect data. On the one hand, it simplifies
the measurement architecture and makes it more convenient and efficient. On
the other hand, it also reduces the characteristic dimension of information and
also reduces noise interference. Taking into account the complex structure of the
brain, the microwave signals collected by the antennas at different positions will
also be different. Therefore, it is necessary to optimize the antenna placement,
and we will discuss and analyze it in the following simulations.

2.2 Feature Learning and Classification Module

PCA. The principal component analysis (PCA) is a typical method of unsuper-
vised feature learning utilized to reduce the dimensionality of data samples [10].
PCA can be defined as the orthogonal projection of the data into a lower dimen-
sional linear space, known as the principal subspace where the variance of the
projected data is maximized. The principal components are acquired by com-
puting the eigenvectors and eigenvalues of the covariance matrix of the dataset.
The eigenvectors corresponding to the directions of principal components of the
original data and their statistical significance are given by their corresponding
eigenvalues. To have dimensionality reduction, only a small part of the most sig-
nificant eigenvectors is kept to compose the transformation matrix. Thus, PCA
reduces dimensions using linear transformation in an unsupervised way. PCA is
a classic simple model, take the data collected by our single-pair antenna mea-
surement device as an example, we will briefly describe its process. Our sample
set is M-dimensional with a total of n samples, recorded as X = [x1

M , ..., xn
M ].
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First, centralize all samples:

xi = xi −
n∑

j=1

xj (3)

Second, calculate the sample covariance matrix XTX and do the singular value
decomposition:

[USV ] = SV D(XTX) (4)

Retrieve the eigenvectors [w1, .., wk] corresponding to the largest k singular val-
ues to form a weight matrix W. And convert each sample xi in the sample set
into a new sample zi.

zi = WTxi (5)

PCA model is simple, easy to optimize, and can effectively eliminate noise
and redundancy, so, it meets the needs of our lightweight, convenient detection
system.

SVM. The support vector machine is a classification model whose basic model
is defined as the linear classifier with the largest interval in the feature space [6].
With SVM, the original input space is mapped into a higher dimensional dot-
product space called a feature space. In the feature space, an optimal hyperplane
is found that maximizes the generalization property of the classifier. Our goal
is to identify healthy and stroke samples by training a sample set of completed
feature learning, which is a two-category problem [4,6]. Consider the problem of
separating the set of training data (z1, y1), (z2, y2), ..., (zn, yn) into two classes,
where zi ∈ Rk is a feature vector and yi ∈ −1,+1 its class label. If we assume
that the two classes can be separated by a hyperplane w ·z+b = 0 in some space
H. Its classification decision function is:

f(z) = sign(w · z + b) (6)

The optimal hyperplane is the one which maximizes the margin γ.

γ =
y · f(z)

‖w‖ (7)

The optimization problem is:

maxw,b γs.t. yi · f(zi) ≥ 1 (8)

The optimal values for w and b can be found by solving a constrained minimiza-
tion problem, using Lagrange multipliers.

3 Measurement Data and Results Analysis

3.1 Measurement Data

Simulation data. We use the electromagnetic simulation algorithm, Finite-
Difference Time-Domain (FDTD), to generate a large amount of sample databas-
ing on different brain phantoms. The simulated brain model is set up using MR
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image. As shown in Fig. 3. The electrical properties of different main tissues
including skin, bone, fat, blood, dura, cerebral spinal fluid (CSF), grey and
white matter can be found in [7], as shown in Table 1, and be initiated in the
phantom. In the simulation, we choose Gaussian-modulated pulse with center
frequency f = 2GHz, and fractional bandwidth B = 0.2GHz, as the excita-
tion. Then one antenna emits microwaves, and the other antenna collects the
microwave scattering parameter S21. In order to optimize the position of the
antenna, we simulated the model of the antenna in front-back and left-right.

Fig. 3. The brain structure with the stroke used in simulation

Table 1. The electrical properties of different main tissues of the human body across
the band 500 MHz–10 GHz

Tissues ε σ(S/m)

Dry skin 45–31.3 0.73–8

Bone 5.6–4.6 0.03–0.6

Fat 5.54–4.6 0.04–0.6

Blood 63.3–45.1 1.38–13.1

Dura 46–33 0.9–8.6

Cerebral Spinal Fluid (CSF) 70.1–52.4 2.3–15.4

Grey matter 58–38.1 0.8–10.3

White matter 41–28.4 0.47–7.3

Stroke-free simulated data is collected as Data1, by changing dielectric prop-
erties of brain tissues in the range of 10% to mimic the different complex dielec-
tric constant (CDC) from person to person. The stroke-bearing data set, Data2,
is collected not only by changing the CDC but also by adding blood clot to dif-
ferent position and size. Considering empirical application situation where the
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data may be polluted by several sources of noise, the data polluted by mechan-
ical noise which results in slight movement of antenna position, are collected as
Data3 and Data4 for stroke-free and stroke-bearing phantom respectively. Fur-
thermore, white noise with SNR = 50 is added to produce stroke-free Data5
and stroke-bearing Data6, respectively. Both white noise and movement noise is
further added to produce stroke-free Data7 and stroke-bearing Data8, which are
the data set mostly close to the empirical situation. For each data set, we have
collected microwave information about the antenna position at front-back and
left-right.

Experiment data. We collected experimental data samples using brain phan-
toms with varying dielectric properties. The frequency band in the experiment
is from 1.8 to 2.3 GHz. The brain phantoms are created from a mixture of glyc-
erol, water, and ethanol. These are designed to mimic the dielectric properties
of the skin and skull, average inner tissue, and white matter and grey matter,
respectively, the stroke is caused by cerebral hemorrhage. This liquid brain stroke
phantom is not fully realistic, however, it is a well-accepted design for simulation
and early experiments [2,13].

We perform permittivity measurements on all of the liquid mixtures. Mea-
surements are done with a dielectric probe kit (DAK3.5: 200 MHz–20 GHz) with
320 points recorded from 800 MHz to 4 GHz. The electrical properties of the aver-
age inner brain change in a small range. The positions of the stroke clot are also
changed in the different phantoms. Our microwave experiment system is shown
in Fig. 4. The system incorporates a pair of antenna held across a beaker full of
liquid brain phantom, which located on an automatically circling supporter. For
each phantom, we take three measurements and then average them to get rid of
random interference. The comparison of the signal of stroke-bearing and health
phantom shows the existence of the small variations of the signal. Since the
experiment simplifies the brain model and uses a uniform medium to simulate
the brain structure, the measurements of the antennas at different positions are
the same. We performed experiments only on the presence or absence of stroke
blood clots and obtained health datasets Data9 and stroke datasets Data10.

Fig. 4. The experiment platform
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The frequency domain scattering parameters are shown in Fig. 5. The infor-
mation is different. We need to extract it to complete the training identification.

Fig. 5. Microwave signal of stroke and health samples collected from this platform

3.2 Results Analysis

Performance indicator. The essential task of microwave medical detection is to
assign a label to each test data. A positive label indicates that there is no nidus
in signal sample xi, and a negative label indicates the existence of a stroke.
Minimizing the false positive rate, FP, is most important in reducing the chance
of missed early detection. To prevent overdiagnosis the stroke, the false negative
rate, FN, should also be controlled. We also use a scalar parameter e to measure
average error, which could be used to estimate the overall performance of a
classifier. The primary components of our classifier are feature extraction and
classification. We address both the tasks and comparison of the above-mentioned
combinations in the following section.

Results analysis. For both the simulation and experimental data set, we use
about one-sixth as the test data and using the rest of the other as the training
data. Health and stroke samples of each kind of data set is combined to set up
four simulation datasets, Data1+2, Data3+4, Data5+6 and Data7+8 and one
experimental dataset, Data9+10. For the simulation data, the grouping is the
same for antenna position at front-back and left-right.

First, the validity of the feature learning and classification model in this
system is verified. In order to verify the validity of the simple model PCA in fea-
ture learning, we compared it with another unsupervised feature learning sparse
auto-encoder (SAE). SAE is a kind of unsupervised feature learning with neural
network architecture. The purpose of feature learning is achieved by adjusting
parameters such as sparse activation, hidden layer neurons, and loss functions.
Because of its network architecture, optimization is more difficult. We use the
PCA-SVM and SAE-SVM methods to train the data set and get the results, as
shown in Table 2. The simulation dataset used is measured when the antenna is
in the front-back position. From Table 2, it can be seen that the simple model
PCA-SVM tends to show better performance than SAE-SVM on the dataset
which is collected on single-pair antenna measurement device both in simulation
and experiment.
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Table 2. The comparison of results on different methods

Datasets Methods FN FP e

Data1+2 PCA-SVM 0.04 0 0.02

Data1+2 SAE-SVM 0.04 0.02 0.03

Data3+4 PCA-SVM 0 0.02 0.01

Data3+4 SAE-SVM 0.20 0.08 0.14

Data5+6 PCA-SVM 0.08 0.10 0.09

Data5+6 SAE-SVM 0.18 0.16 0.17

Data7+8 PCA-SVM 0.06 0.16 0.11

Data7+8 SAE-SVM 0.22 0.16 0.19

Data9+10 PCA-SVM 0.15 0.20 0.16

Data9+10 SAE-SVM 0.10 0.40 0.25

Table 3. The comparison of results on different measurement position

Datasets Position FN FP e

Data1+2 Front-back 0.04 0 0.02

Data1+2 Left-right 0.02 0 0.01

Data3+4 Front-back 0.12 0.02 0.07

Data3+4 Left-right 0.12 0 0.06

Data5+6 Front-back 0.08 0.10 0.09

Data5+6 Left-right 0.16 0 0.08

Data7+8 Front-back 0.06 0.16 0.11

Data7+8 Left-right 0.04 0.14 0.09

Next, we will further optimize the position selection of the antenna on the
simulation data. We deployed the single-pair antenna measuring devices in dif-
ferent two position as shown in Fig. 3: front-back and left-right. The same data
set are collected and their results under the PCA-SVM model are compared,
as shown in Table 3. The performance of the system is different under different
measurement positions. By comparing the results of different data sets, we can
see that the left-right position measurement data are better than the data set
measured in the front-back positions. In Data1+2, Data3+4, and Data5+6, the
error rate is reduced by 0.01, and the error rate is reduced by 0.02 on Data7+8.
It can be concluded that measuring on the left and right sides of the brain can
provide better detection performance.
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4 Conclusion

This paper designs a single-pair antenna microwave medical detection system
based on unsupervised feature learning for stroke detection. The system is sim-
ple in structure and easy to control. We collected microwave signal through a
pair of antennas while simplifying the apparatus, reducing the dimensions and
interference. Then, PCA is used to extract features, and SVM is used to classify.
We also optimized the measurement position of the antenna. Finally, our results
show that the detection system is able to achieve better results in the case of
random interference, and the signals collected by the antenna on the left and
right sides of the brain are more conducive to stroke detection. And the follow-
ing will further fine-tune the measurement position selection. In the next work,
we will locate stroke lesions, and effective measurement locations will improve
performance in the final positioning results.
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Abstract. Prerequisite inadequacy tends to cause more drop-out of
MOOC. Recommendation is an effective method of learning intervene.
Existing recommendation for MOOC is mainly for subsequent learning
objects that have not been learned before. This paper proposes a solu-
tion called Forgetting-punished MOOC Recommendation (FMR). FMR
combines the forgetting effect on learning score as a main feature for
recommendation. It provides Prerequisite Recommendation (PR) for the
unqualified learning objects and Subsequent Recommendation (SR) for
the qualified objects. Experiments verify the accuracy improvement of
PR and SR.

Keywords: MOOC · Recommendation · Prerequisite · Subsequent
Location

1 Introduction

MOOC (Massive Open Online Course) develops rapidly in recent years, but the
drop-out rate reaches 90% [1]. Kizilcec found that frustration is an important fac-
tor affecting learners’ persistence in learning [2]. Pappano believes that MOOC
learners are often frustrated for the inadequacy of prerequisite. The learner fails
to keep pace and tends to drop out [3].

Prerequisite relationship between learning objects plays an important role
for MOOC learning. Recommendation can effectively guide learners to learn. It
is an effective mean to intervene in MOOC learning.

MOOC platforms pay effort on prerequisite for better learning. Figure 1
shows the learning content of math subjects on Khan Academy (https://www.
khanacademy.orgn) which is one of the most popular MOOC platform. Usually,
learners learn in order one by one. The previous knowledge provides prerequisites
for further learning. Coursera (https://www.coursera.org) lists the prerequisite
in course introduction. Khan Academy (https://www.khanacademy.org) lists the
subject of the course according to the grade level of the target learners. Learners
are asked to have a test. By this way, a suitable starting point will be found
for them. But the MOOC platforms do not provide personalized recommenda-
tion on prerequisite. Existed MOOC recommendation is mainly about learning
objects that were not learned before.
c© Springer Nature Switzerland AG 2018
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Fig. 1. Knowledge prerequisite of math subject on Khan Academy

This paper proposes a solution for MOOC recommendation on prerequi-
site and subsequent learning objects. Recommendations on Forgetting-punished
MOOC Recommendation (FMR) recommends according to learners’ learning
situation. It diagnoses both qualified and unqualified location points on learning
series (learning behaviors on the time series of the learner). Forgetting effect
is combined for both correlation coefficient and recommendation feature mea-
surement. For the unqualified learning objects, FMR recommends prerequisite
according to learning series of learners who are qualified with the object. For
qualified learning object, FMR recommends objects that take the qualified learn-
ing objects as prerequisite.

The main contributions are as follows:

– Learning location helps for adaptive recommendation according to learners’
performance. The recommendation aims at the located qualified and unqual-
ified learning objects.

– The forgetting effect is considered as punishment of learning score. It modifies
the learning score with consideration on time decay for forgetting. Learning
scores are adopted as features for recommendation. It is used to measure the
prerequisite correlation. It reflects the effect of forgetting with time on.

– Experiments on realworld data show the improvement of FMR in accuracy.
Especially the precision is improved obviously.

Section of Related Work is about research work of prerequisite and recom-
mendation on learning series. The following section introduces FMR according to
the work flow of recommendation. It includes prerequisite coefficient calculation
and recommendation for prerequisite and subsequent learning. Experiments list
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the dataset and result of comparison with different recommendation methods.
The last section is the summary.

2 Related Work

Prerequisite plays an important role in MOOC learning. In application, prereq-
uisite is usually defined by expert labeling. Polyzou predicts academic perfor-
mance based on the prerequisite relationship between courses which is achieved
by expert annotation [4]. But manual labeling depends much on the experts. It
cannot support massive recommendation.

In most research, prerequisite correlation is mainly calculated through knowl-
edge based concepts analysis. Yang builds the concept map through the prereq-
uisite relationship of the existing curriculum, which is used to predict the prereq-
uisite [5]. Liu studies the learning dependence between knowledge points through
text analysis [6]. Some research is based on the analysis of the concept map to
establish the prerequisite relationship between the knowledge [7–9]. Wikipedia’s
content is mostly used for prerequisite training. Liang defines the prerequisite
relationship between knowledge on links between pages of Wikipedia [10,11].
Wang adopts Wikipedia’s links between knowledge concepts and establishes a
concept map for teaching materials [12]. Agrawal extracts key concepts in the
textbook and calculates prerequisite values between two concepts through the
frequency and sequence of them [13]. These methods are all based on content.
They are not personalized.

Sequential learning data is used for recommendation. Lu uses the association
rule mining method to recommend courses and trains on other learners’ learning
paths [14]. Sun analyses learning path through metapath method, enriching the
learner’s portfolio [15]. Chen compares the homogeneity between the user and
the item’s image by path similarity [16]. Yu learned a similar user’s behavioral
sequence through collaborative filtering to make sequential recommendations
[17]. These methods focus on prerequisite of knowledge, and do not recommend
according to the situation of learners.

Yueh proposes a Markov-based recommendation on learning sequences and
analyses the learning path from learner history [18]. Mi makes recommendations
based on the context tree, focusing more on solution design than implementa-
tion [19]. Yu uses collaborative filtering to recommend in a game with storyline
through other users’ sequential actions [17]. Lee learns the sequence of behavioral
learning courses through learners [20]. The recommendation considers only on
subsequent recommendations and does not consider on relationship of prerequi-
site. And the feature is mainly on preference without consideration on learning
performance.

We propose the solution FMR to recommend for prerequisite and subsequent
learning objects with forgetting punishment.
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3 Forgetting-Punished Recommendation on Prerequisite
and Subsequent Learning Objects

Adaptive learning responds to learners according to their learning situation. It
helps for less frustration and less drop-out [26]. To support adaptive learning
better, RFP recommends according to situation of the learner. The situation
is measured with learning location. Based on the location, the qualified and
unqualified learning objects are detected. RFP recommends prerequisite learn-
ing objects for the unqualified learning objects and subsequent learning objects.
Correlation of prerequisite on learning scores are adopted as features for recom-
mendation. The effect of forgetting is combined to model the real learning better.
According to the working flow of RFP, forgetting effect, prerequisite correlation
and recommendation on prerequisite and subsequent learning are introduced in
sequence.

3.1 Symbols

Before further discussion, some related symbols are listed with description in
Table 1.

Table 1. Symbols

Symbol Description

sesi Score of learner s on learning object i

dis Distance on time

q(i, d1) Prerequisite correlation coefficient between learning objects i and d1

dsi,sd1 Time distance between 2 learning behaviors of learner s on learning
object i and d1

Ipr Learning object set for prerequisite recommendation

d1 First unqualified learning object

d2 Last qualified learning object

d1 Any qualified learning object

simsr Similarity between learner s and r

pri Recommendation value of learning object i for learner r

3.2 Punishment of Forgetting Effect on Learning Score

German psychologist H. Ebbinghaus found that forgetting begins immediately
after the learning behavior. The knowledge maintenance goes down with time
on. The process of forgetting is not uniform. Ebbinghaus believes that the main-
tenance of mastered learning content is a function of time [22]. Table 2 lists
Ebbinghaus’s experimental results:
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With the data of Table 2, Ebbinghaus proposes the forgetting curve as Fig. 2.
It can be found that the memory is divided into short-term memory and long-
term memory. The first memory zone is 5 min, the second memory zone is 30 min,
and the third memory zone is 12 h. The first 3 memory zones belong to the
category of short-term memory [23]. The fourth memory zone is 1 day, the fifth
memory zone is 2 days, the sixth memory zone is 4 days, the 7th memory zone is
7 days, the 8th memory zone is 15 days, the last 5 memory zones are long-term
memory [24].

Even for knowledge of science or engineering, although you will not forget so
fast, the proficiency will low down like forgetting. Considering on the necessary
of review, the learner still need practice repeatedly to strengthen the skills.

The learning score indicates knowledge maintenance. It is punished with time
for forgetting. Even for the learning objects of science, the proficiency needs
review with time on.

Table 2. Time points of Ebbinghaus’s experimental results.

Days Knowledge maintenance

0 0.33

0.33 0.582

1 0.442

8 0.358

24 0.337

48 0.278

144 0.254

720 0.211

Fig. 2. Ebbinghaus forgetting curve
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Matlab tools are used to model the forgetting function. By fitting the data
of Table 2, the corresponding mathematical equation is as (2). It represents the
score se(si) decay with forgetting on time distance dis.

f(sesi, dis) = sesi ∗ (0.34 ∗ dis−0.2 + 0.13) (1)

3.3 Prerequisite Correlation Coefficient Measuring

Breese made collaborative filtering recommendations based on correlation coef-
ficients, vector comparisons, and Bayesian statistics. Correlation coefficient was
found more accurate [25]. RFP defines the prerequisite correlation coefficient
measurement with learning scores.

For two learning objects i and d1, if scores of i and d1 is positive correlated,
the coefficient should be positive too. We calculate the correlation coefficient
q(i, d1) by the Pearson correlation coefficient by learners’ scores on the 2 learning
objects.

The correlation between two learning behaviors is also affected by the time
distance. If the time distance is long, the knowledge maintenance will decrease
for forgetting. We suppose the behavior of learning object i takes place first.
The maintenance of learning score on i after forgetting is punished at the time
of learning behavior about d1. d(si,sd1) is the time distance between the two
learning behaviors of learner s on learning objects i and d1.

In order to keep the correlation values between 0 and 1, logic regression is
adopted. The prerequisite correlation coefficient is calculated as (2) shows.

q(i, d1) =
1

1 + e(
∑ns

s=0 (f(sesi,dsi,sd1 )−sel)∗(sed1−sed1 )√∑ns
s=0(f(sesi,dsi,sd1 )−sel)2

∑ns
s=0(sed1−sed1 )

2
)

(2)

3.4 Prerequisite Recommendation (PR) for the Unqualified
Learning Object

According to the learning location, the first unqualified learning object d1 needs
prerequisite recommendation to the learner. RFP recommends through learning
path of learner neighbors that is qualified in d1. Their learning objects before d1
become prerequisite candidates to be recommended as Fig. 3 shows.

The algorithm is shown in Algorithm 1. The algorithm recommends prereq-
uisite learning object set Ipr for the target learner r. The first layer of the cycle
goes through each similar learner s among qualified learner neighbor set S who
are qualified in d1. Learning objects of them before d1 are adopted as recommen-
dation candidates i. The second layer of the cycle is for each candidate I of the
learner neighbor s. seri is the learning score of the qualified learner neighbor s on
learning object i. sesi contribute to the recommendation value. The prerequisite
correlation q(i, d1) is multiplied as weight of the learning score feature. After the
cycle, the recommendation value is normalized.
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Fig. 3. Prerequisite recommendation candidates for d1

seri is the learning score of the target learner r on learning object i. Consid-
ering on the necessity of review, it is in negative correlation with the recommen-
dation value. For the forgetting after learning, it is punished with forgetting
function f(seri, dis(time(r, d1), tn)). tn is the system time of recommenda-
tion. ser,d1 is the score of the target learner r on unqualified location d1.
f(seri, dis(time(r, d1), tn)) shows the inverse correlation of the score. It is in
negative correlation with recommendation value for the review necessity. seri
and ser, d1 are both considered for recommendation.

3.5 Subsequent Recommendation (SR) for the Qualified Learning
Objects

The latest qualified learning object of the learner is defined as d2. It means
learning objects of the target learner before d2 are all qualified. They are all
indicated by symbol b. The subsequent learning objects with b as prerequisite
should be recommended. The first learning object learned by qualified learner
neighbors after d2 is adopted as recommendation candidate as Fig. 4 shows. So
are the qualified learning objects b.

The recommendation value is calculated according to the learning series of
learner neighbors who are qualified in both d and following learning objects.

Qualified learner neighbors’ learning scores on learning objects following b
is adopted as one of the features for recommendation. The learning scores have
similarity and prerequisite correlation coefficient as weights. The qualified learner
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Algorithm 1. Prerequisite recommendation
Require: learner vectors L{l1, l2, . . . , lm}, the target learner r, unqualified location

d1;

Ensure: prerequisite recommendation result Ipr;

1: get top similar d1 qualified learner set Ss1, s2, ..., sk1;

2: for EACH s ∈ S do

3: for EACH i ∈ s{i1, i2, . . . , iindex(d1)} do

4: pri+ = simsr × sesi × q(i, d1);

5: decri+ = simsr × q(i, d1);

6: pri/ = decri;

7: pri+ = w1×(100−f(seri, dis(time(r, d1), time(r, i))))+w2×(100−ser,d1)+w3×pri;

8: select top k2 pri for learner r, add i to Ipr

9: return Ipr;

Fig. 4. Subsequent recommendation candidates for d2

neighbor’s learning score on prerequisite objects b and the learning score of the
target learner on b are both combined as features for better performance of
recommendation. The learning score of the target learner on b is punished by
the forgetting function for better modeling of reality.
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4 Experiment

The experiment is conducted on data recorded by the mic-video platform of
ECNU1. It includes 686 learners, 136 mic-videos as learning objects and 7,163
related learning records.

The accuracy of recommendation is compared by precision, recall and f1-
score. Experiments verify the improvement of accuracy on PR and SR.

k1 is the number of selected top similar qualified learner neighbors for recom-
mendation. k2 is the top recommended items. The parameters of k1 and k2 were
separately adjusted to test the performance. Weight parameters are assigned as
1 without loss of generality.

Different recommendation methods are compared under various k1 and k2
combinations. One is collaborative filtering recommendation on interest CFPref-
erence, and the other is a collaborative filtering recommendation on learning
scores CFscore.

Figure 5 compares the precision between different k1 and k2 combinations.
SR has the best performance in precision. It decreases the range of candidate
learning objects. The learner neighbor’s learning series is used for candidate
selection. Only the first learning object after the qualified location is selected as
a candidate for recommendation. The recommended results are more accurate.
The precision of PR is better, The recommendation on prerequisite correlation
has better performance.

Figure 6 is a comparison of recall under different combinations of k1 and k2.
The performance of PR is relatively better. Its recommendation candidates cover
all possible prerequisite learning objects of learner neighbors. The candidate of

Fig. 5. Precision comparison between different recommendations

1 http://jclass.pte.sh.cn.

http://jclass.pte.sh.cn
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SR cover only one learning object immediately following d. CF methods con-
sider all learning objects of learner neighbors as candidates for recommendation.
Compared with CF methods, the candidates of PR and SR is decreased. But the
recall is not decreased. It shows the accuracy of PR and SR.

Fig. 6. Recall comparison of different recommendation

Fig. 7. f1-score comparison between different recommendations
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Figure 7 compares f1-scores between different combinations of k1 and k2.
Because the different performance on precision and similar performance on recall,
and the comparison result on f1-score is similar to that on precision. The results
of CFPreference and CFScore are similar, but not as good as PR and SR.

5 Summary

This paper proposes a Forgetting-punished MOOC Recommendation (FMR) on
prerequisite. FMR recommends for qualified and unqualified learning objects
that are diagnosed by location. Prerequisite learning objects are recommended
for the unqualified locations, and subsequent learning objects are recommended
for the qualified locations. The feature of learning score is punished for forgetting
to model the reality better. It is different from normal MOOC recommendation
on learning objects that are not learned before. Experiment verifies the improve-
ment on accuracy by prerequisite recommendation (PR) and subsequent recom-
mendation (SR). The prerequisite may be more than one learning object. The
“and” relation between prerequisite learning objects deserves further research.

Acknowledgment. The work is funded by computer science and technology subject
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Abstract. Based on the network structure of the Internet, we propose
a locally measurable, global network structure-based performance mea-
surement and develop the tools to measure the end user accessibility of a
set of popular Internet services from various locations and the impact of
user rurality on the network performance. The proposed Internet rurality
measurement is defined by a composite index that accounts for both the
number of hops and the round trip time (RTT) from the end user to sev-
eral selected Internet services, including search engines (Google), social
media (Facebook, Twitter), online news media (Times, Wall Street Jour-
nal, CNN), and e-commerce (Amazon). Over 60 runs were conducted over
a period of three months and from six different end user locations across
the United States utilizing varying Internet Service Provider (ISP) tech-
nologies, including both wireless and wired connections. The results show
the viability of the proposed Internet Rurality Index (IRI) and demon-
strate that a well-built local access service network plays an important
role in the end user’s Internet service performance; accordingly, the IRI
does not closely correlate to the physical rurality of the end user location;
rather, it appears to be connected to the ISP that the end user utilizes.
This observation may have profound implications for the e-commerce
and social media industries, as well as cloud computing, audio/visual
streaming, and any other services that rely on efficiently transmitting
large quantities data to the end user with minimal data loss. The effi-
ciency of the Internet structure and precise areas of improvement, as well
as further insights into local and global economies as a consequence of
e-commerce and Internet infrastructure development, can be determined
through the proposed Internet Rurality Index.
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1 Background and Motivation

The Internet has profoundly changed the everyday lives of residents of econom-
ically developed regions, offering new methods of communication, commerce,
entertainment, and scholarship in ways unfathomable to previous generations.
There has long been an economic divide between urban and rural regions, but the
equality of resource access offered by the Internet may offer a means of bridging
this gap. Studying the effect of physical location and local Internet infrastruc-
ture in urban and rural regions is an important step in understanding the way
that this evolving technology has changed and will change our world, especially
the economic network connecting workers around the globe. Initial study of the
business cycles that characterize a market economy dates back to the work of
Wesley Mitchell and Arthur Burns for the U.S. National Bureau of Economic
Research in the late 1930s [10], long before the development of the Internet,
and this research laid the foundation for studying economic indicators, statis-
tics often used to analyze current economic performance in an area or overall
nationally. These indicators can also offer insights to forecast future economic
performance. Three types of economic indicators based on time are: leading
indicators, which are the first indications of economic changes; lagging indica-
tors, which follow economic change; and coincident indicators, which approxi-
mately coincide with changes in the economy [13]. For example, leading indi-
cators include average weekly hours, vendor performance, money supply, and
index of consumer expectations. Examples of lagging indicators include: dura-
tion of unemployment, change in the CPI, value of outstanding commercial and
industrial loans, and ratio of consumer credit to personal income. Additionally,
there is another useful classification based on the correlation of the indicators
to economic performance [11]. Procylical indicators indicate positive correlation
with economy; countercyclical indicators indicate negative correlation with econ-
omy. By analyzing these indicators, economists are capable of interpreting the
current state of the economy and may forecast future economic trends. With the
Internet becoming an increasingly large part of society and the economy, new
tools and indicators become not only possible, but desirable.

Economic indicators serve important roles in monitoring and guiding a range
of socioeconomic activities, from individual financial decisions to regional and
federal fiscal and monetary policies. With the rapid development of e-commerce
and social media networks in addition to the near-ubiquitous presence of the
Internet around the world, it is widely accepted that Internet-based services
are playing an increasingly vital role in economics and human society, and these
innovations foreshadow and indicate new changes in the economy. For instance, a
2017 U.S. federal government report stated that e-commerce sales accounted for
7.2% of all retail sales in 2015, a significant increase from only 0.2% in 1998 [12].
According to the United States Census Bureau, in the first quarter of 2018, U.S.
retail e-commerce sales totaled 114.4 billion dollars, accounting for an adjusted
9.3% of total retail sales [2]. A 2016 Pew Research Center study found that 79%
of Americans make purchases online, up from 22% in June 2000, and that 15%
buy online on a weekly basis [14]. The growth trend of the e-commerce industry in
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developed nations since its inception is clear, and it remains increasingly popular
with younger demographics; 90% of U.S. adults aged 18 to 29 have expressed
that they have purchased products online, the highest percentage in any polled
demographic. Furthermore, the study found that frequent online shoppers are
more likely to prefer online shopping to physical stores. E-commerce remains
both a lucrative and relatively new industry, and new tools must be developed
to reflect this new environment.

Social media is yet another innovation from the Internet that has grown
immensely since its inception to become a near-ubiquitous part of life in devel-
oped nations. It is reported that the number of monthly active users worldwide
on Facebook from 2008 to 2018 has grown from around 100 million to over 2.23
billion, nearly one third of the global population [1]. The number of monthly
active Twitter users in the United States has also reached close to 70 million,
which is over 20% of the total US population [3]. These online services have
revolutionized everyday life and the business world, with huge implications for
socioeconomic behavior at all levels, from the individual to the government to the
global economy. The authors are particularly interested in finding out whether
such a ubiquitous online presence can break down the traditional divide between
urban and rural areas. The Internet may play a role in leveling the uneven playing
field between rural and urban areas with its equality of opportunity in accessing
online resources. We use the term “Internet rurality” to measure the end user
accessibility to representative Internet services ranging from search engines to
social media. We aim to develop a measure for Internet rurality based on the
network structure of the Internet. We propose to use a composite index, the
Internet Rurality Index, to measure the Internet rurality, which accounts for
both the number of hops and the round trip time (RTT) from the end user to
the Internet services. The following sections detail the formula and present the
measurements from different locations across the United States.

2 Methodology and Related Work

Internet protocol, namely the TCP/IP, provides inherent tools for probing its
network structure [7]. Ping, for instance, makes use of either an ICMP (Internet
Control Message Protocol) echo or UDP (User Datagram Protocol) echo packets
to reach a destination and return a round trip time (RTT). When the echo pack-
ets reach their destination, the destination interface will accordingly send back
a packet to the originator. Based on the time the echo packet was sent and the
time that the returned echoed packet was received, the RTT can be estimated.
If the echo packet does not reach the destination within its maximum number of
hops, as specified by the packet’s Time-to-Live (TTL) flag – or the destination
interface failed to return the echoed packet within the specified timeout – the
destination is said to be unreachable.

Traceroute, on the other hand, utilizes the Ping program with incremental
specified TTL. The Internet protocol specifies that when a packet is forwarded to
an intermediate interface, its TTL flag will be modified and the TTL decreased
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by one. If a packet arrives with zero TTL, then the router will drop the packet
and, as a courtesy, send an echohed packet back to the originator indicating that
its packet has been dropped. From this echoed packet, the RTT can be deter-
mined, as can the identity of the intermediate node, which may then provide
location and owner information for the node. When using Ping successively with
incremental TTL, one can roughly trace the routes a packet took to reach its
destination, revealing the structure of this Internet path. A typical traceroute
output is shown below in Table 1. It can be seen that the hop numbers and
the intermediate interfaces are reported for most cases. An intermediate router,
however, does not always send a courtesy notification packet back to the origi-
nators when dropping packets with zero TTL. This would result in a “Request
timed out” statement for those intermediate interfaces at certain hop number.
Similarly, the intermediate router, when dropping packets with zero TTL, may
deprioritize sending the courtesy notification packets back to the originators,
increasing the determined RTT from the echo. This could result in the interme-
diate RTTs being unreliable for predicting the overall Internet service response
time. The RTTs from the destination interface, however, are a much more reliable
measure for that purpose, as it provides services to the end user and, therefore,
prioritizes returning accurate data to inquisitive users attempting to access these
services.

Ping and Traceroute utilities have been widely used to study the Inter-
net. Previous works using similar TCP/IP utilities are focused on probing the
larger network structure of the Internet such as ISP mapping of a significant

Table 1. Typical Traceroute output.

Tracing route to twitter.com [104.244.42.193] over a maximum of 30 hops

1 5 ms 5 ms 5 ms 192.168.43.1

2 946 ms * 1629 ms 66.174.175.255

3 775 ms 493 ms 1346 ms 69.83.61.228

4 1348 ms 379 ms 156 ms 69.83.60.34

5 229 ms 125 ms 204 ms 69.83.63.194

6 99 ms 136 ms 146 ms 69.83.32.172

7 154 ms 242 ms 157 ms 69.83.32.172

8 107 ms 99 ms 132 ms 69.83.32.65

9 695 ms 1098 ms 953 ms 204.148.39.13

10 225 ms 211 ms 283 ms 140.222.226.55

11 176 ms 122 ms 134 ms 204.255.168.70

12 160 ms 147 ms 120 ms 165.254.26.242

13 * * * Request timed out

14 154 ms 182 ms 157 ms 104.244.42.193

Trace complete
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portion of the Internet [6,15,18]. End user experience related studies often
focused on the overall Internet performance related impact on certain particular
applications, such as audio/video streaming and teleconference services [5,16,17].
The impact of geographical location and economy of different regions on the end
users’ experience, however, can present unique opportunities to gain in-depth
insights into regional economical development, as well as e-commerce and online
social media activities. Here we wish to develop a viable measurement for the
Internet rurality, which, as previously outlined, measures the end user acces-
sibility to representative Internet services ranging from e-commerce to social
media. To this end, we devise a measurement that traceroutes to a set of rep-
resentative Internet services and analyze the results by identifying the Internet
connections divided into four segments based on the Internet architecture [9]:
(1) local area network (LAN): home/residential or campus network; (2) access
ISP network (Access): from home/campus router to the local ISP cable head-
end/access router at the central office; (3) regional ISP network (Regional): from
the local ISP cable headend to the ISP Internet gateway at a point of presence
(PoP); (4) core Internet (Core): from the ISP gateway to the data center of the
application service providers (ASP). By graphing the networks produced by the
Traceroute utility in combination with geolocation based on IP address, these
sections can be determined as shown in Fig. 1, offering insight into the origins
of any variation in Internet rurality.

The raw data - RTT and number of hops to multiple popular Internet services
- was collected via Traceroute commands executed via a client side Java program.
This raw data was processed in Python to generate a weighted edge list of
the network, weighted according to RTT. These files could be processed by the
network software Gephi to visually produce the networks [4], displayed using the
Yifan Hu Proportional layout algorithm [8]. By observing the structure shown in
the network plots with geolocation by IP address and server identification, the
four layers of the Internet connection (LAN, Access, Regional, and Core) can be
identified, as shown in the two examples below in Fig. 1.

3 Measurements and Results

Significant variation in the Internet rurality index between rural and urban areas
would likely arise in the access network connecting the router to the local ISP
or the regional network connecting the local ISP to the point-of-presence (PoP).
Upon reaching the core Internet, a rural/urban divide is unlikely to be the cause
of any significant variation from location to location, as the distance traveled in
the core Internet is chiefly determined by the ASP. Since we are more interested
in the Internet Rurality of a given area, the exact nature and the structure
of a local access network that comprises of the network within a home or a
campus network were not counted when we calculate the Internet Rurality index.
Furthermore, for the reasons discussed above, we only use the RTTs of the final
step of the Traceroute, which reflects more reliably the response time from the
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Fig. 1. Examples of Traceroute results illustrating the different sections of the Internet
structure. Top: End-user originates from a campus network (WCU), which has five hops
before reaching the access network. Bottom: End-user originates from a residential
network, which only has one interface (home router) before reaching the ISP’s access
network.
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Internet services requested. Accordingly, we define the Internet Rurality Index
using the following formula:

IRI = n log10 ARTT (1)

where n is the average number of hops to reach the requested services excluding
the hops within the LAN. The ARTT is the average RTT to reach the requested
services. Rather than focusing on data or packet transmission over the Internet,
the study seeks to develop a metric for describing how readily available modern
Internet services are to the end user, with implications of describing potential
structural inequalities in an increasingly interconnected Internet-based society.
Table 2 shows the comparison of the average statistics of the Traceroutes to the
selected Internet services from five different combinations of end user location
and ISP technology. It can be seen that depending on the ISP connection tech-
nology that the end user used to access the Internet, the RTT can vary signifi-
cantly, hence the choice of using a logarithmic scale to define the index measure.
For the purpose of this pilot study, we try to capture representative samples
focused on the traditional definition of the rural/urban divide. Over sixty tests
were conducted from several selected locations around the United States over a
period of three months. The results are plotted in Fig. 2. Due to the dynamic
load balancing and routing, one can see that the IRI from a fixed location with
the fixed ISP technology can still vary, but in a relatively narrow range, indi-
cating that the proposed IRI can serve as a reliable measure for the Internet
Rurality. It can be observed that the recorded LTE wireless connections had a
greater IRI than other ISP connection technologies, with the greatest IRI being
recorded for LTE wireless connections in rural Cullowhee, NC. However, the IRI

Table 2. Comparison of different end user location and ISP connection technology:

Location Cullowhee Cullowhee WCU Columbia Washington

NC NC SC DC

Connection LTE Wireless Wi-Fi Wired Wired Wi-Fi

LAN Hops 1.0 1.0 5.0 1.0 1.0

LAN ARTT (ms) 4.8 2.6 8.8 2.9 21.8

Access Hops 1.0 1.0 1.9 1.0 1.0

Access ARTT (ms) 251.1 13.8 6.4 29.0 17.3

Regional Hops 7.0 3.0 2.0 4.0 4.0

Regional ARTT (ms) 314.0 15.7 11.4 39.9 77.4

Core Hops 6.4 6.4 8.0 8.1 7.6

Core ARTT (ms) 279.2 39.0 19.4 41.4 85.1

Total Hops 15.4 11.4 16.9 14.1 13.6

Final ARTT (ms) 281.6 28.0 19.2 49.4 56.8

IRI 35.3 15.1 15.2 22.3 22.1
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Fig. 2. IRI measurement results from over 60 runs from end user locations across the
US.

of Wi-Fi connections in urban areas such as the New York City-Newark area and
rural areas such as Cullowhee, NC are comparable. The more rural Cullowhee,
NC returned lower Internet Rurality than certain metropolitan areas such as
Columbia, SC and Washington, DC. This may indicate that significant varia-
tion in Internet Rurality is determined by the ISP connection technology and
the associated Internet infrastructure in the area, which may vary greatly even
within a single geographic region. For instance, data for the New York City area
was collected in multiple locations throughout the metropolitan area, including
Manhattan and the Newark International Airport, which may explain the large
variation in the collected NYC data and offers evidence that the causes affecting
Internet rurality may be more complex than the physical urban/rural divide.

4 Conclusions and Discussions

This study has demonstrated both the feasibility and effectiveness of utilizing
the Internet Rurality index in analyzing Internet structure across the United
States from the vantage point of the end user. Unlike current measurements of
RTT in Internet-based studies, the proposed Internet Rurality index accounts for
both the number of hops in the regional and core network and the average RTT
to a basket of representative services, accounting for the geographical structure
of the Internet and the role of service providers in connecting the end user to
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Internet content. Initial forays into data analysis using IRI has indicated the pos-
sibility that population, as examined through the rural-urban divide, may not
have a significant effect on the speed or efficiency of Internet connections as mea-
sured by the IRI. This has potential implications for media demanding fast and
efficient data transmission over the Internet, such as audio or video calling via
services like Skype or Google Hangouts, or audio and visual streaming compa-
nies. By extending and modifying the selected Internet services, subindices may
be developed focusing on specific categories of Internet service, such as social
media, e-commerce, audio/video streaming, and search engines, to name a few.
There may also be potential for using the Internet rurality index as an economic
indicator to account for the increasing role of the Internet in consumer activity.
For example, the Internet rurality index in a region could serve as a coincident or
lagging economic indicator, as investment in improving Internet infrastructure
spurred by economic and business development may be observable through a
changing IRI. Future implementation will be pursued with the aim of gathering
significant amounts of data with service providers and end users anywhere with
an Internet connection, with voluntary sharing of geolocation, Internet access
technology, and the IRI. The findings of this study are insufficient to draw con-
clusions on the nature of the IRI as a potential economic indicator, but it lays
the groundwork for future developments. New innovations in Internet connec-
tion technology and the role of the Internet in society by expanding the Internet
into developing nations and research and development into smart technology and
the Internet of Things only increases the need for the better understanding of
Internet structure offered by the Internet rurality index.
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Abstract. Advising and mentoring Ph.D. students is an increasingly
important aspect of the academic profession. We define and interpret
a family of metrics (collectively referred to as “a-indices”) that can be
applied to “ranking academic advisors” using the academic genealogi-
cal records of scientists, with the emphasis on taking into account not
only the number of students advised by an individual, but also subse-
quent academic advising records of those students. We also define and
calculate the extensions of the proposed indices that account for student
co-advising (referred to as “adjusted a-indices”). Finally, we extend the
proposed metrics to ranking universities and countries with respect to
their “collective” advising impacts. To illustrate the proposed metrics,
we consider the social network of over 200,000 mathematicians (as of July
2018) constructed using the Mathematics Genealogy Project data: the
network nodes represent the mathematicians who have completed Ph.D.
degrees, and the directed edges connect advisors with their students.

Keywords: Social networks · Big data · Scientific advising impact
a-indices · Mathematics genealogy project

1 Introduction

In recent years, universities and other research institutions have put a lot of
emphasis on assessing and enhancing the productivity of their faculty. One aspect
that has been traditionally deemed important in these efforts is the number
and quality of a researcher’s publications. The popular metrics of publication
productivity include various quantities based on an individual’s citation record
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(e.g., total number of citations, weighted citations, i10-index, h-index, etc.), typ-
ically accounting for the “prestige” measures of publication outlets (e.g., journal
impact factors, 5-year impact factors, SNIP, CiteScore, etc.) However, besides
publication output, another – possibly equally important – aspect of the aca-
demic profession success is concerned with advising and mentoring Ph.D. stu-
dents. One can argue that a successful academician is not only the one who pub-
lishes many highly-cited articles, but also the one who successfully advises stu-
dents, and further, whose students in turn become successful academic advisors,
thus ensuring the continuity and prosperity of an academic discipline. Indeed, in
the modern era, many universities emphasize the importance of effective men-
torship and post-graduation academic productivity of their Ph.D. students.

This paper makes methodological and applied contributions towards a sys-
tematic analysis of large-scale Ph.D. student advising data. We define and inter-
pret a family of new metrics (collectively referred to as “a-indices”) that can
potentially be used for “ranking academic advisors” using the academic genealog-
ical records of scientists. We rely on the well-known web-based Mathematics
Genealogy project resource that has collected a vast amount of data on Ph.D.
student advising records in mathematics-related fields.

Due to its popularity and public availability, MathGenealogy dataset has
been used as a testbed in several previous studies. The basic characteristics of
the MathGenealogy network snapshot from 2011, as well as those of the under-
lying network of countries, were presented in [1]. In [6], the authors analyzed
the performance of students of those individuals who were near the beginning
versus near the end of their academic careers and revealed interesting insights.
Another study [8] used the data of Ph.D. degrees granted after 1973 and used it
to compose a network of universities, where some of the universities were then
labeled as strong sources (“authorities”) of Ph.D. production, while the others
were labeled as strong destinations (“hubs”). The authors of [4] presented a
comprehensive analysis of the MathGenealogy network with respect to the clas-
sification of mathematical subjects, as well as most influential countries in terms
of the Ph.D. graduates output. Further, they revealed the major “families” of
mathematicians that originated in certain root nodes (“fathers” of mathematics’
genealogical families), in the different times, covered by the project data. A new
concept of eigenvector-based centrality was defined and tested on the MathGe-
nealogy network in [10]. In [9], the authors proposed the so-called “genealogical
index” for measuring individuals’ advising records.

This paper takes a further step towards studying and ranking academic advis-
ing impact using MathGenealogy social network. The emphasis of this study is
on taking into account not only the number of students advised by an individual
but also subsequent academic advising records of those students, while providing
the respective metrics that are easy to calculate, understand, and interpret.

The paper is organized as follows. In Sect. 2, we briefly describe the MathGe-
nealogy dataset and provide its basic characteristics along with definitions and
notations that will be used in the paper. In Sect. 3, we define and interpret the
family of “a-indices” that we propose for ranking academic advisors. We extend
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these definitions to take into account co-advising in Sect. 4. Section 5 presents
the results obtained on the MathGenealogy dataset. Section 6 offers concluding
remarks.

2 Data Description, Notations, and Basic Characteristics
of MathGenealogy Network

To facilitate further discussion, we first describe the MathGenealogy dataset and
provide its basic characteristics, as well as define graph-theoretic concepts that
will be used in the paper.

Data Description. The data were collected from the Mathematics Genealogy
project website1 using a web-crawler software. The dataset contains the records
about nearly 231,000 mathematicians (as of July 2018). The information for
each mathematician in the database includes name, graduation year, university,
country, Ph.D. thesis topic and its subject classification, as well as the list of
students advised by this individual. This available data allowed us to construct
the directed network of advisor-advisee relationships.

Related Graph-Theoretic Concepts. Due to the fact that the considered
dataset is a directed network, it is represented by a directed acyclic graph G =
(N,A), with a set of n nodes, N = {1, ..., n}, and a set of m arcs (links) A
where the mathematicians represent the nodes of the graph, and the relation “i
is an advisor of j” is represented by an arc from i to j. The in-degree (degin(i))
and out-degree (degout(i)) of node i are the numbers of arcs coming into and
going out of node i, respectively. Clearly, the in-degree of node i is the number
of this individual’s Ph.D. dissertation advisors (equal to one for many nodes in
the network, although a substantial fraction of nodes do have higher in-degrees),
whereas the out-degree of node i is the number of Ph.D. students that this
individual has successfully graduated. Node j is said to be reachable from node
i if there exists a directed path from i to j. The number of links in the shortest
path from i to j is referred to the distance between these nodes and denoted as
d(i, j) (d(i, j) = +∞ if there is no such path). A group of nodes is said to form a
weakly connected component if any two nodes in this group are connected via a
path and no other nodes are connected to the group nodes, where the directions
of arcs in a path are ignored.

The harmonic centrality of node i is defined as Ch(i) =
∑

j∈N
1

d(i,j) [2,7]. The
decay centrality of node i is Cd(i) =

∑
j∈N δd(i,j) [5,11], where the parameter

δ ∈ (0, 1) is user-defined, although it is often set at δ = 1/2, which is the value
used in this study (it is assumed that 1/d(i, j) = δd(i,j) = 0 if d(i, j) = +∞).

1 http://www.genealogy.ams.org/.

http://www.genealogy.ams.org/
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Basic Characteristics of MathGenealogy Network. The retrieved network
had 12,263 weakly connected components, with the giant weakly connected com-
ponent having 208,526 nodes and 238,212 arcs (thus containing about 90% of all
the nodes in the network). All the computational results presented below were
obtained for this giant component. Further in the text, we will use the term
“network” implying the giant weakly connected component.

The analysis of many basic characteristics of an earlier snapshot of this net-
work was conducted in [1]. Since such analysis is not the main focus of this study,
we report only some of these basic characteristics for the most recent snapshot
that are relevant to the material presented in this paper. The distribution of
out-degrees in this network is presented in Fig. 1. As one can observe, it does
resemble a power law, although it is not a “pure” power law, which is consistent
with observations for many other real-world networks [3].

Fig. 1. Out-degree distribution (log-log scale) of the MathGeneaogy network.

The out-degree correlation for all the nodes in the considered network was
calculated to be 0.055. This implies that on average there is a very minor correla-
tion between the mentorship productivity of an advisor and a student. Therefore,
we believe that in the proposed rankings of academic advisors it makes sense
to “reward” those prolific advisors whose students are also successful academic
mentors.

As for the in-degree distribution, it is not surprising that the majority of the
nodes have in-degree equal to one. However, the network contains over 30,000
nodes with in-degree greater than 1, which means that a substantial fraction
(about 15%) of mathematicians in the dataset had more than one Ph.D. advisor.
Therefore, it is important to take into account the effects of co-advising, which
is why we define “adjusted” versions of the proposed metrics (indices).
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3 Advising Impact Metrics

In this section, we define four metrics (“a-indices”) that we believe are appropri-
ate for quantifying an individual’s advising impact, with a focus on taking into
account the mentoring success of an individual’s students (going beyond just
the number of the Ph.D. students that an individual has graduated). One way
to address this is to consider the numbers of students and students-of-students,
whereas another approach is to take into account all the academic descendants
of an individual. These considerations are reflected in the following definitions.

Definition 1. (a-index) The a-index of an individual i is the largest integer
number n such that an individual has advised n students (Ph.D. graduates) each
of whom has advised at least n of their own students (Ph.D. graduates). Equiv-
alently, this is the largest number n of out-neighbors of node i in the directed
network such that each of these neighbors has out-degree of at least n.

Definition 2. (a∞-index) The a∞-index of an individual i is the total number
of their academic descendants, computed as the largest number of distinct nodes
that are reachable from node i through a directed path.

Definition 3. (a1-index) The a1-index of an individual i is the harmonic cen-
trality of the corresponding node i in the directed network: a1(i) = Ch(i) =∑

j∈N
1

d(i,j) .

Definition 4. (a2-index) The a2-index of an individual i is the decay centrality
(with δ = 1

2) of the corresponding node i in the directed network: a2(i) = Cd(i) =∑
j∈N

1
2d(i,j) .

It can be seen from Definitions 1–4 that the a-index is a measure of the most
“immediate” advising impact of an individual, which takes into account their
advising success simultaneously with the advising success of their students.2

Note that the a-index is similar to the h-index well-accepted for citations record
evaluation; however, it turns out that it is rather hard to achieve a double-digit
value of the a-index over one’s academic career due to the fact that graduating
a Ph.D. student is generally a less frequent event than publishing a paper. As
it can be seen in Table 1, the highest a-index value in the considered dataset
is 12 (achieved by only four mathematicians). Note that a relevant study [9]
reported only one mathematician with the value of a-index (g(1) measure in their
terminology) equal to 12. Overall, the a-index may be applicable as a metric of
the advising impact for middle- to late-career academic scientists.

Note that the a-index can be extended in a straightforward fashion to reflect
a more “long-term” advising impact of an individual by considering third, fourth,
2 Of course, the out-degree of a node, that is, the number of advised students, is the

simplest measure that assesses the more immediate advising impact; however, it is
way too myopic. Indeed, the graduated students placed into an academic environ-
ment continue to boost the academic prowess of their alma-mater, compared, e.g.,
to the students who leave academia for the industry for good.
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etc. generations of an individual’s students as it was proposed in [9]. However,
the main issue with this approach is that close to 100% of the mathematicians
in the considered dataset would have zero values of such index, which would not
allow one to effectively rank advisors’ long-term impacts using this metric.

Therefore, in order to provide more practically usable quantifications of
“long-term” advising impacts of individuals, especially for those scientists who
are in the late stages of their careers and for those who have lived and worked
centuries ago, we propose the a1, a2, and a∞ indices. The a∞-index essentially
assigns equal weights to all the academic descendants of an individual, whereas
the a1 and a2 indices prioritize (with different weights) the immediate (directly
connected) students and students-of-students while still giving an individual
some credit for more distant descendants. Possible practical interpretations of
these indices are as follows.

The a∞-index is appropriate for ranking the “root nodes” of the mathe-
matics genealogy network, that is, nodes with zero in-degrees, which essentially
correspond to “fathers” of mathematics’ “genealogical families”, such as those
described in [4]. It is not practically significant to calculate this index for nodes
with non-zero in-degrees, since their predecessors in the network would obviously
have higher values of this index. Thus, the a∞ index is interesting primarily from
the perspective of history of mathematics, although it can certainly be calculated
very easily for any contemporary mathematician.

On the other hand, the a1-index and a2-index do not necessarily possess
the aforementioned property of the a∞-index: the values of these indices may
be higher for contemporary mathematicians than for the “fathers” of genealog-
ical families due to the fact that an individual’s immediate students and any
other early-generation students attain higher index values than do any distant
descendants. These indices are based on the well-known concepts of harmonic
and decay centralities, which makes them easy to calculate and interpret, and
hence, more attractive from a practical perspective. These indices can be applied
to an academic advisor from any era, thus providing a universal tool of assessing
the academic advising impact. However, it is still likely that the advisors in the
late stages of their careers would have higher values of these indices (especially
the a1-index that gives higher weights to distant descendants) than those in
early-to-mid-stages of their careers. This is not surprising, since these indices
are designed to assess the long-term advising impact beyond the number of
immediate students.

Further, note that there are several natural extensions of these definitions.
First, all of these indices can be adjusted by taking into account the effects of
co-advising, that is, giving a special treatment to the cases when multiple indi-
viduals have advised the same student j (that is, with node j having multiple
incoming links). These particular extensions are addressed in more details in
the next section. Second, the a-index can also be defined for a specific country
or university (similarly to the h-index of a journal in citations metrics), that
is, considering the respective country or university as a “super-node”, with the
outgoing links directed to all the Ph.D. graduates ever produced (or produced
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during a specific time frame) by this country or university, respectively. The
resulting advising impact values for universities and countries, based on Math-
Genealogy dataset, are also presented below.

4 Advising Impact Metrics Adjusted for Co-Advising

In this section, we define the extensions of our basic indices (Definitions 1–4) to
handle the cases of co-advising, that is, the situations where one Ph.D. student
was co-advised by more than one individual. It makes practical sense to introduce
these definitions due to the fact that a substantial fraction of individuals in the
considered dataset were advised by more than one advisor. The basic assumption
that we make in the definitions below is that the credit for advising such a
student is split equally between each of the co-advisors (i.e., if there are n listed
co-advisors for a student, then each of the co-advisors receives 1/n credit for the
graduation of the student).

4.1 Adjusted a∞, a1, a2 Indices

The definitions of a∞, a1, a2 indices can be modified to take into account co-
advising in a rather straightforward fashion. The respective definitions are given
below.

Definition 5. (adjusted a∞-index) The adjusted a∞-index of an individual
i is the total number of their academic descendants weighted by the recipro-
cals of their in-degrees, that is, a∞,adj(i) =

∑
j∈N

1
degin(j)1{d(i,j)<+∞}, where

1{d(i,j)<+∞} is the indicator function corresponding to the condition that node
j is reachable from node i through a directed path.

Definition 6. (adjusted a1-index) The adjusted a1-index of an individual i is
defined as a1,adj(i) =

∑
j∈N

1
d(i,j)degin(j) .

Definition 7. (adjusted a2-index) The adjusted a2-index of an individual i is
defined as a2,adj(i) =

∑
j∈N

1
2d(i,j)degin(j)

.

As one can clearly see from these definitions, the values of these adjusted
indices are always less than or equal to the respective values of their “regular”
counterparts, as common sense would suggest.

4.2 Adjusted a-index

The above definition of a-index can also be modified to take into account co-
advising, although this extension is not as straightforward as those in the pre-
vious subsection. The “adjusted a-index” of node i can be calculated as follows:

1. Calculate the “adjusted” out-degree of node i: degoutadj (i) =
∑

j:(i,j)∈A
1

degin(j) .
Clearly, this value can be fractional and is reduced to simply the out-degree
of node i if none of the students of the corresponding individual i were
co-advised.
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2. Compute and sort the adjusted out-degrees (defined as indicated above) of
all nodes {j : (i, j) ∈ A} in the non-increasing order. Denote this sorted array
as D1,D2, . . . and let Dk be the kth element of this array such that k is the
largest integer satisfying �Dk� ≥ k. Calculate min{Dk, k}.

3. Calculate the adjusted a-index of node i aadj(i) as the minimum over the
values obtained in steps 1 and 2.

The above procedure ensures that the adjusted a-index of any node i is always
less than or equal to its “regular” a-index, whereas the possibility of fractional
values of the adjusted a-index provides a more diverse set of its possible values.
This would potentially allow one to create a more practically meaningful ranking
of academic advisors based on their own productivity and productivity of their
students, while taking into account co-advising.

5 Results for MathGenealogy Dataset

In this section, we present the results obtained on the MathGenealogy network
using the metrics proposed above. Figure 2 shows the distribution of the values
of the a-index and the adjusted a-index over the entire network. One can observe
that while the “regular” a-index is always integer by definition, the adjusted a-
index does often take fractional values, especially for lower values of the index,
thus providing a more diverse set of possible values in a ranking. Further, Table 1
provides a ranking of top academic advisors with an a-index of at least 10, many
of whom are prominent mathematicians from the 19th and 20th centuries (note
that none of the mathematicians who worked before the 19th century made it
into this ranking). Their respective adjusted a-index values are also given in the
same table for comparison. One can observe that this ranking would change if
it was done using the adjusted a-index, thus showing that co-advising is indeed
a significant factor to consider in this context.

Table 2 presents the collective advising impact rankings of universities and
countries based on their respective values of a-index. It can be observed that
universities and countries with prominent reputation in mathematics-related
research lead these rankings, which shows that (i) not surprisingly there is
correlation between research and advising impacts, and (ii) the a-index is an
appropriate metric for collective advising impact of a university or a country.
Note that we do not consider adjusted a-index in this case (although it would
be possible), since it is rare in the dataset that an individual’s co-advisors come
from different universities or countries.

Figure 3 shows the distribution of regular and adjusted a1 and a2 indices in
the network. It appears that both of these distributions are close to power-law,
whereas the range of values of the a1-index is larger than that of the a2-index,
which follows from the respective definitions. Tables 3 and 4 present the rankings
of top 25 advisors by regular versus adjusted a1 and a2 indices. For each index,
mostly the same group of advisors appears in the regular versus adjusted index
rankings, although their order slightly changes in both tables. Moreover, one can
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Fig. 2. The counts of individuals against their respective index values (blue for the
a-index, orange for the adjusted a-index). (Color figure online)

Fig. 3. The counts of individuals against their respective a1 (left) and a2 (right) index
values (blue for the respective “regular” index, orange for the “adjusted” index), binned
by ten consecutive index values per bin, plotted on a log-log scale. (Color figure online)

observe that the a1-index-based ranking favors earlier generations of mathemati-
cians (those from 16th, 17th, and 18th centuries), whereas the a2-index-based
ranking contains mathematicians from the 19th and the 20th centuries. This is a
direct consequence of different weights given by these indices to distant academic
descendants of an individual.

The detailed ranking of individuals with in-degree zero in the network (that
is, “fathers” of genealogical families) by their a∞ and adjusted a∞-index values
is not presented due to space limitations. The top-ranked scientist with respect
to both of these indices is Sharaf al-Din al-Tusi, who lived in the 12th century
and currently has 149,942 academic descendants.
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Table 1. Top individuals by a-index, with the a-index of at least 10 and their corre-
sponding adjusted a-index.

a-index Name Grad. Year Country of Ph.D. Adjusted a-index

12 Heinz Hopf 1925 Germany 11

12 Jacques-Louis Lions 1954 France 11

12 Mark Aleksandrovich Krasnoselskii 1948 Ukraine 12

12 Erhard Schmidt 1905 Germany 10

11 Andrei Nikolayevich Kolmogorov 1925 Russia 10

11 C. Felix (Christian) Klein 1868 Germany 10

11 Heinrich Adolph Behnke 1923 Germany 9

11 Karl Theodor Wilhelm Weierstrass 1841 Germany 9

11 John Torrence Tate, Jr. 1950 United States 11

11 Ernst Eduard Kummer 1831 Germany 10

11 Reinhold Baer 1927 Germany 8

11 Salomon Bochner 1921 Germany 11

11 David Hilbert 1885 Germany 10

10 Lothar Collatz 1935 Germany 9

10 Günter Hotz 1958 Germany 10

10 Pavel Sergeevich Aleksandrov 1927 Russia 10

10 Edmund Hlawka 1938 Austria 9

10 Phillip Augustus Griffiths 1962 United States 9

10 Michael Francis Atiyah 1955 United Kingdom 9

10 Haim Brezis 1972 France 10

10 Thomas Kailath 1961 United States 10

10 R. L. (Robert Lee) Moore 1905 United States 10

10 Alan Victor Oppenheim 1964 United States 10

10 Shiing-Shen Chern 1936 Germany 10

10 Elias M. Stein 1955 United States 10

10 Richard Courant 1910 Germany 9

10 Hellmuth Kneser 1921 Germany 9

10 Emil Artin 1921 Germany 10

10 Lipman Bers 1938 Czech Republic 9

10 Issai Schur 1901 Germany 8

10 Roger Meyer Temam 1967 France 9

10 John Wilder Tukey 1939 United States 9

10 Philip Hall 1926 United Kingdom 10

10 Beno Eckmann 1942 Switzerland 9

10 Oscar Ascher Zariski 1925 Italy 10
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Table 2. Top universities and countries by a-index.

Table 3. Top 25 individuals ranked by the a1-index (left) and adjusted a1-index (right).
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Table 4. Top 25 individuals ranked by the a2-index (left) and adjusted a2-index (right).

6 Conclusion

We proposed a family of network-based advising impact metrics (a-indices) that
are easy to calculate and interpret, as well as provide a flexible framework
for ranking academic advisors from different eras and stages of their academic
careers. Due to the fact that we focus on advising impact beyond the number
of immediate students of an individual, the main limitation of this approach is
its applicability to measuring advising impacts of early-career scientists (simply
calculating an out-degree for “young” advisors would still be a viable option).
However, one may argue that a true impact of an academic advisor is evident
towards later stages of career when his/her students achieve their own advising
success. Therefore, we believe that these indices can be used in practical set-
tings, for instance, by universities in order to quantify and promote individual
and collective advising successes of their faculty members. Further analysis and
validation of these metrics on this and other datasets may be an interesting
future research direction.
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1 Introduction

Ranking is an important component that directly affects the performances of
information retrieval systems such as search engines and recommendation sys-
tems. For instance, the underlying assumption of the PageRank algorithm [1] is
that more important websites are likely to receive more links from other websites,
it assigns a Web page with higher score if the sum of its corresponding backlinks
is high. The PageRank algorithm exhibits the Matthew effect [2] to some extent,
which refers to the phenomenon that the rich get richer and the poor get poorer.
It is valuable since the PageRank algorithm evaluates the importance of web
pages by the link analysis, and ranks web pages by the scores of the importance
of web pages. Therefore, the Matthew effect is regarded as a desirable behavior
of the ranking model.

Moreover, keywords ranking algorithm of Baidu, goods ranking rules of
Taobao, and collaborative filtering algorithms for recommender systems are all
showed the Matthew Effect to their respective degrees. Those ranked results of
queries or recommendations at higher positions are likely to be the desired target
pages of more number of people than those at lower positions, and the ranking of
results exhibits the Matthew effect. Furthermore, it is necessary to consider the
differences of different queries and to treat those queries distinctly when solving
the ranking problem for information retrieval, due to the Matthew effects of the
ranking. Therefore, it is a natural idea to distinguish the effectiveness scores of
different queries in the training process of the ranking models.

Learning to rank for information retrieval refers to the machine learning
techniques in order to train the ranking models in the ranking task. The exist-
ing approaches of learning to rank, such as LambdaMART [3,4], CCRank [5],
ES-Rank, IESR-Rank and IESVM-Rank [6], Factorized Ranking SVM and Reg-
ularized Ranking SVM [7], all equally treat the effectiveness of each query in
the optimization process of the ranking models, and these approaches do not
distinguish the differences among the effectiveness of different queries. Here, we
note that the effectiveness can be measured by any commonly-used information
retrieval metrics (e.g. NDCG [8] and ERR [9]). Due to the fact that the effec-
tiveness of different queries may be different for the same ranking model, treating
each query equally in the optimization process of the ranking models results in
a relatively fewer number of rich queries. To this end, the ranking model needs
to be further optimized to further increase the number of rich queries.

In this paper, we modify the gradient in LambdaMART algorithm based on
Matthew effect from a new perspective. We describe how the gradient is modified,
and present a consistency theorem. Based on the effectiveness evaluation criteria
for information retrieval, we introduce the Gini coefficient, mean-variance and
quantity statistics to measure the performances of the ranking models. Moreover,
we conduct experiments to compare the performances of the ranking models
between these models trained by the gradient-modified LambdaMART algorithm
based on the Matthew effect (named as Matthew-λ-MART) and those models
trained by the original one. The experimental results indicate that the Matthew-
λ-MART exhibits a stronger Matthew effect.
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2 Construction of the Rich Ranking Models via Matthew
Effect

2.1 The Gradient of LambdaMART Algorithm

LambdaMART [3,4] is a state-of-the-art learning to rank algorithm, which has
been proven to be very successful in solving real world ranking problems. An
ensemble of LambdaMART rankers won the “2010 Yahoo! Learning to Rank
Challenge”.

The main feature of the LambdaMART [3,4] algorithm is the definition of
the gradient function λ of the loss function without directly defining the loss
function. λ quantifies the force of a ‘to-be-sorted’ document and points out the
upward or downward adjustment direction in the next iteration. The two docu-
ments in each document pair are associated with a query have different relevance,
and the gradients of the two documents are equivalent but their moving direc-
tions are opposite to each other. The gradient of the positive direction pushes the
document toward the top of the ranked list, while the gradient of the negative
direction pushes the document toward the bottom of the ranked list.

The LambdaMART [3,4] algorithm optimizes the gradient λi of each docu-
ment di for each query q to train the ranking models. If the relevance judgement
ri between di and q is higher, and the ranked position of di is closer to the bot-
tom of the ranked list for a given query q, then the positive value of λi indicates
a push toward the top of the ranked list. Meanwhile, if the value of λi is bigger,
then it shows that the force is stronger. If the relevance ri between di and q is
smaller, and the ranked position of di is closer to the top of the ranked list, then
the negative value of λi indicates a push toward the bottom of the ranked list.
Meanwhile, if the value of λi is smaller, then it shows that the force is stronger.

The LambdaMART [3,4] algorithm integrates the evaluation criteria
(NDCG) of the information retrieval into the computation of the gradient. The
gradient λi for each document di is obtained by summation of all λij over all
pairs of <di, dj> that di participates in for query q. Therefore, λi can be writ-
ten as λi =

∑
j:{i,j}∈I λij − ∑

j:{j,i}∈I λij , where λij = − β

1+eβ×(si−sj) × |ΔMij |,
which denotes the gradient of the document pair <di, dj>. In the formula
λij = − β

1+eβ×(si−sj) × |ΔMij |, β is a shape parameter for the sigmoid function,
si and sj represent the score assigned to di and dj by the ranking model respec-
tively, and ΔMij represents the change on effectiveness measure M by swapping
the two documents di and dj at rank positions i and j accordingly (while keeping
the rank positions of all other documents unchanged). Therefore, ΔMij can be
calculated by ΔMij = Mq − M∗

q , where Mq denotes the effectiveness of query q
for a ranked list of all documents w.r.t. q, M∗

q denotes the effectiveness of query
q after swapping the documents di and dj at the rank positions i and j for the
ranked list, and M denotes the effectiveness evaluation criterion.
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2.2 Modification of the Gradient of the LambdaMART Algorithm

The LambdaMART algorithm equally treats the effectiveness of each query in
the training process of the ranking models. In order to discriminate the effec-
tiveness score of each query, we assign different weights to different queries with
unequal effectiveness scores for optimizing the gradients in the training process
of the ranking models. In order to highlight the gradients of rich queries and
enhance the effectiveness of rich queries, the weights of rich queries should be
given the higher values based on the idea of the Matthew effect. We assign
the effectiveness score of each query as the weight of the corresponding query.
Therefore, the original effectiveness M is replaced by the new objective M2 to
modify the gradient of the original LambdaMART algorithm, thereby expand-
ing the LambdaMART algorithm to optimize the rich ranking model. Therefore,
ΔMij is replaced by ΔM∗

ij when λij is computed, where ΔMij = Mq − M∗
q and

ΔM∗
ij = (Mq)2 − (M∗

q )2, which denotes the difference of the squared effective-
ness scores of query q after swapping the two documents di and dj at rank
positions i and j (while keeping the rank positions of all other documents
unchanged). In other words, Mq − M∗

q is replaced by (Mq)2 − (M∗
q )2. The docu-

ment pair <di, dj> for the same query is optimized according to the new gradient
λnew

ij = − β

1+eβ×(si−sj) × |ΔM∗
ij |, which strengthens the differences of upward or

downward ranking force among the document pairs for different queries in the
next iteration, and thus enhances the optimization of rich queries.

The gradient function of the LambdaMART algorithm is modified, and there-
fore, it is necessary to demonstrate that the Matthew-λ-MART algorithm can be
used to train the ranking model for the learning to rank task. Now, we present
that the new optimization objective M2 satisfies the consistency property pro-
posed in [4]: when swapping the ranked positions of two documents, di and dj ,
in a ranked list of documents where di is more relevant than dj but di is ranked
after dj , the optimization objective should be increased. In other words, for any
document-pairs, the pairwise swap between correctly ranked documents di and
dj for the same query q must lead to a decrease of M2, and the pairwise swap
between the incorrectly ranked documents di and dj for the same query q must
lead to an increase of M2.

Theorem 1. The new optimization objective M2 satisfies the
consistency property.

3 Evaluation Measures of Matthew Effect

A ranking model is richer than another model if (1) the former both has more
rich queries and has more poor queries than the latter, or (2) the distribution
of the effectiveness of queries of the former is more discrete than the latter.
A richer ranking model is of a stronger Matthew effect. In order to measure
the performances of the ranking model yielded by our modified approach, we
introduce the following utility metrics to characterize the Matthew effect of
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ranking models from different perspectives. Based on the effectiveness evaluation
criteria for information retrieval, we introduce Gini coefficient, mean-variance
and quantity statistics to measure the performances.

3.1 Gini Coefficient

The Gini coefficient [10] is a measure of the statistical dispersion, which is
intended to represent the income distribution of the residents in a nation, and is
the commonly used as a measure of inequality of income or wealth. The Gini coef-
ficient is calculated using the formula G =

∑n
i=1

∑n
j=1 |xi−xj |
2n2μ , where xi denotes

the income of individual i, |xi − xj | denotes the absolute value of the difference
between xi and xj , μ denotes the mean value of all individuals’ incomes, and n
denotes the total number of individuals. The smaller the inequality of income,
the smaller the value of the Gini coefficient; and vice versa.

The Matthew effect is reflected by using Gini coefficients for the measurement
in many economic areas, so Gini Coefficient can capture the Matthew Effect,
which can be used to measure the performance of the ranking model. If we make
an analogy with the distribution of the national income in the field of finance, the
query in the learning to rank task resembles the individual in the distribution of
the national income, and the effectiveness of the query resembles the income of
the individual. Therefore, the Gini coefficient of learning to rank can be defined
as follows:

Gini =

∑|Q|
i=1

∑|Q|
j=1 |Mqi

− Mqj
|

2|Q|∑|Q|
k=1 Mqk

(1)

where, qi ∈ Q denotes the i-th query and |Q| represents the total number of
queries in query set Q.

Gini is used to measure the degree of difference in effectiveness among all
the queries in a ranking model, and to reflect the Matthew effect by comparing
the Gini of one ranking model with another. A higher Gini value represents
a greater difference in effectiveness (i.e. effectiveness inequality) among all the
queries in a ranking model. If the value of Gini obtained by a ranking model
is larger, then it indicates that the corresponding ranking model has a stronger
Matthew effect.

3.2 Mean-Variance

In probability theory and mathematical statistics, mean is used to measure the
average value of all random variables; Variance is used to measure the degree
of deviation between a set of random variables and their mean, and it is an
important and commonly used metric for calculating the discrete trend.

In order to observe the effectiveness of a ranking model, the mean μ of a
ranking model is defined as follows:

μ =
1

|Q|
∑

q∈Q

Mq (2)
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For a ranking model, the mean μ measures the average effectiveness (such
as NDCG and ERR) of all queries in a set of queries, i.e., it refers to the
average effectiveness of the ranking model. The greater the mean μ, the better
the average effectiveness of the ranking model; and vice versa.

In a ranking model, some queries are of high effectiveness but some are of
low effectiveness. Therefore, in order to observe the degrees of their deviation,
we divide the variance of a ranking model into the upside semi-variance Vup and
the downside semi-variance Vdown, which are defined as follows:

Vup =
1

|Q+|
∑

q∈Q+

(Mq − μ)2 (3)

Vdown =
1

|Q−|
∑

q∈Q−
(Mq − μ)2 (4)

where, Q+ and Q− denote the set of queries with above-mean effectiveness and
below-mean effectiveness in the query set Q respectively, and |Q+| and |Q−|
denote the number of the set of queries Q+ and Q− respectively. The greater
the variance, the greater the degree of deviation; and vice versa.

For a ranking model, the Vup and the Vdown measures the discrete degree
of effectiveness of the queries that are over and under the μ in the query set
respectively. The Matthew effect of a ranking model is exhibited by comparing
the Vup and the Vdown of the ranking model to those of other ranking models
respectively. If the values of both Vup and Vdown of a ranking model are higher,
then it indicates that the ranking model has a stronger Matthew effect; and vice
versa.

3.3 Quantity Statistics

The range of values of the most commonly used effectiveness measures is between
0 and 1 in information retrieval, such as NDCG and ERR. To compute the
effectiveness distribution of all queries in a query set, the range of values of the
effectiveness is divided into 5 intervals as [0.0, 0.2], (0.2, 0.4], (0.4, 0.6], (0.6, 0.8]
and (0.8, 1.0], respectively. We compute the number of queries distributed in
these different intervals according to the effectiveness values of the queries in a
given query set for different ranking models, and the purpose is to evaluate the
strengths of their exhibited Matthew effect. We use an array count to express
the quantity statistics of different intervals for the effectiveness of queries, and
the count is defined as follows:

count[i] =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

∑
Mq∈[0.0,0.2],q∈Q 1 i = 0

∑
Mq∈(0.2,0.4],q∈Q 1 i = 1

∑
Mq∈(0.4,0.6],q∈Q 1 i = 2

∑
Mq∈(0.6,0.8],q∈Q 1 i = 3

∑
Mq∈(0.8,1.0],q∈Q 1 i = 4

(5)
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If the values of count[0] and count[4] obtained by a ranking model are larger,
then the ranking model has a stronger Matthew effect.

4 Experiments

In order to verify the performances of the Matthew-λ-MART, we implement
the algorithm based on the open-source RankLib library of learning to rank
algorithms developed by Van Dang et al.1 Based on the effectiveness measures
NDCG and ERR, we conduct experiments on Microsoft Learning to Rank
dataset MSLR-WEB30K2, which is the larger scale dataset of learning to rank
and makes it possible to derive reliable conclusions. We report the total results
of all five folds for the test dataset. The utility metrics used in our experiments
are μ, Vup, Vdown, Gini and count respectively, and their results are shown in
Figs. 1, 2, 3, 4, 5 and 6.

Fig. 1. Gini of each algorithm on MSLR-WEB30K dataset

Fig. 2. µ of each algorithm on MSLR-WEB30K dataset

1 http://sourceforge.net/p/lemur/code/HEAD/tree/RankLib/trunk/.
2 http://research.microsoft.com/en-us/projects/mslr/download.aspx.

http://sourceforge.net/p/lemur/code/HEAD/tree/RankLib/trunk/
http://research.microsoft.com/en-us/projects/mslr/download.aspx
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Fig. 3. Vup of each algorithm on MSLR-WEB30K dataset

Fig. 4. Vdown of each algorithm on MSLR-WEB30K dataset

Fig. 5. count[0] of each algorithm on MSLR-WEB30K dataset

Fig. 6. count[4] of each algorithm on MSLR-WEB30K dataset
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From the perspectives of the Gini coefficient in Fig. 1, Matthew-λ-MART
obtains the bigger Gini than LambdaMART on all effectiveness measures
(including NDCG@10, NDCG@20, ERR@10 and ERR@20). These results
show that the effectiveness across different individual queries in Matthew-λ-
MART has a greater difference. Therefore, the ranking models trained by
Matthew-λ-MART exhibit a stronger Matthew effect about Gini.

From the perspectives of mean-variance in Figs. 2, 3 and 4, although the μ
obtained by the Matthew-λ-MART are smaller, the corresponding Vup and Vdown

are both bigger than the LambdaMART on all the above effectiveness measures.
These results show that the effectiveness across different individual queries in
Matthew-λ-MART has also a greater difference. Therefore, the ranking models
trained by Matthew-λ-MART also exhibit a stronger Matthew effect about Vup

and Vdown.
From the perspectives of quantity statistics in Figs. 5 and 6, the count[4]

obtained by the Matthew-λ-MART w.r.t. rich queries and the corresponding
count[0] w.r.t. poor queries are both bigger than LambdaMART on all above
effectiveness measures. These results of Matthew-λ-MART produce a relative
polarization. Therefore, the ranking models trained by Matthew-λ-MART fur-
ther exhibit a stronger Matthew effect about count[0] and count[4].

The primary reason for the above observations is that the gradient is modi-
fied by the Matthew effect in the original LambdaMART algorithm. Matthew-λ-
MART highlights the corresponding differences of upward or downward ranking
force between documents w.r.t. rich queries with high effectiveness and docu-
ments w.r.t. poor queries with low effectiveness in the next iteration. Therefore,
the optimization of rich queries is strengthened and the optimization of poor
queries is weakened accordingly. Therefore, more attentions are paid to optimize
the ranked positions of the documents in the rich queries while less attentions
for the poor queries. It leads to an increase in the corresponding numbers of
both the rich queries and the poor queries respectively. Finally it increases the
diversion or degree of difference in the effectiveness across all the queries in the
ranking models.

5 Conclusion

To highlight the high effectiveness of the important queries and to abandon the
average effectiveness across all the queries, the queries with different effective-
ness are treated distinctly in our proposed approach, and they are assigned with
different weights. Based on the new perspectives of Matthew effect, we modify
the gradient in the LambdaMART algorithm by assigning higher weights for
the gradients of the queries with higher effectiveness so as to highlight the opti-
mization of these rich queries, and thereby produce the rich ranking model. We
introduce the Gini coefficient, mean-variance, and quantity statistics to quantize
the Matthew effect of the ranking models. In comparison with the original Lamb-
daMART algorithm, the ranking models trained by the gradient-modified Lamb-
daMART algorithm based on the Matthew effect exhibits a stronger Matthew
effect.



A Rich Ranking Model Based on the Matthew Effect Optimization 459

It is obvious that different information has different popularity in different
time periods, which causes the popularity of queries to change over time. Some of
the queries (hot queries) gain a huge popularity with numerous searchers, while
some of the queries (cold queries) are just opposite. Most existing approaches of
learning to rank treat all the queries with equal weights and the popularity factor
of the queries is neglected. Therefore, the hot queries and the cold queries are
not treated differently. If the hot queries are not treated with higher priorities,
then the huge number of users searching such hot queries may not be satisfied,
which will degrade the overall user experiences. In order to increase the quality of
user experiences, more weights should be assigned to the hot queries during the
training process of the ranking models. As a future work, we plan to integrate the
hot queries and the cold queries into the Matthew-effect-based gradient-modified
LambdaMART algorithm to construct the ranking models. To make the rank of
search results of hot query more effective, we will give more weights to the hot
queries and less weights to the cold queries in the training process of the ranking
models, so as to enhance the overall user experiences.
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Abstract. Energy consumption of nodes and delay in data collection
are both important issues in large-scale wireless sensor networks. It is a
challenging problem to achieve the goal of balancing energy consumption
of nodes and shortening data collection delay at the same time. The
paper utilizes a mobile data collector to collect data in the network and
proposes a delay-constrained data collection algorithm named LAWA.
LAWA constructs a shortest path tree (named load-balanced fat tree)
according to the energy of nodes and the number of hops among nodes.
Theoretical analyses and massive simulations show that, LAWA cannot
only balance the energy consumption of nodes to prolong the network
lifetime, but also shorten the path length of the mobile data collector and
reduce the delay in data collection when compared with other existing
algorithms.

Keywords: Wireless sensor networks · Data collection
Height-limited tree · Network lifetime

1 Introduction

With the rapid development of wireless communication technology, sensor tech-
nology, embedded technology and networking technology, wireless sensor net-
works (WSNs) have made great progress. Many applications associated with the
sensor network have emerged in our life. As in public management applications,
managers can use the information of the wireless sensor networks to monitor
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the surrounding environment. Based on the information obtained, the public
management region can get the information whether there are security risks in
environmental monitoring areas. In the applications of environmental monitor-
ing and protection deployment, the sensor nodes monitored in the environment
can organize themselves into networks and then send the collected data to the
static Sink. By analyzing and processing the data collected by static Sink, people
can take appropriate measure to protect environment.

One of the most important functions of the wireless sensor networks is to col-
lect data. Based on whether the node can aggregate the received multiple data
into one data, data collection can be divided into two types: data collection with
aggregation and data collection without aggregation. A node can aggregate mul-
tiple received data and its own perception data under the type of data collection
with aggregation, and then send the fixed-length data to its neighbors. Common
aggregated data are temperature, humidity, air pressure and other numerical
data; the data can be aggregated by the method of numerical calculation (such
as the mean, variance, etc.). Under the type of data collection without aggre-
gation, a node cannot aggregate multiple received data and perception data by
itself, it can only transmit the original data, and under this type, the data sent
by the nodes is equal to the sum of data perception and received by the node
itself. Common non-aggregated data are video, audio, images and other non-
numeric data, which is difficult to be aggregated. In this paper, we focus on the
data collection protocol without aggregation.

2 Related Work

Many researchers have introduced the mobile node in the network to collect
data [1–6] in recent years. The mobile node acts as a data collector role (Mobile
Data Collector, named MDC) [7]. The paper used a mobile data collector to
periodically collect data in a static multi-hop wireless sensor networks. However,
the moving speed of mobile data collector is very low, without a good data
collection protocol or mechanism; mobile data collector needs to walk a long time
to collect all data perceived by nodes in the network, which leads to large data
collection delay, and it is difficult to be applied in delay-sensitive environment,
such as forest fire monitoring and gas monitoring applications in mines. In order
to collect the perception data of all nodes within the shortest possible period,
researchers need to consider both the energy consumption of nodes and the data
collection delay to design effective data collection protocols.

The main researches in early stage are static WSNs (ie: nodes and sink are
static after deployment). In the static WSN, neighboring nodes of sink need to
forward large amounts of data to other nodes, often leading to excessive energy
consumption of these nodes. As a result, the energy consumption of each node
is unbalanced, which shortens the network lifetime [8]. In order to solve the
unbalanced energy consumption problem, Shah et al. used mobile data collector
to collect data in a sparse sensor networks [9], they noted that any moving object
with a device of communication function can be used as a mobile data collector,
such as people or animals or vehicles that carry a communication device.
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Under the conditions of defined path length to achieve maximum lifetime,
Hamidreza Salarian et al. proposed a data collection protocol named WRP [10]
which based on weight. WRP used the iterative method to select collecting nodes
until it cannot find the collecting nodes to satisfy the condition. Although WRP
protocol could balance the energy consumption of nodes to a certain extent, but
WRP [10] protocol did not consider energy level of nodes when calculating the
weights, so it could easily cause the early death of some nodes due to excessive
energy consumption and thereby reduce the network lifetime.

In order to balance the energy consumption of each node, some protocols used
mobile data collectors to collect sensing data of nodes in the network. Mobile
data collectors only saved sensing data of nodes temporarily, and the collected
data will be finally uploaded to the static sink or base station. LBCDG [11],
TPDG [12], SPT DGA [13] are the typical data collection protocols with mobile
data collectors.

The contribution of the paper can be listed as following:

(1) The proposed protocol LAWA in the paper uses a mobile data collector
to collect data. LAWA is an energy-saving and time-saving data collection
protocol in WSNs.

(2) LAWA selects the node with the highest energy in the two-hop range of
static sink as the root of load-balanced fat tree to construct load-balanced
fat tree. Taking into account the energy level of nodes and the location
of sink, LAWA can avoid selecting the nodes with low energy as the root
node, and also avoid the root node deviating too far from the sink, which
can extend the network lifetime. Meanwhile, in the data collection process,
LAWA can dynamically select the nodes with the high energy as the root
of load-balanced fat tree based on current network conditions, so that each
node can switch its role in different situations to balance the energy con-
sumption of nodes.

(3) LAWA can reduce the number of stay nodes; shorten the length of the travel
paths of the collector so as to shorten the data collection delay.

(4) By optimizing the height of height-limited trees, LAWA can make the nodes
with higher energy to undertake more offspring nodes, which can balance
the energy consumption of nodes and maximize the network lifetime.

3 System Model and Problem Statement

3.1 Network Model

Assume that there are n sensor nodes in the network that are labeled as
v1,v2,· · · ,vn, respectively. Denote the sink by v0. All nodes are randomly deployed
in an A = M × M field. The entire sensor network consisting of one or more
undirected graph G(V,E), where V is the set of nodes in G and E is the set of
edges in G. Denoting the transmission range of sensor nodes and mobile collec-
tor as r, we assume that r << M . Nodes are assumed to be stationary after
deployment. If vi and vj are within the communication radius of each other,
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then (vi, vj) ∈ E, the number of edge is denoted as |E| = e. Data size of sens-
ing nodes is fixed and cannot be aggregated with the received data. There is
only one mobile collector in the network and some congestion control strategies
used to avoid congestion and data retransmission during transmission. Different
nodes may have different initial energy and the energy cannot be supplied; the
sink and the mobile collector are assumed to have infinite power supply and
enough storage space. Furthermore, we assume that all nodes can be divided
into three types: collector nodes, stay nodes and ordinary nodes. In particular,
sink node belongs to stay node. Finally, we assume that nodes are not aware of
their geographic locations.

3.2 Definitions

Definition 1. Construct many trees whose height does not exceed h, called the
tree height-limited tree, where h is a positive integer.

Definition 2. Let root of height-limited tree be the collecting nodes.

Definition 3. In the process of data collection, if mobile collector moves to the
location of node a for data collection, node a will be denoted as the stay node.

Definition 4. A round is defined as the process of gathering all the data from
nodes to the static sink, mobile data collector traversing all the location of stay
nodes to collect data from all nodes.

Definition 5. The energy dissipated of node vi to deliver a packet of k bits from
the source to the destination is defined as C(vi) = kErD(vi) + kEt(D(vi) + 1),
where Er and Et respect the energy dissipated in receiving and sending a packet
of 1 bit. D(vi) represents the number of offspring nodes of vi on the tree.

Definition 6. (surviving rounds of nodes). If the residual energy of node is
greater than 0 after m rounds of data collection and the residual energy of node
is smaller than 0 after m+ 1 rounds of data collection, then the survival rounds
of node vi is denoted as m. Assume the energy of node vi is E(vi), then the
survival rounds of vi in the tree can be computed by S(node(vi)) = [E(vi)/C(vi)],
where the energy consumption of node vi in a round to collect data is C(vi).

Definition 7. The network lifetime of height-limited tree T is usually defined
as the survival rounds of the first node depletes its energy in height-limited
tree T in the network. The network lifetime can be defined as: Ltree(T ) =
min
m∈VT

{Snode(vm)}, where the number of nodes in set in height-limited tree T

is VT = k1, k2, · · · , kt.
Definition 8. The network lifetime is defined as the minimum survival rounds of
all nodes in the network.

Definition 9. Communication region is the area which uses the location of nodes
to be the center and the radius of the covered area of the circle is r.
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Definition 10. The number of node’s hops is defined as the maximum number
of hops that start from the node and then reach all offspring nodes in tree T .

Definition 11. The hop constrained in the network is defined as the maximum
tree height of height-limited tree in the network.

Definition 12. The optimal height-limited tree of any height-limited tree in the
network is determined by Topt = {T |Ltree(T ) = max

T ′∈Ts(VT ))
Ltree(T )}. The opti-

mal height-limited tree Topt in Ts has the maximum lifetime, where rt is the
root of height-limited tree T , T ′ is the height-limited tree composed by VT , and
the root node is rt, Ts is the set of all height-limited tree T .

Definition 13. The data is not correlated means that the data cannot be aggre-
gated in WSNs. The amount of node’s sending data is the sum of data sensed
and received by node itself.

3.3 Problem Statement

For a connected network, if we construct a fat tree with all nodes in the fat tree,
the sink can collect all the sensing data of nodes in a relatively short time. How-
ever, on one hand, in a complicated real environment (such as a severe forest),
where the nodes cannot be deployed, it is difficult to ensure the connectivity of
network, resulting in some nodes cannot sent the sensed data to the sink. On
the other hand, though the network is connected, nodes around the sink need to
forward a large amount of data, so that the energy consumption of these nodes
is excessive and nodes are easily to die, thus shortening the network lifetime.

This paper takes full consideration of network connectivity and the energy
consumption issue of nodes, as in literature [14,15], using a mobile data collector
with large storage space and plenty of energy to complete the data collection.
However, the data collector brings new challenges. Based on previous studies, the
rate of nodes to send packets in WSNs is about several hundred meters per second
[16,17], however the moving speed of a typical mobile system is approximately
0.1 to 2 meters per second [18]. Therefore, the sending rate of nodes is much faster
than the moving rate of collector. If the mobile data collector can communicate
directly with each node in the network, even though it can save much energy
of nodes, however, mobile data collector requires to visit large number of nodes,
resulting in the rapid growth of data collection delay, which is difficult to apply
to delay-sensitive environment.

In order to improve the applicability and flexibility of data collection proto-
cols, the paper takes into account different practical application scenarios, such
as some delay-insensitive applications like monitoring in outdoor environment
and some delay-sensitive applications like fire monitoring in forest. By setting
hop constraint, the paper can meet different requirements for different practi-
cal application scenarios in data collection. For delay-insensitive applications,
we can set a smaller hop constraint to make the amount of data received by
the node cannot be too large, which will help to extend the network lifetime.
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For delay-sensitive applications, set a larger hop constraint to make the mobile
data collector visit less location and shorten the delay in data collection. The
key problem of this paper is how to select suitable and reasonable stay nodes
from the set of nodes in hop constraint environment. Good selection can make
these stay nodes stay as closely as possible to shorten delay in data collection,
and the energy consumption of nodes can be effectively balanced. To solve this
problem, the paper proposes LAWA protocol.

3.4 Description of System Model

The paper proposed LAWA protocol to minimize length of path in data col-
lection, which can be classified as an integer linear programming problem. In
order to describe integer linear programming problem clearly, some notations
and symbols are defined in Table 1 as below.

Table 1. Notations and symbols

symbols meanings

v0 Sink

V = {v0, v1, · · · , vn−1, vn} The set of nodes in the network

h hop constraint

dij The distance between vi and vj

pij = {0, 1} If the distance between vi and vj is covered in data
collection path, then pij = 1, otherwise pij = 0

tij = {0, 1} If node vi is on the height-limited tree rooted as vj ,
then tij = 1, otherwise, tij = 0

ci = {0, 1} If node vi is the collecting node, then ci = 1, otherwise,
ci = 0

si = {0, 1} If node vi is the stay node, then si = 1, otherwise, si = 0

tlij = {0, 1} If node vi is on the first layer of height-limited tress vj ,
then, tlij = 1, otherwise, tli = 0. When i = j, if there are
nodes on the first layer of the height-limited tress rooted
as vi, then rliik = 1, otherwise, rliik = 0. Particularly, if
node vi is the collecting node, then, rliik = 1

rlijk When i �= j, if node vi and vj is on the l-1 layer and the
first layer of height-limited tress rooted as vk,
respectively, and vi is the father of node vj , then,
rliik = 1. Otherwise rliik = 0

ns(i) The set of neighboring node of vi

Objective function:

Minimize
∑

i,j∈V ∪{v0}
dijpij (1)
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Constraint: ∑

j∈V i�=j

tij + ci + si ∀i ∈ V (2)

ci ×
∑

j∈ns(i)

si � ci ∀i ∈ V (3)

∑

j∈V i�=j

tlij � h ∀i ∈ V (4)

∑

j∈V i�=j

rlijk = rliik ∀j, k ∈ V, j �= k (5)

∑

i∈V ∪{v0}
pij × si = sj ∀j ∈ V ∪ {v0} (6)

Formula (1) defines the objective function of how to find shortest path in
data collection; formula (2) to (6) are the constraints of objective function.

Equality (2) bounds nodes or nodes on the height-limited tree (including the
collecting nodes) or stay nodes. In particular, sink belongs to stay nodes.

Equality (3) bounds that there is at least one stay node in the communication
range of each collecting node, which can ensure collecting nodes and stay nodes
can send the sensed and received data to mobile data collector when mobile
collector moves to the location of stay nodes.

Equality (4) bounds the height of arbitrary height-limited tree is not larger
than h.

Equation (5) bounds that there are only one communication link for data
transmission between any node on the h layer and the h-1 layer of height-limited
tree [13].

Equation (6) bounds that the mobile data collector will only arrive stay node
one time in the process of data collection of each round.

4 Design of LAWA

4.1 Basic Idea of LAWA

On one hand, LAWA uses fat-tree to shorten the delay for data collection and
construct the height-limited tree. On the other hand, in the model of data col-
lection without aggregation, the energy consumption of nodes on trees is propor-
tional to the number of offspring nodes. In order to effective balance the energy
consumption of nodes, nodes with high energy must be given more offspring
nodes. LAWA first construct the load-balanced fat tree. In addition, if the num-
ber of access nodes is fewer and the nodes are more centralized, the mobile data
collector will have a short path length to collect the data in a round, and then
can shorten the delay in data collection.

In order to balance the energy consumption of each node and shorten the
delay in data collection, LAWA protocol has four phases to complete the data
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collection. The first phase is the configuration of a set, which covers the load-
balanced fat tree; the second phase is to construct height-limited tree; the third
phase is to optimize the height-limited tree; the fourth phase is to calculate the
path of data collection. These four phases are closely related to each other and
the realization of each stage is based on the previous stage. Next LAWA will be
described in detail.

4.2 Description of LAWA

First Phase of Constructing Load-Balanced Fat Tree. In order to con-
struct a minimum height tree that can balance the energy consumption of nodes,
the paper fully considers the energy level of nodes and the distribution of nodes
in the WSNs to construct the load-balanced fat tree. Since the undirected graph
G constituted by all nodes and edges in the network may contain one or more
connected components, so the number of load-balanced fat trees may exceed one.
The set of load-balanced fat trees can be denoted as FTs. In order to construct
the set FTs, sink need to get the information about location and energy for each
node. However, if the network formed by nodes is not connected, then the nodes
not located in the same connected network as sink cannot send its information
about position and energy to sink by other nodes. As a result, the sink cannot
construct the set FTs of load-balanced fat tree. In order to solve the problem,
LAWA uses one or more mobile data collectors to collect the information of posi-
tion and energy of entire nodes [12]after the nodes are deployed in the network.
Each node uses location technology (GPS) or positioning algorithm to obtain
its own location, and then, the mobile data collector will send the information
about location and energy of collected nodes to sink. Sink will construct the
set FTs of load-balanced fat tree according to information about location and
energy of each node. The process of how to construct a load-balanced fat tree is
described in Fig. 1.

Second Phase of Constructing Height-Limited Tree. Height-limited tree
will be constructed on the basis of the first phase of constructing set of load-
balanced fat tree. The purpose to construct height-limited tree is to make the
hop constraint not exceed a given positive integer h, so that the delay in data
collection can be an acceptable range.

In practical application, the user can set the height h of limited tree according
to the application. LAWA uses the same method to construct the height-limited
tree in the same network topology. The greater of h, the less the number of nodes
the mobile collector needs to visit, and more probability to obtain shorter path
length in data collection. Thus, mobile data collector can have a high probability
to finish the data collection within smaller delay. Conversely, the smaller of h,
mobile collector often needs more time to complete the data collection. The
problem of construct height-limited tree can be further divided into two sub-
problems: (1) how to select the collecting nodes, and ensure the height of height-
limited tree that uses collector as the root not exceed h. (2) how to select the
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Fig. 1. The algorithm for constructing load-balanced fat trees

access location for the mobile data collector to ensure that all the data sent by
collecting nodes can be collected successfully, such that the mobile data collector
only needs to access less to shorten the delay in data collection. The algorithm
for construct height-limited fat tree is described in Fig. 2.

Third Phase of Optimizing Height-Limited Tree. After the operation
in second-phase of constructing height-limited tree, the relevant information of
each node changes, the information includes offspring nodes of the node, the
number of node’s hops and the hierarchical information of nodes in the tree. In
this case, nodes with high energy may have small number of offspring nodes; in
contrast, nodes with low energy may have a larger number of offspring nodes.
However, in data collection without aggregation, the energy consumption of
nodes is directly proportional to the number of their offspring nodes. In order
to maximize network lifetime, we need to optimize the height-limited tree. The
optimization issue of height-limited tree is further sub-divided into the following
two questions: (1) which nodes need to be optimized? (2) How to optimize the
nodes? The optimization algorithm is described in detail in Fig. 3.

Fourth Phase of Computing Path in Data Collection. The stay nodes
have been selected in the second phase, and the height-limited tree has been
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Fig. 2. The algorithm for constructing height-limited trees

optimized in the third phase to extend network lifetime, then, LAWA will plan
the travel path for mobile data collector according to selected stay nodes for
data collection. However, while there are many algorithms of TSP, the path
length obtained by different algorithms are quite different, which affects delay
in data collection. In order to make the travel path of mobile data collector
achieve the optimal path, this paper uses the Christofides algorithm [19] to
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Fig. 3. The algorithm for optimizing height-limited trees

calculate the path of TSP algorithm, which is the best algorithm for TSP, and
the approximate rate is 3/2. Christofides algorithm executes as follows: firstly,
construct a load-balanced fat tree T ′ on the basis of a complete graph G(V,E),
where V ′ is the set composed by all stay nodes and sink nodes, and E′ is the set
of nodes Euclidean distance in V ′; then, find the exact match with the smallest
value in V 0, where V 0 is the set of nodes that is covered in T ′ and their degree is
an odd number; then, based on the calculation in previous two steps, LAWA will
compute the Euler circuit using sink as a starting point and end point; finally, the
node repeated in Euler circuit will be removed to form Hamilton cycle. Hamilton
cycle can solve data collection path denoted as tour. Mobile data collector starts
from sink, walking along the data collection path of tour, and eventually returns
to sink to finish data collection of all nodes in the whole network.
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4.3 Implementation of LAWA Algorithm

In the initial phase of network deployment, in order to select the collection
nodes and stay nodes to construct an optimal height-limited tree, sink needs
to gather all the distribution information of nodes. Distribution information
includes the location, energy, and neighboring nodes of nodes. On the one hand,
in the initial stage after network is deployed, nodes are deployed randomly and
sink cannot acquire the distribution information about each node. On the other
hand, node also cannot know the path to the sink; thus, the node cannot transmit
its own distribution information accurately to the sink. A typical approach is to
construct a hierarchy tree rooted as sink, and then uses a delivery mechanism
to collect reliable distribution information, such as confirmation from one hop
to another hop. However, this method is only applicable to the scenes that
all nodes are in the same connected network topology. When the network is
not connected, the node that is not in the same connected network as sink
cannot send the distribution information to sink via wireless communication,
thus cannot construct the optimal height-limited tree. In order to solve this
problem, after the nodes are deployed, firstly, the mobile data collector will
collect the distribution information of nodes in the whole network [12], and
then, mobile data collector will send the distribute information to sink. Sink
execute LAWA algorithm to obtain collection nodes, stay nodes, construct the
optimal height-limited tree, and acquire the path information for data collection.
Finally, mobile data collector will send the relevant information to all nodes in
the network, and all nodes in the network will form a three-layer topology for
data collection: the highest level is sink; the intermediate layer is collection nodes
and stay nodes; the bottom is the common nodes. At this time, the initial phase
of network deployment is finished and goes into the data collection phase.

5 Performance Evaluation

LAWA algorithm proposed in this paper focuses on issues of how to select the
data transmission route in network and how to establish the route. In addition,
we assume that the MAC layer has a reliable packet transport mechanism, and
the problem of packet loss and congestion control issues at the network layer can
be better solved. Since MATLAB can quickly build visible prototype systems,
and it can analyze performance of the algorithm effectively, MATLAB meets the
requirements of simulation experiments. Therefore, we chose MATLAB platform
to evaluate performance of LAWA.

Hop constraints, communication radius and average density of network are
the main factors that affect the performance of algorithm (ie, network lifetime
and length of data collection path). In order to evaluate and analyze the per-
formance of LAWA algorithm proposed in this paper, we compare LAWA with
SPT DGA [13] algorithm and use the same assumption of SPT DGA. Node’s
sensing energy and calculating energy can be neglected [20]. In addition, nodes
receive and broadcast a data request message only one time in process of each
round of data collection. The size of data request message is very small and the
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number of data request message is also small, so the energy consumption of data
request message can also be negligible. Therefore, energy consumption in trans-
mission and receiving of data packets is the major communication consumption
in WSNs. In order to make a fair comparison of LAWA and SPT DGA, nodes
use a fixed transmit power, and node’s energy consumption in transmitting data
is approximately two times of node’s energy consumption in receiving data [21].
Some experimental parameters used in the paper are shown in Table 2.

Table 2. Experimental parameters

Parameter name values

Area of target monitoring area 400 × 400 m2

Initial energy of node [0.5, 2]J

Packet size 256 bit

Energy dissipated to deliver a packet of 1 bits 100 nJ/bit

Energy dissipated in receiving a packet of 1 bits 50 nJ/bit

The energy consumption of node is mostly used in sending and receiving
data, thus in the entire process of data collection, algorithms only consider the
energy consumption in sending and receiving data. For each parameter setting,
we randomly generate 20 networks and report the average values.

5.1 Influences of Hop Constraints on Network Lifetime and the
Length of Data Collection Path

This section will test how different values of hop constraints h influence the per-
formance of LAWA and SPT DGA in a randomly determined network. Assume
that the network has 200 nodes randomly deployed in the target monitoring area,
communications radius of node is 25 m, and other experimental parameters are
shown in Table 2. We will test the performance of network lifetime and length
of data collection path when the values of hop constraints are 1, 2, 3, 4, 5, 6, 7
and 8. Experimental results are shown in Fig. 4(a) and (b).

In Fig. 4(a), network lifetime of LAWA algorithm and SPT DGA algorithm
reduce constantly and LAWA algorithm achieves longer network lifetime than
SPT DGA algorithm when the number of hop constraints h becomes larger.
There are three main reasons: (1) as the number of hops constraints h increases,
the number of nodes on the height-limited tree increases both in LAWA and
SPT DGA. It will cause an increase in the energy consumption of the nodes,
and thus shorten the network lifetime. (2) LAWA algorithm selects the collecting
nodes within the communication range of stay nodes, and the hop count from
its offspring nodes to collecting nodes is typically less than h, so there are a
small number of nodes on the height-limited tree, which can preserve the energy
of nodes effectively. (3) LAWA optimizes the height-limited tree effectively, and
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Fig. 4. The scene with different numbers of hop constraints

balances energy consumption of each node, therefore, LAWA achieves longer
network lifetime than SPT DGA.

In Fig. 4(b), as the number of hop constraints h increasing, length of data
collecting path of LAWA and SPT DGA are constantly decreasing, and length
of data collecting path of LAWA is shorter than SPT DGA. LAWA and data
collection algorithms can achieve shorter path length. There are two main rea-
sons: (1) as the number of hop constraints h increases, the number of stay nodes
selected by LAWA and SPT DGA are reducing, which can shorten the length of
data collection path. (2) LAWA selects a part of nodes as the collecting nodes
in the communication range of stay nodes, which can remove more nodes from
the load-balanced fat tree. Thus, the number of stay nodes selected by LAWA is
smaller than SPT DGA, and LAWA can obtain a shorter path length for data
collection.

5.2 Influences of Communication Radius on Network Lifetime and
Path Length of Data Collection

The section will consider the area of target monitoring area, hop constraints,
and the number of fixed nodes is fixed, network lifetime and path length of
data collection will be tested under different communication radius of nodes.
Assume hop constraints h is 4, and there are 400 nodes in the network; other
experimental parameters are shown in Table 2. We will test network lifetime and
path length of data collection under different communication radius of nodes,
the communication radius is 15, 20, 25, 30, 35, 40, 45 and 50 m, respectively.
Experimental results are shown in Fig. 5(a) and (b).

In Fig. 5(a), LAWA algorithm achieves longer network lifetime than
SPT DGA algorithm when communication radius of nodes is becoming larger
from 15 m to 50m. For SPT DGA, its network lifetime is becoming smaller when
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the communication radius of nodes is becoming larger. As the communication
radius of node increases, the probability of the number of neighboring nodes in
the communication radius of nodes is increasing, thus the number of nodes on
height-limited tree will increase, which will shorten the network lifetime. How-
ever, with the increase of node’s communication radius, the network lifetime
obtained by LAWA will have a greater volatility. There are two main reasons: (1)
nodes can be transferred between different height-limited tree when implement-
ing optimization operation. When the communication radius of nodes increases,
there will be more neighboring nodes within the communication ranges of nodes.
Thus, the offspring nodes of bottleneck node can be transferred to nodes with
higher energy, which can help to extend the network lifetime. Consequently,
LAWA can usually achieve longer network lifetime under larger communication
radius of node. (2) Network lifetime of LAWA is related not only to the com-
munications radius of nodes, but also to the current network topology. Since
the nodes in the network are deployed randomly, the network topology cannot
be predicted, which easily leads to the fluctuations of network lifetime in the
network.

Fig. 5. The scene with different communication radius of nodes

In Fig. 5(b), path lengths of data collection for LAWA and SPT DGA are con-
stantly decreasing, and length of data collecting path of LAWA is shorter than
SPT DGA. There are two main reasons: (1) with the increasing of node’s com-
munication radius, the height of shortest path tree constructed by SPT DGA and
the height of load-balanced fat tree configured by LAWA are usually decreasing,
which helps to reduce the number of stay nodes in the network, so that each algo-
rithm can obtain a shorter path length of data collection with a high probability.
(2) The stay nodes selected by LAWA can be closer to sink with the increasing of
node’s communication radius, in addition, more collecting nodes can be selected
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in the communication range of stay nodes, and more nodes can be removed from
the load-balanced fat tree. Thus, the number of stay nodes selected by LAWA
will continue to decrease, so that LAWA can achieve a shorter path length than
SPT DGA in data collecting.

6 Conclusion

The paper presents an effective energy-saving method named LAWA to collect
data in WSNs. Simulation results show that LAWA algorithm can achieve a
greater advantage in network lifetime and path length in data collection com-
pared with SPT DGA algorithm, no matter how hops constraints, communica-
tion radius of nodes, and the number of nodes change in the network. In the next
step, we will study how to use a distributed algorithm to construct height-limited
tree and choose the stay nodes in order to better apply to the real environment.
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Abstract. With the continuous development of science and technol-
ogy in China, the concept of big data has gradually entered all walks
of life and become an important scientific and technological force for
industry transformation in China. Based on the background of big data
development in China, this paper explores the formation conditions and
evolutionary principles of big data in the drainage project, and designs
and implements the front-end data interaction module, as well as the
flow user data storage and analysis module based on the establishment
of BDP large data flow management system model of telecom operators.
The discussion in this paper will not only provide ideas for traditional
operator flow management, but also provide guidance for big data appli-
cations in most other industries.

Keywords: Big data · BDP big data flow management system
Flow management

1 Introduction

In recent years, with the continuous development of telecommunication services,
the demand of the communication industry has shifted from the demand for
information technology to the demand for big data technology, and data as
an asset has gradually become an important resource. Therefore, the demand
for data information has become an essential factor in the transformation of
the communications industry, for traditional structured data analysis has been
unable to meet the needs of enterprises. In the traditional operator flow man-
agement system, grassroots technicians can only judge through the consumption
activities and behaviors of the user at a certain stage, and there are many vari-
able factors. The prediction results cannot be very accurate. Therefore, the flow
pressure is also limited by the information collection and telephone return visits
done by the front-end sales department. This inefficient, traditional, un-targeted,

Work described in this paper was funded by the National Natural Science Foundation
of China under Grant No. 71671093. The authors would like to thank other researchers
at Nanjing University of Posts and Telecommunications.

c© Springer Nature Switzerland AG 2018
X. Chen et al. (Eds.): CSoNet 2018, LNCS 11280, pp. 477–486, 2018.
https://doi.org/10.1007/978-3-030-04648-4_40

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04648-4_40&domain=pdf
https://doi.org/10.1007/978-3-030-04648-4_40


478 F. Wang et al.

and micro data-based business model cannot be supported by the big data flow
model. Therefore, in order to solve this problem and ensure that the traditional
operators improve the efficiency of data mining for user flows, it is necessary
to establish a multi-dimensional information analysis model based on the user’s
consumption behaviors and habits, that is, to design a BDP big data flow man-
agement system that is powerful and takes into account all aspects of the user’s
needs to make up for these deficiencies.

2 Research Status at Home and Abroad on User Profile

User profile is also known as user persona, it is one of the effective methods for
delineating users (user background, characteristics, personality tags, behavioral
scenes, etc.) and analyzing user needs and satisfying the user’s product design.
It aims to analyze and extract the information about the user from the massive
data, so as to help companies turn data into business value. In the field of
communications industry operations, big data technology has shown a rapid
development trend, and foreign scholars have also put forward many viewpoints
in related literature and monographs. Spiekermann (2015) et al. put forward the
idea of data analysis influence, trying to expand the influence of enterprises in the
business environment [1]. After the inspection and development of the short-term
market environment, many enterprise users have found that in addition to the
continuous enhancement of collection capabilities, big data technology must have
faster and more accurate analysis and response capabilities. On the one hand, it
can increase the stickiness of enterprise users to the data analysis platform, and
on the other hand, it can promote flow users to transform into consumer users.
Therefore, based on the positioning of big data technology roles, the concept of
data mining proposed by Wu, Zhu, Wu [2] (2014) has emerged. Big data mining
is an exploratory concept, and how to mine is also a topic that foreign scholars
have sharply discussed. Wamba, Akter [3], et al. (2015) analyzed the level of
commercialization, patterns and user behaviors of online implementation, and
it became an effective way to mine data in the field of commercialization. At
the same time, with the expansion of the field of big data applications, the
influence in the international community is also very obvious. Chen, Chiang [4]
proposed an international type of agreement on big data technology in 2012,
which was expected to coordinate the orderly development of big data in the
international industry. Chinese government is also aware of the importance of the
development of the big data industry and upgrades the industrialization of big
data to a national strategy. As a hot concept in recent years, big data has high
application prospects in market segmentation, satisfying user’s requirements,
providing enterprise decision-making basis, and upgrading business management.
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3 Statement of Problem

At present, the decision of traditional operators has always been business-driven,
that is, the application requirements of big data are completely proposed by the
business department according to the data department. It is a big data applica-
tion model that the data department completes the corresponding data analysis
and mining according to the business requirements, and then returns the analy-
sis results to the business department. The advantage of business-driven lies in
that the business department is close to the front line of the business. The busi-
ness departments have a better understanding of the development, the current
difficulties and the development trend of the business. They must have a higher
motivation to propose big data applications, which is conducive to the applica-
tion of data analysis and mining results. The disadvantages of business-driven
include the willingness and ability of the business departments putting forward
demands is often highly correlated with their understanding of big data. At the
same time, business departments are usually not familiar with the operator’s own
data, and do not know which data can be used to find something of value, which
also affects the demand. The advantage of data-driven is that a data department
has a higher understanding of big data, is more familiar with the data of the
industry and external data sources, is more aware of data analysis and mining
technology, and is more likely to propose more imaginative needs based on the
perspective of data and methods. Therefore, it is necessary to design a platform
for BDP big data flow management system that provides data multi-faceted
services to solve these problems.

4 Design of BDP Model for Big Data Flow Exchange
Platform

4.1 Overall Frame Design of BDP Model

The telecom operator’s appeal to the BDP system design is that in the operator
flow management system, the grassroots technicians can only judge through the
consumption activities and behaviors of the user at a certain stage, and there are
more variable factors, so the prediction on results still cannot be very accurate.
Therefore, the flow pressure is also limited to the information collection and
telephone return visits of the front-end sales department. This inefficient, tradi-
tional, un-targeted, and micro data-based business model cannot be supported
by the big data flow model.

In order to ensure the efficiency of data mining for telecom operators to
improve user flow, the construction of BDP platform will inevitably require a
strong design framework that takes into account the needs of all aspects of users.
In the industry, the requirements module for the design of the system include:
Hadoop, HDFS, Hive, MongoDB technology front-end display platform devel-
opment [5], flow event drive scheme, input and output system (i.e. I/O), Rserve
exchange data service port, and so on. These technical factors are one of the
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important solutions for back-end mining data to the front-end display platform.
After integrating the above technical factors, the overall framework constructed
for the access layer, data analysis layer, application layer, and physical layer (see
Fig. 1).

Fig. 1. A figure caption is always placed below the illustration. Please note that short
captions are centered, while long ones are justified by the macro package automatically.

Access layer: It mainly provides the access capability to the platform for
business personnel, managers, statisticians and financial personnel and other
internal personnel of telecommunications operators. It can enable to manage
content by unified identity authentication and different permissions on the data
platform.

Application service layer: The application service layer mainly includes the
management of program objects, including the management of a single user or a
class of users, the input and feedback of the instructions of the flow management
analysis, the integration of the platformized data to achieve the research effect
of various management personnel on the realization of the user data stream,
and the management of various types of data. Its main purpose is to meet the
real-time management and monitoring of user data flow for various information
personnel at the access layer, and realize the combination of big data analysis
and business management analysis [6].

Data platform layer: The data layer is mainly composed of a database, in
which MongoDB can directly store unstructured data in JSON format, and
realize rapid retrieval and query of data through Simple System like operat-
ing system, and pass data to front-end users through traversing structures. In
addition, the Hive function of the repository embedded in the data platform
system is mainly responsible for analyzing the data, aiming at effectively pro-
cessing massive unstructured data for data analysis and prediction in the whole
platform [7].
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Physical equipment layer: All physical equipments and equipments attached
to the big data value chain, including infrastructure construction, belong to phys-
ical equipment layer. For telecom operators, it includes some business servers,
system hardware, computer clusters, etc.

4.2 Functional Design of the BDP Database

From a technical perspective, the BDP management system is different from the
traditional data management system. The main reason is that the data objects
of its management system are mainly unstructured data. The traditional data
processing methods such as traversal, selection, and looping can no longer sat-
isfy the call, troubleshooting and selection of data objects by the BDP database.
Therefore, the BDP database requires data collection, preprocessing, storage,
mechanism, calculation mode, big data analysis and mining, big data visual-
ization analysis, and big data security as important functional objects of the
database operation process in the research and development stage.

In summary, domestic scholars have already published a number of articles
in the core magazines of the telecommunications industry to elaborate [8]. This
paper briefly draws the idea of the database modular operation framework as
follows (see Fig. 2). The reference of these functional modules has certain simi-
larities to other big data products. In general, the big data flow platform model
should be divided into three modules, one is the flow information data source
module; the second is the big data analysis system module; the third is the data
clustering, analysis, coupling, and associated processing module [9].

Fig. 2. Design framework for BDP database function module architecture
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4.3 Functional Design of BDP Data Repository

Hive is a data repository built on a network cluster environment. Its storage
functions and computing attributes are based on distributed files HDFS and
MapReduce. This shows that BDP naturally has the big data computing function
in the Hive attribute of data storage, thus effectively avoiding the development
cost of the third-party data repository module. Therefore, BDP can realize the
function of processing massive amounts of data more efficiently and conveniently
by means of the related algorithms of the traditional SQL operating system.
However, the data repository is the subject of user development needs, and it is
necessary to adopt the multidimensional data model for design. This requires a
logical structure level scheme.

The design of the logical structure model (see Fig. 3) is mainly to express the
theme of user needs and business appeals in a linear way. This section briefly
draws a diagram of its process structure. The goal is to reserve the usage habits
and related information of the operators’ user groups for their products, so that
the consumer’s consumption behavior can be directly or indirectly stored in
the data platform layer of the operator’s BDP directory. In this way, the user’s
behavior has the information waiting, thus forming the pre-processing of the
data layer related modules, waiting for the implementation of other levels of
instructions or calls.

Fig. 3. User topic-oriented logical data warehouse model for BDP

4.4 Implementation of Flow User Data Storage Module

The first is the implementation of the front-end data interaction module. This arti-
cle has little relevance to the analysis of big data flow users. Therefore, this paper
just considers the debugging of Node.js2 as the necessary environment for database
development. The login interface is primarily integrated with the Passport mod-
ule, which is the authentication middleware for Node.js, it is flexible and easy to
modularize, and very easy to integrate into any Express-based web application.
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To put it simply, big data technology is different from traditional data stor-
age, in that it is common that there are multiple data sources involved in the
process. There are mainly two kinds of sources: the first is the local data source
of traditional data, the second is the source of network data. Besides, data may
also come from some organizations’ own characteristic databases (for example,
large public libraries, etc.). In this regard, we have developed the following pro-
gram framework. First of all, the Hadoop distributed software architecture is
used to access the system HDFS to achieve consistency between local data and
externally imported data. Secondly, the Hive model of the data repository begins
HQL query on HDFS, and the relevant instructions of the managers also per-
form a horizontal search on the data to distinguish the structure data from the
unstructured data and generate functions such as calling and selecting. Finally,
the job is performed on the MapReduce framework, and the R language and the
Hive data repository are docked to achieve the “online and offline” storage effect
on the user’s naked eye. Specific flow chart as follows (see Fig. 4).

Fig. 4. Flow chart of BDP system implementation to data storage
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4.5 Implementation of Flow User Data Analysis Module

The BDP data analysis module is mainly based on the R language as an analysis
tool to conduct call analysis on the data stored by telecom operators. Then the
resulting data is presented on the manager’s PC terminal device from a human
perspective, helping managers to supervise and make decisions.

As for the analysis module itself, BDP takes into account the setting of the
data cloud analysis module in the process of development. Here, the user, that is,
the management user, wakes up the previously set task ID by simply creating a
task and creating a data packet on the WEB interface, of course, the data itself is
still stored in the relevant database, and only the pointer retrieval changes. The
ID setting starts working. Here, task users creation, data analysis, scripts, and
existing scripts all have carrying capacity of response, that is, the data content
carried in the flow is fragmented and processed into the HIVE information base
for integration analysis. The specific flow chart is as follows (see Fig. 5).

Fig. 5. Flow chart of BDP data analysis module system
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5 Conclusion

With the advent of the big data era, many operators have used big data to reverse
the low-margin space. They take big data as assets, innovate business models and
profit models, and transform themselves into big data service providers. First
of all, the main business content of the traditional communication industry is
highly similar to that of modern large data drainage. The traditional operator
communication management is to solve the problem of information interaction
and transmission between users by using each user and the communication net-
work as a medium. Big data management relies on the big data platform estab-
lished by the operator network and business to solve the problem of enterprise
demand and data connection. Communication users constitute a communication
network, and enterprise users constitute a big data network. Second, big data
management also has the same economic characteristics as the traditional net-
work service. Driven by big data, it can effectively solve the current operational
difficulties of telecom operators. Thirdly, we need to gradually develop big data
capabilities, collect multi-party data through flow, and construct big data busi-
ness model. Finally, the operator’s data operation strategy can be divided into
three steps: First, focus on the user scale and regard big data as core operational
assets. The second is to build an end-to-end network infrastructure, because the
network can integrate products and all kinds of own information data. In addi-
tion to combining the Internet, radio and television networks and other raw data
also introduce data services for targeted industry applications. The third is to
establish a big data service platform, expand the collection and distribution of
P2P content generated by big data, and integrate the advantages of resources
and CDN, so as to make it a direct source of profit, and a large-scale cross
sectoral information sharing platform.

What’s more, with the in-depth development of network convergence, inte-
gration of three networks has become imperative, and the popularity of mobile
Internet and big data will inevitably lead to the overall trend of the future com-
munication industry. Operators possess most of the resources of the communica-
tions industry through capital accumulation, so it is imperative to build big data
services. Under the guidance of telecom operators, big data providers can effec-
tively expand the number of customers, increase operating income, establish core
strengths, and focus on business development. In the near future, the research
and application of big data is the benchmark and direction for the transfor-
mation and development of telecom operators. Therefore, traditional operators
should focus on this direction, and grasp the opportunities of industry develop-
ment to strive to become a big data transmission operator and to serve more
leading communication companies.
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Abstract. In this paper, we use the explosive percolation theory to set
up an information spreading model. We analyze useful parameters in
largest cluster and information spreading rates, and discuss some rules
of sudden outbreaks of information. By using simulation experiments,
it is easy to see that there exists a critical point in the outbreak of
information, and that information is most infective in the early stage, and
gradually weakened as the time increases. Also, this paper provides some
new insights on governance of information spreading in social networks
through observing the simulation results.
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1 Introduction

Information spreading in social networks has been an interesting topic for the
last ten years. Social networks, especially Twitter and Facebook, have become
the main places of public opinion expression, information release, marketing and
so on. But at the same time, it also aggravates the possibility of large-scale
information explosion in a short period of time. If the information spreading
cannot be effectively controlled, it will easily trigger a crisis of public opinion
and cause social unrest. Therefore, it has triggered an explosive attention in
various disciplines, and several overview articles have reported on it, see the
reference [1–3] for details. It is an important research direction for scholars to
analyze the information spreading rules of a large number social networks, and
then summarize the effective information spreading and prediction models.

Note that there is a natural similarity between information spreading and
epidemic transmission, thus some studies used epidemic models. The warehouse
model (SIR) proposed by Kermac and McKendrick [4] was a classical model to
analyze the dynamics of infectious diseases. Daniel [5] proposed two propagation
models in the SIS model from different priority levels. However, the research on
information spreading based on the epidemic models not consider the role of
network structure and social relations in the real social network system [6],
which is insufficient to cope with the complex external environment.
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The complex network can fit the real network to a large extent [7]. In order
to make the epidemic model more suitable for real social network systems, so as
to better study the information spreading rules, Wang et al. [8], Zan et al. [9]
and Zhao et al. [10] considered characteristics of network structure and used the
complex network theory and SIR model to analyze the rumor spreading. With
the development of study, scholars more and more clearly depict the mechanism
of information spreading. And further research on mathematical analysis and
calculation models are required.

Macroscopic emergence behavior (such as outbreaks of disease) has similar-
ities with non-equilibrium phase transitions in statistical physics. Thus, phase
transformation theory and percolation theory are applied to the study of the
infectious diseases and information dissemination gradually [11–13]. This method
introduces physical theory into the study of information spreading, and can effec-
tive in mathematical analysis and actual derivation of the information spread-
ing model. Zhao [14], Wang et al. [15] applied the percolation theory to the
SIR model, and calculated the spreading threshold and the maximum outbreak
scale. Zhang [16] used bootstrap percolation theory in the empirical research,
and found that as the change of the activity of nodes there is a critical value for
the large-scale outbreak of rumors. Although, the classical percolation method
is more accurate than the mean field method in the calculation of the epidemic
model, the real-time dynamic and mutation behaviors in the network can not be
captured properly.

Now, research on information spreading focuses on spreading mechanism and
influencing factors. Epidemic model, complex network and percolation theory are
a better combined method. This combined method can not only meet the consid-
eration of the internal and external environmental factors of the complex social
network system in reality, but also carry out mathematical analysis and practi-
cal derivation of the established information spreading model, so as to study the
rules of information spreading more accurately, but there is very little research
on the mechanism of the sudden outbreak of information. In fact, information is
difficult to control is largely lies in its suddenness, which can quickly break out
in a short time, and people hardly perceive it before the outbreak.

From the above perspective, this paper introduces the theory of explosive
percolation to study the sudden outburst of information. According to the char-
acteristics of information spreading, we use the explosive percolation theory to
establish a information spreading model, and observe a critical point of infor-
mation explosion from some simulation.

Classical percolation discusses the continuous and reversible phase transition.
Achlioptas et al. [17] brought out a percolation model which showed an unex-
pected sharp transition, that is, the model was proved to be irreversible and
discontinuous. Achlioptas’s theory of explosive percolation provided a new idea
for explaining the phenomenon of macro catastrophe. After then some authors
have applied this model to research of many real systems, such as the homology
of human protein [18], cascading failure [19], mobile phone call network (MPC)
and large ArXiv cooperation network [20].
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This paper has two main contributions. First, we discuss the sudden outbreak
of information and use the explosive percolation theory to analyze the rule of
information bursts. Second, we use this method to model information spread-
ing in social networks and observe the critical point of information explosion
by means of simulations. Furthermore we divide the information into differ-
ent stages. Moreover, we explain why some information doesn’t break out even
though many people know it and why few times of spreading can lead to the
explosion of information. We hope that our approach will help to further study
the explosive percolation theory and information spreading in social networks.

The rest of the paper is organized as follows. In Sect. 2 we describe the explo-
sive percolation algorithm for the 2D square lattices, and set up an information
spreading model. In Sect. 3 we explain useful parameters of the model, and dis-
cuss the rules of the sudden outbreak of information. In Sect. 4 we give several
useful results through simulation experiments. Finally, in Sect. 5 we provide some
concluding remarks.

2 Information Spreading Model

In this section, we first describe the network of information spreading, and gen-
eralize the meaning of nodes and edges. Then we abstract the interpersonal
relationships in the network as the neighbors, which are the receivers of infor-
mation spreading. Furthermore, we introduce the SI model to describe the state
of nodes in information spreading. Finally, using the explosive percolation theory,
we propose a selection rule in neighborhood, and set up a information spreading
model. The model is built as follows:

(1) Network, node and edge
Modeling individuals and their behaviors, set G = (V,E) where G repre-
sents the network, the entire information spreading system. V is a collection
of all nodes vi, which is an abstraction of potential recipients of information
that may be accepted in the real world. E is a set of edges eij , denoting the
propagation relationship between nodes. And the addition of edges indicates
that information is propagated and exchanged once.

(2) Neighbors
The definition of a neighbor is an abstraction of the interpersonal network
in the real world, which refers to the potential recipients of information that
has close interpersonal relationship between the nodes, and the nodes only
exchange information with the neighbors. After the adjacent nodes obtain
the information through the edge relationship, they merge into a cluster
c(v). A cluster is a collection of all nodes that can be reached from the node
v via the edge, and the cluster size is the number of nodes included in the
cluster. Considering the “six-degree segmentation theory”, in order to make
the model have small world effect better, this paper uses the von Neumann
model, that is, the node takes neighboring four nodes (one on each of the
upper and lower sides as neighbors).
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(3) State
We assume that information that bursts in a short time cannot be effec-
tively controlled. That is to say, there are no nodes that obtain information
is immune or forgets to this information and restores to the unknown state
in a short time. Therefore, according to the SI model, any node must be
in one of the following two states: S - susceptible state (not receiving infor-
mation state) and I - infection state (effective acquisition state). A node
with a status of S indicates a potential recipient who has not received the
information, and with a status of I indicates that the information has been
accepted. Set the infection rate ϕ to 1, then S + I

ϕ−→ 2I.

(4) Rules
Rules refer to the generalization and abstraction of the decisions and behav-
iors of individuals who have obtained information in the process of informa-
tion spreading. Since the source of information is often an informal channel,
its authenticity cannot be guaranteed, and individuals tend to disseminate
this information to smaller groups when they obtain information. Inspired
by the SR rule of the explosive percolation theory, this local decision rule is
defined as follows: 1. Randomly select an individual as a party to informa-
tion spreading. 2. Observe the surrounding four neighbors and calculate the
cluster size of the four neighbors. 3. Select neighbors with smallest cluster
sizes to propagate information.

We consider bond percolation on L×L square lattices with periodic boundary
conditions in both directions, with n = L×L sites. One bond are added for each
time step. The algorithm of information spreading is as follows:

(a) Starting from an empty network of n = L × L nodes.
(b) Randomly selecting any node vi and the state of node vi becomes I.
(c) Calculating the cluster size of four neighbor nodes.
(d) Choosing the neighbor vj with the smallest cluster size, establish a link with

vi and update its state to I, and discard the other 3 nodes. If there is more

Fig. 1. Improved edge rules (For a more intuitive understanding, the 2D grid is hidden.
The four neighbor nodes in the box are candidate nodes, while the clusters of the four
neighbors are 2, 6, 1, and 3 respectively. In accordance with the rules, the node should
be selected is right node, and the other three nodes are abandoned)
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than one node with the smallest cluster size in the neighborhood, one of
them is randomly selected and the rest are abandoned, as shown in Fig. 1.

(e) Repeating step 2, step 3 and step 4 until most nodes in the network are
connected.

3 Process of Information Spreading

In this section, we mainly discuss the process of information spreading. We use
the mean field theory to analyze the largest cluster and the spreading rate of
information, and give the calculation method of the critical point of informa-
tion explosion. The analysis shows that the transmission rate of information is
decreasing, that is, information is most infectious at the initial stage.

3.1 Largest Cluster

The main study of percolation is the connectivity of the network. In this article,
the cluster is considered to be a group that has obtained information, and the
information is already shared within the group. Therefore, all nodes in the cluster
are in the same state-infected state.

In the process of the information dissemination, different individuals have
different perception of the connectivity of information transmission network.
Individuals in the largest clusters are highly sensitive, which will be the first to
perceive the outbreak of information.

In order to systematically study changes in the network, we monitor the
changes in the largest cluster. We define the variation of the order parameter,
i.e., the relative size of largest cluster with the increase of the added edge in
the network, Pmax(t) = Cmax/n. Using the finite scale, Pmax follows the scaling
relation [21]:

Pmax = n− β
u F [(t − tc)n− β

u ], (1)

where n is the size of the system, F is a universal function, t is the control
parameter (the evolution time of the system), i.e., the ratio of the number of
edges to the total number of people. tc is the critical point of the transition, β
is the critical exponent of order parameter and u that of the correlation length,
tc is the critical value of the control parameter t. The susceptibility, i.e. the
average cluster value reaches its maximum. It is also the point that the cluster
size distribution becomes a power law.

The value tc corresponds to the outbreak point of information, and it can be
obtained by various methods. Besides the above two methods, it is also possible
to find the maximum ‘jump’ time of the largest cluster Cmax:

ΔP (t) =
1
n

max(C(T + 1) − C(T )). (2)

Among the three methods we mentioned, due to the size of the network,
the number of clusters in our network may not be enough to make it appear
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in a distributed shape, this is too inaccurate. Therefore, we will not discuss the
second method here. Since it is not easy to directly analyze the largest cluster,
many articles turn to the average size of the cluster, which is the first method.

According to D’Souza et al. [22], xi(G) represents the proportion of the total
number of individuals (i.e., the number of people in the group) of I in the group
size:

xi(G) =
1
n

|{v : c(v) = i}|, (3)

where, c(v) is the group containing individual v, |c(v)| is the group size. xi =
ini/n, ni is the number of clusters in the system of i. The above formula also
means that the probability of the first node choosing the cluster size as i is xi.
Clearly, xi is also a function of time. Thus the average cluster size is given by

W =
1
n

∑

v

|c(v)|, (4)

where W is also a function of time, which describes the average size of a group,
that is, the average size of the cluster in which any node is located at a certain
time. It can also be written as

W =
n∑

i=1

ixi =
1
n

n∑

i=1

i2ni. (5)

Let W∗ = W − ∑k
i=1 ixi. W∗ correspond to the expected value of the group

size greater than k. Order sj = 1 − ∑
k<j xk, sj is the weight distribution of

the group size starting from j. W (the size of the average group) changed, when
the communication of information led to the merger of two groups of j and k,
respectively. Thus we can get the rate of change of the expected value of the
group size over time:

dW

dt
= 2W

k∑

k=1

k(s4k − s4k+1) + 2WW ∗s3k+1. (6)

D’Souza (2010) indicated that the differential equation can be roughly solved
according to the Euler method, but the process is more complicated and also
lose certain accuracy. In this paper, the simulation method is used to further
obtain the explosion point by Eq. (2).

3.2 Propagation Rate of Information

Let I(t) and S(t) represent the proportion of the number of people in the infor-
mation spreading state (infected state) and the unknown state of information
(susceptible) at time t. Using mean field theory, the propagation rate of false
information is defined as

r(t) =
dI(t)
dt

= −dS(t)
dt

. (7)
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Obviously, S(t) is the proportion of isolated nodes at time t in this model,
I(t) is the proportion of nodes in the cluster. From Eq. (2), when i takes 1,
x1 represents the ratio of the isolated nodes, that is, the proportion of nodes
that are not infected. Initially, the value of x1 is 1, which decreases with time
gradually. Order sj = 1 − ∑

k<j xk, and sj is the weight distribution of group
size starting from j. The probability that the candidate neighbor nodes with a
smaller cluster have a cluster size of j is s4j − s4j+1. The differential equation is
given by

dxi

dt
= −ixi − i(s4i − s4i+1) + i

∑

j+k=i

xj(s4k − s4k+1). (8)

The meaning of this differential equation is the average growth rate of the cluster
whose size is I. Therefore, the spreading rate of false information can also be
expressed as:

r(t) = −dS(t)
dt

= −dx1

dt
= x1 + s41 − s42. (9)

From s1 = 1, s2 = 1 − x1, which simplifies to:r(t) = x1 + 1 − (1 − x1)4.
The derivative with respect to x1, we get

dr(t)
dx1

= 1 − 4(x1 − 1)3. (10)

Because 0 ≤ x1 ≤ 1, r(t) is the increasing function of x1. And x1 is the
decreasing function of time t, so r(t) is decreasing in time. When x1 takes a
maximum of 1, it corresponds to the maximum value of r(t) of 2, which is the
fastest propagation rate when t = 0 at the beginning. The minimum value of
x1 is 0, when the r(t) takes the minimum value of 0. This indicates that the
false information is the most infectious when it is produced. At this time, the
false information is novel and there is not enough evidence to be refuted, so it is
easier to be believed and spread. The longer the false information appears, the
less infectious it becomes.

4 Simulation Experiment

In this section, first, we simulate the model and observe the evolution process
of the model, which shows that information spreading has a high degree of clus-
tering. Then we record the maximum cluster and the propagation rate of infor-
mation. Furthermore, we locate the critical point of information explosion and
divide the stage of information spreading. Finally, we further discuss the law of
information spreading.

Set the grid of N = 101×101, and each grid represents a sustainable person.
Using Netlogo for simulation, the edges are hidden and the nodes in the same
cluster have the same pcolor and cluster-number attributes, and the cluster size
is presented by the plabel. Attribute cluster-number is unique, that is, given
any node it must have a corresponding cluster number. At each time step, only
add one edge to the network, and the grid automatically updates its pcolor and
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cluster-number attributes. We monitor the growth of the largest clusters, the
process of cluster merging and the rate of information spreading in this process,
and the model evolution diagram is shown in Fig. 2:

Fig. 2. The model evolution diagrams in different time step

To observe the evolution process, the size of the cluster is mostly 2 in the
initial stage. Over a long period of time, the growth of clusters is generally more
balanced, and forming a large number of scattered clusters are formed. With
the increase of time step, a large cluster suddenly appeared, and then almost
all nodes in the network are connected rapidly in a short time. In this model,
the propagation of false information of public crisis shows high clustering and
network connectivity.

4.1 Simulation Analysis of Largest Cluster

The growth simulation of the largest cluster (as shown in Fig. 3) shows that
the growth of the largest cluster has a longer “incubation period” and a shorter
“outbreak period”. The growth of the largest cluster is nearly zero before t = 1.1,
and suddenly leaping when t = 1.1, presenting the explosive growth (note: with
the increase of n, t can increase as the slightly, in general, do not break t = 1.1).
When t = 1.35, 90% of nodes are in the largest cluster, and the whole network
is connected. The time before t = 1.1 is considered as the incubation period of
false information (the gestation period), the moment t = 1.1 is the beginning
point of false information explosion, and the time (1.1, 1.35) is the outbreak
period of information. The average order parameter is Pmax(t) = 0.45 when the
average maximum outbreak point of information is at tc = 1.22. Information
spreading exists a threshold: when the spread degree is less than 1, information
spreading is in the incubation period of information. At this time, information is
only communicated at this time only in small group communication, and most
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Fig. 3. Growth of the largest cluster

people do not perceive its the effect. When the spread propagation degrees more
than exceeds 1, that information group in a short period of rapid growth for
larger groups the group who knows the information grows into a larger group
rapidly in a short time, and when the propagation degree reaches 1.22, in the
transmission of 1.22, people can obviously perceive the influence the growth of
the information influence. When the spread propagation degree exceeds is over
1.35, almost all individuals perceive the influence of information, and it is very
easy to break out have a group events.

4.2 Simulation Analysis of Information Propagation Rate

The simulation results show that S(t) is a curve whose slope decreases grad-
ually, and finally becomes 0 (Fig. 4), which is consistent with the analysis of
the average field theory. When the propagation degree reached 1.1, about 96%
of the nodes have already obtained this information, but the information still
did not explode. The increase in the number of infected people will affect the
increase of network connectivity to some extent, but the existence of highly dis-
persed clusters weakens this effect. This also explains that there are a lot of
information in life, which is very important to the masses, but it does not form
an outbreak trend.

Fig. 4. The increase of infected population



496 X. Zhu et al.

Fig. 5. False information propagation stage

4.3 Discussion

In general, with the control parameters as the evolution axis (as shown in Fig. 5),
the information spreading has an long “latency period”. During the incuba-
tion period, the dissemination of information forms a large number of scattered
small groups, and the communication among groups forms the accumulation
of medium-sized groups. Although a considerable number of people have been
infected with information, it may not have caused the explosion of information.
When the threshold value is exceeded, the medium group is merged into a large
group, and the information suddenly erupts, and the less propagation makes
the influence of the information increase sharply. Compared with the number of
infected people, it is found that the outbreak of information is not the explosion
of the number of infected people, but the mutation of the network connectivity
of information spreading network.

5 Concluding Remarks

We apply the explosive percolation theory to the study of information spreading,
study the rules of the sudden outbreak of information, and set up a model of
information spreading. Moreover, we observe the critical point of information
explosion by simulations and divide information spreading into several stages.
Also, we find that the outbreak of information is not the explosion of the number
of infected people, but the mutation of the network connectivity of information
spreading network. This paper provides a new insight on how to use the explo-
sive percolation theory and SI model to analyze information spreading. Along
such a research line, there are still some interesting future directions that are
worth studying, such as identifying information and making predictions before
outbreaking.
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Faculty of Information Technology, University of Jyväskylä, P.O. Box 35,
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Abstract. Advanced Persistent Threat (APT) attacks are a major con-
cern for the modern societal digital infrastructures due to their highly
sophisticated nature. The purpose of these attacks varies from long
period espionage in high level environment to causing maximal destruc-
tion for targeted cyber environment. Attackers are skilful and well funded
by governments in many cases. Due to sophisticated methods it is highly
important to study proper countermeasures to detect these attacks as
early as possible. Current detection methods under-performs causing sit-
uations where an attack can continue months or even years in a targeted
environment. We propose a novel method for analysing APT attacks
through OODA loop and Black Swan theory by defining them as a multi-
vector multi-stage attacks with continuous strategical ongoing campaign.
Additionally it is important to notice that for developing better perform-
ing detection methods, we have to find the most common factor within
these attacks. We can state that the most common factor of APT attacks
is communication, thus environment has to be developed in a way that
we are able to capture complete network flow and analyse it.

Keywords: Advanced Persistent Thread (APT) · OODA loop
Black Swan theory · Network anomaly detection

1 Introduction

In this paper a novel approach for analysing APT attack kill chain and its life-
cycle is proposed to gain deeper insights about the attacks and help the devel-
opment of detection techniques. The number of these sophisticated attacks is
increasing thus leaving societal infrastructures at more risk which can, in worst
case, cause lost of human lives. The current attacks are already capable of hid-
ing in cyber environments, bypassing firewalls as well as intrusion detection sys-
tems and other countermeasures effectively. The attackers are currently adopting
Machine and Deep Learning based solutions to attack campaigns, especially in
malware that modify attack vectors and behavioural patterns based on what the
malware learns from the cyber environment, making the attacks more dangerous
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and unpredictable. To effectively protect systems against these above-mentioned
campaigns, one must use similar techniques when developing countermeasures.

Our proposed approach studies APT attack’s kill chain and lifecycle through
OODA loop and Black Swan theory for describing how the attack behaves.
Finally, we propose a method to detect APT attacks in an early phase of the
campaign that can be adapted to Deep Learning.

The paper contains following structure: Sect. 2 presents definitions for APT
kill chain and lifecycle from information security organizations and research com-
munity and Sect. 3 introduces the Black Swan theory and related research. In
Sect. 4, the OODA loop is described and Sect. 5 explains thoroughly how the
subjects from earlier sections are related to each other. Finally, Sect. 6 concludes
and describes possible future works.

2 APT Attack, Kill Chain and Lifecycle

This section introduces APT attack and its kill chain utilising widely used defi-
nitions from research results and information security organizations.

2.1 APT Attack

APT attack is a sophisticated network attack which attempts to breach target
networks and systems undetected in order to espionage or gain access to priv-
ileged information as long as possible. APT attacks can be also used to cause
maximal destruction to target networks, systems, critical infrastructure or pro-
duction. A commonly known malicious worm Stuxnet is an example of APT
attack that targets production systems. The developers of these sophisticated
attacks are skilled and well funded since they are tailor-made to the target net-
works and systems [1–5] - the cyber security risk at the targeted side is very high.

Ongoing APT attack uses multiple techniques to masquerade its activity in a
network from detection. These attacks have the capability to hide in networks by
mimicking legitimate traffic and modify itself during campaign by using random
execution intervals and multiple legitimate protocols. The attack can also use
more than one attack vectors simultaneously [1–10]. Another weakness that help
attackers is the fact that 100% secure systems does not exist. Even well designed
and protected systems and networks have their weak spots [8]. Moreover, the
growing number of insider threats, where an individual with legitimate system
access executes an attack, is a great concern [5,11].

2.2 Kill Chain

The term “kill chain” originates from military concept and it was adopted to
information security as “Cyber Kill Chain” by Lockheed Martin. This commonly
used kill chain describes seven stages for an attack, which are (i) Reconnaissance,
(ii) Weaponization, (iii) Delivery, (iv) Exploitation, (v) Installation, (vi) Com-
mand and Control and (vii) Actions on Objective [1,2,7]. Few other similar kill
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chain definitions to mention are: (i) LogRhythm, (ii) Lancaster, (iii) SDAPT
and (iv) BSI-model [7]. However, these models are practically mechanical execu-
tion flows and they do not take into account how sophisticated the attack may
be or the fact that attack developers do not have any obligations to follow the
phases described in models.

There exist research papers where improvements and different approaches in
defining kill chain are proposed. Messaoud et al. used the term “life cycle” to
describe the entire kill chain in their paper. The purpose was to improve earlier
definitions by focusing on attack targets as well as different tactics, techniques
and methods controlling impact of the attack. This way, instead of understanding
only the early stages of the attack which is common, it is possible to understand
the attack’s life cycle as a whole. They stated that earlier defined kill chain falsely
assumes that APT attacks are using the same seven phases every time in that
exact order. To support this argument, for example Stuxnet has a mechanism
to autonomously execute several tasks without command and control (phase vi)
and thus it is not following the kill chain execution order. Therefore, the authors
proposed a new model which is based on six phases, where kill chain phases are
combined and considered from attackers intention [7]. Bhatt et al. proposed
framework for detecting APT’s and improvements to kill chain in their paper.
The purpose was to focus on attack vectors’ simultaneous dynamic behaviour
and detect them before significant impact to the target. The framework consists
of three separate methods: (i) multi-stage attack model, its core is based on
seven-phase kill chain, (ii) layered security architecture to delay attack success,
which increases detection time and (iii) event data collection from various sources
and information analysis with Big Data technology. They stated that by using
layered security, the entire kill chain has to be executed at least once in each
layer which helps detection. For data collection they proposed separate sensors
to each layer, configured to detect the ongoing kill chain phase [8].

Kill chain has not been the one and only approach on analysing APT attacks.
For example, few recent papers [5,10,12] based their analysis on strategical game
theory. Xiao et al. chose cumulative prospect theory (CPT) to improve APT
attack detection dynamically. In their work attacker and defender are assumed
to not know time intervals for the other opponent’s actions, for example system
scan for malware detection and attack execution intervals, which creates non-
linear sequence of events. Both of the mentioned actions are strategic decisions
with a different purpose. They stated that in both sides exists irrationality in
strategical decision making under uncertain situations based on human subjec-
tive point of view, such as risk taking, thus strategic game theory fits well for
APT detection and impact investigation [5,10]. Zhu et al. proposed combination
of three strategic game models to detect APT behaviour and recognize correct
countermeasures. APT was defined as a multi-stage and -phase attack and it
was divided to three stages: (i) infection, (ii) stealthy infiltration and (iii) caus-
ing damage, and for each phase they selected different strategy, while between
stages internal transition was implemented. Theory computes optimal behaviour
for both sides, attacker and defender simultaneously, and the theory’s main
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purpose was to “capture the strategic interactions of an attacker with a sequence
of agents in the system”. The authors proposed Gestalt Nash equilibrium theory
as a core of solution, as it provides a holistic risk assessment theory for APT
attacks by adaptive learning methods and designing automated and optimal
defence for multiple layers [12]. Gestalt Nash equilibrium theory was also anal-
ysed in [5] and identified as a best response strategy for opponents, optimizing
their long-term objectives.

2.3 Lifecycle

The lifecycle of an APT attack begins when an attacker sets the target and
intelligence gathering starts to find weak spots from the targeted cyber envi-
ronment with methods such as open source intelligence, network scanning and
social engineering [4,7]. The lifecycle may end due to various reasons: the attack
reaches its purpose, it is detected and interrupted or such countermeasures are
implemented that it cannot fulfil its purpose and therefore ceases.

Intelligence gathering activities in a network, local and public, from anomaly
detection point of view are difficult to detect, sometimes even impossible [6].
For example network scanning and open source intelligence can be executed
completely outside of the target’s cyber environment. Further, there can be
multiple purposes for a network scanning, thus it is difficult to reason if it was
executed by an APT or for some other purpose, even legitimate. Open source
intelligence can be gathered from public records, such as DNS, whois records and
so forth when targeted cyber environment is connected to public network, thus
it does not create any communication to targeted environment. In addition,
social engineering based attacks can be executed with methods that does not
require access to target’s cyber environment. Hence the critical point for network
anomaly detection is, when a malware executes [8] first time and makes first
communication or attempts it inside the target’s cyber environment.

3 Black Swan Theory

According to Taleb’s definitions, Black Swan is a surprising highly improbable
consequential event, that can change the entire perspective to the subject in
question. Black Swans are caused by “severe limitation to our learning from
observations or experience and the fragility of our knowledge”, in other words,
one single observation can completely invalidate earlier common beliefs. In addi-
tion, there exists positive and negative Black Swans and while effects of positive
takes time to appear, effects of negative ones appear fast [13].

To be more precise, Black Swan is an event that has following three attributes,
(i) it is an outlier that locates outside of the ordinary assumption, or outside of
a “tunnel”, (ii) it causes extreme impact and (iii) after the event occurs, even
being an extreme outlier, there exists a tendency to transfer the event from being
unlikely to explainable and predictable one [13].
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A rare event is same as uncertainty and to study those events we need to
focus on extreme outliers, instead of focusing on normal events. These dynam-
ical sudden events with low predictability and high impact can be seen also as
events that should not happen, thus happened exactly because of that. There
are multiple reasons for this phenomenon: (i) categorizing which reduces true
complexity by ruling out sources of uncertainty, thus creating more misunder-
standing, (ii) by focusing on causes of known Black Swans or a small number of
sources of uncertainty, in other words on a “tunnel”, (iii) huge amount of data
can be insignificant occasionally while one piece of data can be very significant,
thus invalidate earlier beliefs, (iv) reducing dimensions, more random data has
higher number of dimensions and it is more difficult to summarize. But as more
data is summarized, less random it becomes thus leading to assumption that the
environment is less random than it actually is, (v) learning is based on histori-
cal events at the expense of previously unknown events, leading to ignoring later
ones before appearance, (vi) future predictions by using tools and methods which
exclude rare events and (vii) with more detailed knowledge from environment,
noise in knowledge increases thus creating false understanding of information.
Furthermore, two important attributes which relate to Black Swan events are
“duration blindness”, that is we cannot predict how long an event will last based
on its history, and “the curse of learning”, that happens with overlapping infor-
mation, where less learning happens while having more overlap in information.
Above all, any event can have an infinite amount of possible causes [13].

While Black Swans are produced in a messy understanding of an environ-
ment, to be more precise, in a gap between what we really know and what
we think we know, there are methods to make them predictable to a certain
degree and turn unknown unknowns to “Gray Swans”. That is, they are some-
what tractable and by being aware of their existence, the element of surprise
is lower. More specifically, the event is still rare but also expected. One way to
reduce unknown is fractal randomness, it causes some Black Swan consequences
to appear but does not give exact answers, in other words one can understand
the consequence of an event without knowing the likelihood of an event. It is
possible to infer such possible outcomes that are not directly visible in the data.
However, instead of ignoring these deductions, they should be taken into account
in the set of possible outcomes as well [13]. Zeng et al. proposed a hierarchical
Bayesian reliability model framework to reduce unexpected failures in a process,
which were presented as Black swans. Their mathematical model took all fail-
ures into account, expected and unexpected, and by increasing the knowledge of
the environment their test results showed that probability of unexpected failures
reduced. In addition, paper showed two important facts: (i) “system complexity
inherently hides unexpected failures” and (ii) as the complexity of environment
increases, possibility to unexpected failures increases also, thus “the estimated
reliability decreases”[14]. Additionally Arney et al. stated that “Through rare
event scenarios that impact the global network, we see how different elements
and entities interact with each other to produce even greater impact”, that is
small change in local condition can cause consequences to entire network [15].
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4 OODA Loop

OODA loop, the decision cycle was presented by Colonel John Boyd and it was
originally developed for observing and examining fighter pilots in aerial combat.
Later on it has been adopted widely to business, law enforcement, military as
well as to information security, as a decision making strategy [16–19].

Boyd stated that the people’s ambiguity and the environments randomness
creates a lot of uncertainty among us. However, the bigger problem is our inabil-
ity to properly understand changing reality, that is, we find it difficult to change
our perspectives according to prevailing conditions thus we tend to keep con-
tinuing with the existing mental concept. He also pointed out “that trying to
understand a randomly changing space with pre-existing mental concepts can
only lead to confusion, ambiguity, and more uncertainty”. Previous idea is based
on three principles: (i) Gödel’s Incompleteness theorem (ii) Heisenberg’s Uncer-
tainty Principle and (iii) 2nd Law of Thermodynamics. First, Gödel’s Incomplete-
ness theorem, states that every logical model of reality is incomplete, inconsistent
and must adapt constantly to new observations. Second, Heisenberg’s Uncer-
tainty Principle, states that it is impossible to define the velocity and position
of a particle at the same time. By applying this to environment, we will obtain
more precise observations to exact domain but on the other hand we obtain more
uncertainty to the other one. Third, 2nd Law of Thermodynamics, states that
“isolated system” will have increasing entropy. By transferring this to organiza-
tion, Boyd assumed that if individuals or organizations does not communicate
with outsiders for getting new information, they will create mentally closed envi-
ronment which leads to distorted perception of surroundings [16]. Therefore, it
is important to frequently do situational assessments to gain awareness about
the things that are going on in the environment [19].

The decision cycle has four phases, Observe - Orient - Decide - Act. Each
phase in an OODA loop is a representation of a process, which is interacting with
its environment. Its purpose is to resolve the earlier mentioned randomly chang-
ing space problem and increase awareness about the surrounding environment.
Observe is a process for acquiring information about the environment through
observing and interacting with it. It is guided and controlled by Orient while
receiving feedback from Decide and Act. Orient is the process of filtering the
information gathered in observe phase, taking into account the possible Orient-
phases from previous loops. The filtering may include finding such correlations
and dependencies that can be used in further decision making, therefore irrel-
evant information can be rejected. “It shapes the way. . . we observe, the way
we decide, the way we act”. The process that selects which hypotheses will be
executed based on environment’s situation, is Decide. It is guided by input from
Orient and delivers feedback to Observe. In Act-process, the selected hypotheses
are tested by interacting with the environment. It is guided and controlled by
Orient, it receives feedback from Decide and it provides feedback to Observe [16].

It is important to remember that both sides, attacker and defender in our
case, are supposedly using their OODA loops or comparable decision making
strategies [5]. Boyd emphasized that by operating in faster decision cycle tempo
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than an opponent, there the probability of winning is higher, or even better
there exist a chance to get inside in an opponent’s OODA loop. In other words,
defender’s cycle should perform with faster tempo than attackers [11,16,19]. Ma
et al. pointed out that OODA loop is a robust encounter strategy for randomly
changing environments and they also stated that effective OODA cycles gener-
ate encounter effectiveness [18]. Dapeng et al. executed OODA loop effectiveness
simulation in their research. They stated that in theory, “more timely and com-
plete the information is more accurate and rapid the estimation, decision-making
and action will be”. That is, the opponent who gain more effective information,
such that can be exploited on further attack phases, in certain time period, has
more effective OODA cycle. Function table revealed that while gaining increas-
ing amount of effective information, the accuracy of estimation increased as
well. Their simulation showed that when opponents have the same tactical and
technical performance, an opponent with more effective, or faster, OODA loop
will win. An essential conclusion was, that it is more important to prevent the
opponent gaining access to effective information than to improve tactical and
technical performance [17]. However, Révay et al. stated that instead of faster
OODA cycle tempo, Boyd actually meant rapid random changes in an OODA
cycle tempo, which will create surprising and ambiguous behaviour thus confus-
ing the opponent [16].

Fusano et al. tested OODA loop robustness with game theory by developing
multi-agent combat simulation based on framework derived from game theory
model and their multiple simulations conclusion supports Révay et al. lastly men-
tioned statement, opponent cannot win only by improving the performance based
on observations of the other. To win, performance also requires modifications to
the rules of orientation [20]. Another game theory research which supports same
statement was simulated by Bilar et al., they developed a defence framework in
order to identify malicious activities in a network. Their framework was based on
fake targets: while the purpose was to detect suspicious behaviour, their inten-
tion was also to undermine opponents decision structure [21]. Thus OODA loop
can be unified with a game theory in order to optimize own performance and
create false understanding of the environment, which causes confusion to the
opponent.

5 Deep Analysis of APT Attacks

In this paper, we propose a novel approach for evaluating the dynamics of APT
attacks. Due to the complexity of attacks, our method tries to capture the multi-
dimensionality of these attacks that multiple ongoing attack vectors, possibly in
different stages, present. Instead of using strict flow controls or pure strategical
theories we combine APT attack with OODA loop and Black Swan-theory in
order to find the most common factor within these attacks.
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5.1 APT Attack and Black Swan Theory

APT attack can be considered as a rare event, thus it can be considered as
a Black Swan. Although APT attack numbers are growing, they continue to
be rare and for this there are two possible reasons, (i) ongoing APT attacks
are not detected or (ii) APT attack detections are not reported publicly. In this
section we focus on the first reason, where ongoing Black Swans are not detected.
By comparing Black Swan three attributes and APT attacks, we can state (i)
APT attack locates outside of ordinary assumption, (ii) APT attack causes high
impact to target on purpose and (iii) after discovery there exist a tendency to
prove that APT attack is explainable and was predictable.

To detect these sophisticated attacks, we can consider Black Swan phe-
nomenon reasons i-vii listed earlier in section III, “duration blindness” and “the
curse of learning”. When considering a detection method, we must recognize
earlier mentioned problems and develop a solution from a new perspective, that
is, (i) keep true complexity of an environment, (ii) expand focus also to out-
side of a “tunnel”, (iii) focus on all data, not just clusters, (iv) not reduce data
dimensions in order to reduce computational complexity, (v) expand focus from
historical events also to unknown events, (vi) develop new tools which does not
exclude rare events and (vii) focus on data in original non-processed format.
Even though there are known APT attacks that last from a month up to four
years, it is not possible to predict with certainty that how long an attack con-
tinues. That is, the duration of one APT attack can be less than a day while
another one may try to continue campaign as long as possible. Therefore, there
does not exist a fixed duration for an attack campaign. To avoid “the curse of
learning” a mechanism must be considered that learns from shorter time periods
thus decreases overlap in information. Another important issue is that one has
to know the environment correctly instead of making best guesses and creating
countermeasures based on those.

5.2 APT Attack and OODA Loop

APT attack uses multiple simultaneous attack vectors which can be in different
phases and different vectors may depend on the output of another vector. There-
fore, we should think APT as multiple possibly dependent simultaneous OODA
loops inside multiple attack vectors. This scheme is visualized in Fig. 1.

From the figure we can observe how these vectors 1-n have their dependent
OODA loops. Timely execution of a vector’s loop can depend on the results
of earlier loop, the random execution interval of the vector and those loops
from other attack vectors that send input data and execution commands. Before
continuing to next stage, a vector can be in a halt until input from another
vector arrives.

With this presented method, there is no necessity for knowing “kill chain”
phases, thus we can observe that APT is a complex dynamical problem and we
can state that APT a multi-vector multi-stage attack with continuous strategical
ongoing campaign.
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Fig. 1. Multi-vector multi-stage attack

5.3 From Black Swan to Strategic Decision

APT’s were considered as a Black swans earlier, however, we can remove the
surprise element, or at least reduce it with hypothesis “we have an ongoing APT
attack in a network”. By being aware of the possibility of attacks, we transfer
those to Grey Swans and thus make them somewhat predictable, that is, attacks
continue to be unknown unknowns as there is no actual detection available, but
it is possible to set detection methods in place.

Considering APT attack behaviour, it can be divided to two types: (i) pro-
grammed to fit environment, in other words tailored to known environment and
(ii) programmed to learn from environment and modify itself during campaign
to fit to the environment. Difference is that in the first option, attacker has to
know the environment completely during the development of malware, Stuxnet
is one example of this type attack. In the second option, with the help of machine
or deep learning an attack learns and modifies itself during the campaign. Both
of these has one common functionality, after the execution they start to follow
campaign strategy, which can cause behavioural patterns that can be detected.



A Novel Method for Detecting APT Attacks 507

5.4 Performance Cost

When considering the proposed method from a technical point of view, we can
state that it requires computational power, possibly a cluster of GPU’s (Graph-
ical Processing Unit) for running Deep Learning algorithms. Other resources
include Random Access Memory (RAM) for buffering incoming network flow
and also enough of hard disk space for saving outliers in a database.

As mirroring or replicating entire network flows require more network devices
and planning, network capacity becomes also one concern. Furthermore, APT
attacks are targeted to high value cyber environments thus it might not be ben-
eficial to implement it to lower value environments until the prices of technical
devices are low enough. In other words, cost benefit is an important factor when
considering implementing the method.

6 Conclusion and Future Works

We can state as a fact that an APT attack uses some sort of communication
in a network, otherwise malware would be an isolated malware in a hardware
without further purpose defined for an APT. The communication can be, but
not limited to, command & control to outside environment all the way to the
attackers service. Campaign can also act independently inside a network and in
this case, the communication happens between devices. However, communication
is based on pre-programmed software logic, or logic through machine learning
process from environment, and an APT starts to follow strategic instruction how
to proceed with a campaign. Although an attack uses multiple simultaneous vec-
tors with different phases, masquerades communication data, changes execution
time intervals randomly, uses horizontal and vertical connections, mimics legiti-
mate traffic, it communicates which leaves traces to network flow. Due to earlier
mentioned sophisticated stealth techniques, an APT traffic can be statistically
close to a normal traffic but it causes anomalies. However, it might be necessary
to look deep into the binary level to find such anomalies. When detecting APT
attacks, the focus should be in outliers, even in the tiniest ones, since an impact
may cause huge damage to an environment.

We propose an approach to detect anomalies commonly present in APT
attacks directly from network flow. When considering APT attacks, or more
precisely their random execution intervals and long durations, real-time detection
might not be possible nor necessary. Instead, the focus is to drop the detection
time from years or months to an acceptable one, that is, days. To detect these
complex attacks, there are few issues that must be considered: (i) dimension
reduction and overlapping information may cause outliers to vanish and (ii)
taking into account earlier detected outliers from historical data. Our earlier
research results [22,23] showed that deep learning methods have a high potential
to resolve the considerations (i) and (ii). One concern is to locate sufficient
amount of good quality network data, for executing training and benchmarking
tests.
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Based on these observations, we can state also that the most common factor
of APT attacks is communication, thus environment has to be developed in
a way that we are able to capture complete network flow and analyse it for
outliers. Additionally, we can setup decoys, for example honeypots, to create
diversion from environment which can cause an attack to expose itself more
easily. Furthermore, we have to consider how to detect attacks from legitimate
outliers, to avoid false positives and even more serious false negative detections.

As a future works, we continue to study the proposed approach and to work
on implementing such APT anomaly detection method that uses the ideas pre-
sented in the paper as well as determine which data types support detecting
APT attack.
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Abstract. Spam emails have become a global menace since the rise of
the Internet era. In fact, according to an estimate, around 50% of the
emails are spam emails. Spam emails as part of a phishing scam can
be sent to the masses with the motive to perform information steal-
ing, identity theft, and other malicious actions. The previous studies
showed that 91% of the cyber attacks start with the phishing emails,
which contain Uniform Resource Locator (URLs). Although these URLs
have several characteristics which make them distinguishable from the
usual website links, yet a human eye cannot easily notice these URLs.
Previous research also showed that traditional systems such as blacklist-
ing/whitelisting of IPs and spam filters could not efficiently detect phish-
ing and spam emails. However, Machine Learning (ML) approaches have
shown promising results in combating spamming and phishing attacks.
To identify these threats, we used several ML algorithms to train spam
and phishing detector. The proposed framework is based on several lin-
guistic and URL based features. Our proposed model can detect the spam
and phishing emails with the accuracy of 89.2% and 97.7%, respectively.

Keywords: Artificial Intelligence · Phishing · Spam emails
Supervised learning

1 Introduction

Spam is an unsolicited email usually from someone unknown, who tries to sell
something or attract the user with advertisements. According to Statista [1],
recent spam emails accounted for 48.16% of the total email traffic on the Internet.
Figure 1, shows the current trends of spam emails. Although the primary goal
of a spam email is not to steal the personal information, it could be used for
different malicious purposes that include installing adware or malware. The spam
email could be dangerous when it is part of a phishing scam that could lead to
a phishing attack [2].

Phishing emails are used to steal personal information, identity theft or any
other malicious purpose. Phishing attacks could be of several types, as they
are not limited to emails. Most of the times, a phishing email contains links or
c© Springer Nature Switzerland AG 2018
X. Chen et al. (Eds.): CSoNet 2018, LNCS 11280, pp. 510–522, 2018.
https://doi.org/10.1007/978-3-030-04648-4_43
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Fig. 1. Percentage of spam emails worldwide with period of time [1]

attachments, whereby, the recipient either has to click on a link or download an
attachment for more information. The email usually looks like that it came from
a reliable organization, for instance, it can be a password changing request from
a bank or a note from the company. It is difficult to recognize these emails, and
some of the recipients easily fall into the trap. The successful phishing attack
can lead to several cybersecurity threats, such as personal information stealing,
identity theft, installing malware including ransom-ware or crypto-jacking [3].

According to Darkreading [4], 91% of the cyber-attacks start with phishing
emails containing URL. The main reasons that people become a victim of this
threat include curiosity, fear, and urgency. The attacker usually set up a fake
website such as bank webpage, that a user could easily trust and the URL
link is somehow disguised to look legitimate. Volkmer et al. [5] deduced that the
unawareness about the URLs is the main reason why people fell into the phishing
trap. Most of the times, URL direct to another website and user inadvertently
opens it. Even with good user awareness, nearly 30% of the phishing attacks are
abstained by them [6]. Quite often, these URLs are found in the emails with
the intriguing subject lines. Figure 2 shows the most clicked email subject lines
worldwide. It can be seen that the most clicked email subject line is related to
the password check, and it shows that the fear is the key factor which compels
a user to open the email and click the link.

Filtering of spam emails is getting challenging and sophisticated, as the new
methods and tricks have been adopted by the spammers to evade detection.
The traditional phishing detection systems are usually based on the IP black-
listing or whitelisting. Although these systems produce lower False Positive Rate
(FPR), they fail to protect against unseen (zero-day) attacks [6]. In recent years,
Artificial Intelligence (AI) became quite popular in the area of cybersecurity.
There is a need for a robust AI based attack detection system, which can detect
known and unknown spam and phishing threats accurately. To solve this issue, we



512 S. Kumar et al.

Fig. 2. Top 10 most-clicked general email subject lines globally [7]

propose ML based framework for spam and phishing system. More specifically,
we offer a hybrid system which not only detects the spam emails, but also checks
phishing URLs to combat phishing attacks. We have used several linguistic and
URL based features to build the spam and phishing classifiers. We evaluated the
performance for several ML algorithms and selected best two algorithms accord-
ing to the several performance metrics such as accuracy, training time and True
Positive Rate (TPR). Furthermore, we have used AutoWEKA [8] tool to tune
and optimize the hyperparameters.

The rest of the paper is organized as follows: In Sect. 2, related work is
discussed. Section 3 provides the overview of methods, dataset, and feature used
in our experiments. In Sect. 4, we discussed performance metrics used in this
study. In Sect. 5, we present the performance evaluation of classifiers. Finally, in
Sect. 6, we provide conclusions and discuss future work.

2 Related Work

Spam and phishing detection using the ML methods are attracting research
attention, due to their accuracy in detecting known and unknown attacks. In
order to build an efficient ML model, proper feature extraction is needed [9].
Adversary usually changes its attack pattern to evade detection, so these ML
models and features need to be updated to avoid concept drift [10].

Pan et al. [11] used a Support Vector Machine (SVM) algorithm by applying
seven features. Few similar features used in our study are: “URL of Anchor”,
“Request URL” and “Server form handler”. The study showed 84% of accuracy.
McGrath et al. [12], performed the comparative analysis of Phishing URLs from
several sources. Different features were taken into account during the study such
as host-based, page based and lexical features of the URLs.
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Xiang et al. [13] proposed CANTINA+ that uses SVM for phishing detection.
The model was trained using 15 features from HTML, URL, Document Object
Model (DOM) and using third-party services and search engines. The model
produced TPR of 92%.

In 2015, Aydin et al. [14] used Naive Bayes (NB) and Sequential Minimal
Optimization (SMO) algorithms to detect phishing URLs. Around 133 features
were extracted from the URLs. Most of the features were the textual feature
and from third party service providers such as “WhoIS”. Due to a large number
of features, correlation-based feature selection and consistency subset feature
selection methods were used to reduce them. The highest accuracy of 95.39%
was observed in experiments.

In 2017, Zouina et al. [15] proposed a phishing detection system that uses
only six URL based features. Those features include the URL length, the number
of hyphens, the number of dots, the presence of numbers or IP in the URL and
the similarity index. All these six features are also used in our study. The author
claimed the TPR of 95.80%.

In 2018, Jain et al. proposed a phishing detection system based on 14 URL
based features. NB and SVM classifiers were used in their study, and they pro-
duced around 90% of accuracy [16]. Sahingoza et al. [17] proposed a phishing
detection system which uses several Natural Language Processing (NLP) based,
word vectors and hybrid features. The most of the NLP-based features used in
the study are similar to that of URL based features in several other studies. The
hybrid features were the combination of word vectors and NLP features. The
highest accuracy of 96.36% was observed using Random Forest (RF).

3 Methodology

We proposed an intelligent ML-based framework to detect spam emails and
phishing URLs. By analyzing various linguistic features in the email and the
several features in the URL, ML algorithms can predict the spam and phishing
emails. Figure 3 shows the proposed framework. The framework consists of clas-
sification models for spam and phishing detection, which were trained using two
different datasets respectively.

The first dataset, which was used to train spam classifier, was built using
the CSDMC2010 SPAM corpus [18]. It is one of the email dataset used for data
mining competition with ICONIP 2010. The original corpus has around 2949
normal emails and 1378 spam emails. However, we used only 2500 emails to
extract the features for generating the dataset. Subsequently, the data set is
used to build a spam classification model. The features extracted from these
emails are unique, as we used the IBM Watson Tone Analyzer (TA) API [19]
to extract different linguistic tones. Three types of tones were detected by TA:
Language tone, social tone, and emotional tone. According to TA, people show
curious tones which make an impact in their daily communication [19]. Table 1
shows features extracted from this dataset using the TA API. The instances were
labeled according to the email type (such as SPAM or Normal).
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Fig. 3. Machine Learning based Spam emails and phishing URL detection

Another URL feature based dataset [20] was used to train phishing clas-
sifier. The dataset was obtained from the UC Irvine (UCI) ML repository
[21]. The dataset has around 11000 instances and 30 attributes, to decide if
it is a phishing website. The dataset has four types of attributes which are
extracted from the URLs, i.e., address bar based features, abnormal based fea-
tures, HTML/JavaScript-based features and domain-based features [20]. Table 2
shows features used in this dataset, wherein, each feature is made up of the rule.
The complete description of the rules can be found at [22]. For example, the
feature (URLLength) is based on the rule that if the URL length is less than 54
characters, then the URL is legitimate. In contrast, if it URL length is greater
than 75 characters, then it is Phishing URL. If the URL length lies between 54
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Table 1. Spam dataset feature list extracted by IBM Watson

Emotion tone features

No. Feature Description

1 Anger Active (Verbal or physical attack). Passive (Feels tension
and hostility)

2 Fear Fear can be a mild caution or extreme phobia

3 Disgust Strong disapproval

4 Joy Joy brings sense of inner-peace, commitment and safety

5 Sadness It indicates a feeling of loss and disadvantage

Language tone features

No. Feature Description

6 Analytical It indicates person reasoning and analytical attitude about
things

7 Tentative It indicates person’s degree of inhibition

Social tone features (Big Five personality theory)

No. Feature Description

8 Openess It shows frankness or lack of secrecy

9 Conscientiousness Being careful, or vigilant

10 Extraversion It indicates how social the person is

11 Agreeableness It shows pro-social forms of behavior

12 Emotionalrange It is the extent to which emotions are sensitive to the
environment

and 75, then it is suspicious. Altogether 30 features based on rules decide to find
the hidden patterns to classify phishing URL.

3.1 Working Principle

The model proposed in this study, comprised of two main components: Spam
detector and phishing detector. Every email has to be pass through the spam
detector, by first extracting the features using IBM Watson TA API and then the
trained spam classifier makes the prediction. The system checks if the email con-
tains any URL then several features (as mentioned in Table 2) will be extracted
from that URL, before passing it to the trained model for phishing detection.
The Algorithm 1, shows the basic working principle. There is also a decision
function in our model (see Fig. 3) that decides the output by combining inputs
from ML classifiers and other traditional systems. The decision function not only
improve the accuracy of the system, but it also determines the retraining time
of the ML model. The decision function acted as a black box in this study and
considered as the future work.
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Table 2. Phishing dataset feature list

Address bar based features

No. Feature Description

1 HavingIPAddress If the IP address is in the URL

2 URLLength Long URL to hide suspicious part

3 ShortService If URL shortening service used (such as TinyURL)

4 HavingAtSymbol If URL has @ Symbol

5 DoubleSlash If URL has “//” redirecting

6 PrefixSuffix Domain seperated by (-) Adding Prefix or Suffix

7 HavingSubDomain Sub-domain and multi sub-domains represented by dots
in the URL

8 SSLFinalState Certificate assigned with HTTPS (certificate issuer,
certificate age)

9 DomainRegisterationLength Domain registration rength in years

10 Favicon Graphic image loaded from another domain

11 Port If server is using any non-standard port

12 HTTPSToken HTTPS token in the URL

Abnormal based features

No. Feature Description

13 RequestURL If images, videos, sounds are embedded in the same
domain

14 URLOfAnchor If the website and <a> tags have different domain names.

15 LinksInTags Percentage of links in tags (<Meta>, <Script> and
<Link>)

16 SFH Server form handler

17 SubmittingToEmail Submiting information to Email

18 AbnormalURL Host name in URL (WHOIS database)

HTML and Java Script based features

No. Feature Description

19 Redirect Website forwarding/redirection

20 OnMouseover “OnMouseover” event in the code

21 RightClick Disabling right click by using “event.button” parameter

22 PopUpWidnow Using pop-up Window

23 IFrame IFrame redirection

Domain based features

No. Feature Description

24 AgeOfDomain Age of the domain extracted from WHOIS database

25 DNSRecord DNS record from WHOIS database

26 Webtraffic Website traffic by Alexa database (in top 100,000
websites)

27 PageRank Page rank value

28 GoogleIndex If webspage has a Google Index

29 LinksPointingToPage Number of links pointing to page

30 StatisticalReport Statistical-Report from PhishTank and Stopbadware
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Result: Normal/Spam/Phish
if Incoming Email then

Send Email to SpamDetector
if Email has URL then

Send URL to PhishDetector;
end

end
if User Click Link then

Send URL to PhishDetector;
end

Algorithm 1. Spam/Phishing detection algorithm

4 Performance Evaluation Metrics

In this section, several performance evaluation metrics used in this study are
discussed. For spam/phishing detector, as shown in Table 3, True Positive (TP)
represents spam/phishing instance classified as “Spam/Phish”. False Positive
(FP) represents normal instance classified as “Spam/Phish”. False Negative (FN)
represents spam/phishing instance classified as “Normal”. Finally, True Negative
(TN) represents normal instance classified as “Normal”.

Table 3. Confusion matrix for spam/phishing detector

Predicted

Spam/phish Normal

Actual Spam/phish TruePositive FalseNegative

Normal FalsePositive TrueNegative

Several metrics used for performance evaluation and comparison of results
include TPR, FPR, True Negative Rate (TNR), False Negative Rate (FNR),
Accuracy, Precision, F1 Measure and Area under ROC (AUC). All of these
metrics have their importance in performance evaluation, and the equations for
these metrics are mentioned below.

TPR =
TP

TP + FN
(1)

FPR =
FP

FP + TN
(2)

TNR =
TN

TN + FP
(3)

FNR =
FN

TP + FN
(4)
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Accuracy =
TP + TN

TP + FP + TN + FN
(5)

F1Measure =
2 ∗ (TPR ∗ Precision)
TPR + Precision

=
2TP

2TP + FP + FN
(6)

5 Experiments and Results

We have performed several experiments using several ML algorithms and chose
the best two algorithms for this study: RF and Multilayer Perceptron (MLP).
The training set were used for training and validation of the classifiers, as WEKA
[23] has an internal mechanism for validation. Therefore, there was no need
for the separate validation set. The performance evaluation of the spam detec-
tor and the phishing detector was done separately using unseen test sets. In
the end, AutoWEKA [8] was used to search for the best algorithm and tuned
hyperparameters for the concerned dataset. AutoWEKA evaluated several ML
algorithms with different hyperparameter settings automatically, and it used
Bayesian optimization to find a strong instantiation for the given dataset.

5.1 Performance Evaluation of SPAM Detector

The dataset used to train SPAM detector has 2000 instances. Out of which
50% of the instances were extracted from the spam emails. The test set used to
evaluate the performance of the classifier was based on 500 instances, wherein,
50% of the instances were from spam emails.

Table 4. Experiment 1: Performance evaluation of spam detector using test dataset

ML algorithm TPR FPR TNR FNR Accuracy F1 Measure Precision AUC

RF classifier 0.942 0.160 0.840 0.058 0.892 0.900 0.862 0.968

MLP classifier 0.922 0.184 0.816 0.078 0.871 0.880 0.841 0.937

AutoWEKA (SMO) 0.942 0.168 0.832 0.058 0.888 0.897 0.856 0.943

Table 4 shows the performance evaluation of SPAM detector. The best TPR
was from the RF and the AutoWeka configuration. AutoWEKA chose Sequential
Minimal Optimization (SMO) algorithm as the best fit for this dataset. However,
RF performed better than SMO concerning FPR. Also, the accuracy and AUC
measure were better in RF. RF produced the best result on the test data for
default parameters. Figure 4 shows the ranking of the features using the RF algo-
rithm. The higher value shows the importance of the feature in the prediction.
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Fig. 4. Attribute ranking for the spam detector

5.2 Performance Evaluation of Phishing URL Detector

The dataset used to train Phishing detector has 8873 instances. Out of which
3050 instances were extracted from the phishing URLs, and the remaining ones
were from the normal URLs. The test set used to evaluate the performance of
the classifier was based on 2182 instances. The test dataset contains 1190 normal
instances and remaining ones were phishing instances.

Table 5. Experiment 2: Performance evaluation of phishing detector using test dataset

ML algorithm TPR FPR TNR FNR Accuracy F1 Measure Precision AUC

RF classifier 0.967 0.014 0.986 0.033 0.977 0.975 0.983 0.997

MLP classifier 0.959 0.074 0.926 0.041 0.941 0.936 0.915 0.989

AutoWEKA 0.941 0.050 0.950 0.059 0.946 0.941 0.941 0.990

The Table 5 shows the performance of phishing detector. The RF algo-
rithm produced the best result in terms of TPR, FPR, Accuracy, and AUC.
AutoWEKA also chose RF using Bayesian optimization, but the selected hyper-
parameters were different from the default setting of RF. Figure 5, shows the
ranking of the features used by phishing detector. The attributes are arranged
according to their significance in identifying the phishing URLS.

5.3 Comparison of Results

We have also compared our model with several other works mentioned in Table 6
and found that our model has produced better results. We analyzed several



520 S. Kumar et al.

Fig. 5. Attribute ranking for the phishing detector.

models from 2006 to 2018. It can be observed that the accuracy of the models
has been increased with the advent of time. We have also observed that SVM,
SMO and RF are popular algorithms in phishing and spam detection.

Table 6. Comparison of results

Comparison of results of phishing URL detection

Author ML algorithm TPR FPR Accuracy F1 Measure Precision

Pan et al. [11] SVM 0.882 0.290 0.836 0.888 0.895

Aydin et al. [14] SMO 0.954 0.046 0.954 0.954 0.954

Zouina et al. [15] SVM 0.958 - - - -

Jain et al. [16] SVM - - 0.900 - -

Sahingoza et al. [17] RF - - 0.964 0.964 -

MLSPD RF 0.967 0.014 0.977 0.975 0.983

6 Conclusion

Phishing attacks are widespread nowadays, and it is getting challenging to detect
them. ML and AI are becoming popular in spam and phishing detection, as the
sophistication of threats is increasing. In this study, we proposed and evaluated
ML-based spam and phishing detection system. The proposed model used several
linguistic features from emails and URL based features to find hidden patterns in
order to identify spam and phishing attacks. We evaluated several ML algorithms
and RF produced the best accuracy of up to 97.7%. We have also analyzed the
effect of various features and their importance in the prediction. Furthermore,
we have compared our model with the work of several researchers in the field and
found that ML-based phishing detection systems are getting efficient with the
advent of time. But ML models need proper hyperparameter tuning and feature
selection to predict efficiently on unseen data. Also, there is a need to retrain the
model frequently to avoid concept drift situation. Our future work will be based
on the hybrid model, which not only predict these threats more accurately and
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efficiently but also deal with concept drift situation. Moreover, new features will
be added and feature reduction techniques will be used to improve the system.
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Abstract. Online media is now a significant carrier for quicker and ubiq-
uitous diffusion of information. Any user in social media can post con-
tents, provide news blogs, and engage in debate or opinion nowadays.
Most of the posted pieces of information on social media are useful while
some are fallacious and insulting to others. Keeping the promise of free-
dom of speech and simultaneously no tolerance against hate speech often
becomes a challenge for the hosting services. Some automated tools were
developed for content filtering in industries. Also, companies are hir-
ing specialized reviewers for accurate and unbiased reporting. However,
these approaches are not achieving the goal as expected, on the other
hand, new strategies are being adopted to tweak the automated sys-
tems. To face the situation, we proposed a smart crowdsourcing based
content review technique to provide trustworthy and unbiased reviews
for online shared contents. In this techniques, we designed an intelligent
self-learned crowdsourcing strategy to select an appropriate set of review-
ers efficiently which ensures reviewers’ diversity, availability, quality, and
familiarity with the news topic. To evaluate our proposed method, we
developed a mobile app similar to popular social media (e.g., Facebook).

Keywords: Social network security and privacy · Big data analysis
Fake news · Crowd source · Social review system

1 Introduction

Deceptive news spreads through traditional news media or online social media,
is a damaging publicity [1]. These news sources are composed and dispersed with
the aim to cheat, keeping in mind the ultimate goal to harm an organization,
element, or individual.

Deliberately altered news items are not as apparent as parody or mockery
which is created to amuse, as opposed to deceiving its audience. Misleading news
frequently utilizes eye-catching features or entirely manufactured news stories to
expand readership, web-based sharing and Internet click income. This biased
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news additionally undermines the scope of genuine media and makes it more
troublesome for writers to cover unique news stories [2]. Simple access to online
notice income expanded political polarization, and the ubiquity of web-based
social networking, principally the Facebook News Feed, have all been fascinated
in the spread of false news [3,4], which have come to provide competition for legit-
imate news stories. Given the simplicity with which false news can be made and
dispersed via web-based networking media stages [5], joined with our expanding
propensity to expand news utilizing online networking [6], it is likely that we are
being presented false news stories with substantially more prominent recurrence
than before. An investigation of the best-performing news articles in the months
paving the way to the election uncovered that the best deceptive news articles
beat the best genuine news articles on Facebook (concerning likes, shares, and
comments) [7]. One case is surprisingly successful, utterly deceitful site “Ending
the Fed. It oversaw four of the ten main false election stories distinguished in
the analysis, which were received nearly 180,000 more Facebook engagements
than major news outlets [8]. Even though it is foggy to what degree false news
affected the result of the presidential election [9], there is no doubt that many
individuals were tricked by altogether manufactured (and frequently very whim-
sical) fake news stories C including, for instance, high-positioning government
authorities, such as, Pakistan’s defense minister [10]. Moreover, damaging ele-
ments amid Hurricane Sandy (2012) spread rumors and false pictures in real
time [11,12], which went greatly viral on online web-based social networking and
caused frenzy and disarray among the general population affected by the hurri-
cane. A recently published article in the Los Angeles Times has shown how fake
news in the previous century affected a large number of people in history whereas
journalist earned much popularity of their paper through this fake news. Being
moved by the adversary of false news, recently CEO of Facebook announced to
fight against fake news to maintain meaningful interactions between members of
its community. So, fighting against lousy content and misinformation in social
media is now a global need.

2 Research Background

Content contamination has been seen in different applications, including email
[13], web indexes [14], and blogs [15]. In this manner, various recognition and
battling techniques have also been proposed. A couple of different techniques
depending on image processing algorithms to identify spam in picture-based
e-mails introduced in [16]. A classification model to distinguish fake images from
real images of Hurricane Sandy presented in [17]. Authors in their work obtained
97%accuracy in predicting fake images from real. Corvey et al. [18] provided
a crucial conclusion that during emergency situations users employ a specific
vocabulary to convey tactical information on Twitter. Castillo et al. [19] achieved
70–80% accuracy using J48 decision tree classification algorithms to analyze
twitter post. Authors in their work broke down the utilization of automated rank-
ing strategies to quantify believability of data on Twitter for any given subject.
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Canini et al. [20] demonstrated that significant parts of wellsprings of data are
obscure and have low Twitter notoriety (fewer numbers of devotees) in breaking
down tweets posted during the terrorist bomb blasts in Mumbai (India, 2011).
The authors in their follow-up study [21] applied machine learning algorithms
(SV M Rank) and information retrieval techniques (relevance feedback) to assess
the credibility of content on Twitter. Donovan et al. [22] concentrated their work
on discovering markers of the validity of tweets post, amid various circumstances
(8 isolated occasion tweets). Their outcomes demonstrated that the best pointers
of believability were URLs notices, re-tweets, and tweet lengths. Latest work on
the fake news has recently been done by some college students at Yale Univer-
sity, developing a browser extension, which alerts users regarding fake or biased
news and helps them towards more balanced coverage [23]. As their extension
provides alternative news on other viewpoints based on logical consistency only,
it is highly possible to have true negative and false positive news. So, to ensure
the published news quality on social media a system of expert reviewers set
need to be established. Based on the motivation we proposed a crowdsourcing
approach for reviewers to validate news before posting. Three different line of
research has already been done related to the above-stated review system. These
include: content based, source based and review based.

Fig. 1. Reviewers Attributes for an individual and as a reviewer set

The problem of content-based systems is that Natural Language Processing
(NLP) and Machine Learning (ML) are still struggling to detect troll or sarcasm
news with reasonable accuracy. Source base techniques are also impractical as
its suffer from cold start problem. So, reviewer based systems are now being
used due to its usability and better performance as well as its ability to face
cold start problem. There are three types of reviewers based reporting system
currently known. They are review content before publishing, review content after
publishing, and review content only after get reported. In the beginning, most
organizations used to practice single content reviewer policy. The main benefit
is that it is faster than other processes. However, the problem is that the system
becomes halt if a reviewer remains absent. Also, the question could come who
will review the reviewer? A single reviewer may not know all relevant topics with
that news item. We can quickly figure out that a single reviewer may also lack
the necessary skill to review the news item. Maybe he knows some relevant topics
well, but not all the content of the news. So, he may miss something very trivial
which another reviewer might figure out without any effort. So, it is always
better to have more than one reviewer to review news content. For example,
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one person may be knowledgeable about sports, and another person may be
knowledgeable about medicine. If a news item comes out with the headline “Dope
tests for football players are not reliable.” The person who only knows football
is not enough. We also need the person with medical knowledge too. For the
above reason, the multiple reviewer concepts have been introduced. The main
advantage of this concept is that if one of them is absent, the process can still
process. The chance of missing any flaw in the news is little, as multiple people
are reviewing with different knowledge sets. However, multiple review formats
also have some issues. We have to decide how many reviewers are needed to
review a news item. Will that number be static for a system or will this number
be changing adaptively according to the news content? Another problem is how
the reviewers will agree to accept the result of their review. Which way the
reviewers will follow to agree to a single decision. How the news provider also
responds to multiple reviewers concerns in this system. Also, all the reviewers
may not have the same level of review power, as their skill and familiarity with
the news may vary in different scales. The process to prioritize this issue is still
a concern for multiple reviewer systems.

3 Our Proposed System

Based on the above discussion, it is obvious that we need to have a tool which can
address the complex issues in multi reviewer systems. In short, this tool needs
to maintain issues like as reviewers can not abuse the system. Their sarcastic
reviews or bias reviews need to be disregarded. Then, reviewers will be weighted
based on their quality. Diversity of reviewers need to be ensured. System should
be able to find the reviewers who are available, have required skills and are
familiarity with the news topic. Finally, system should possess a consensus model
to reach a decision from a set of reviewers.

To address the above-stated requirements in a multiple reviewer news review
system, we proposed a new tool for smooth and faster review process affirming

Fig. 2. SCCRS block diagram
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the news quality and high-security level. We named this new tool as “SCCRS:
Smart Crowd sourcing-based Content Review System.” Here, we developed a
content review system for online news/reports/messages and evaluated it with
public data available. An intelligent algorithm has been used to find a reviewer
set which satisfies [Availability, Quality, and Familiarity] AQF constrains for
reviewer selection. We also used Multi-Objective Genetic Algorithm (MOGA)
to select a diverse set of reviewers dynamically with optimal trustworthiness on
news topics. At first, reviewers’ profile will be built over a period through inter-
actions and their feedback on the performance on classified documents. After
that, each reviewer will also be evaluated independently based on their past
performance, relevant knowledge, and their biases on news topics or content. In
social media, users like to be involved through information sharing and posting
comments. Using this vast source of the user base to review shared or posted
content also increases their engagement in social media. In our method, we used
weight-based reviewer’s feedback system to reach consensus about reviews to
ensure quality reports, so that false news does not get viral as it will go through
multi-level crowd review, verification, and evaluation process. Figure 2 shows dif-
ferent components of the proposed Smart Crowd sourcing-based Content Review
system (SCCRS).

4 Methodology: SCCRS

4.1 Formulation of The Methodology

Given a collection of news {Nj}jεz+ in a news organization/social media or
other content management system, having varying degrees of topics sensitivity
{Sm}mεz+ that require {Pm}mεz+ number of reviewers to review it, such that
if sensitivity Sm is higher than Sn then Pm > Pn, where reviewers activities
are governed by their AQF [Availability, Quality and Familiarity] properties
for accessing an news items. Assume, AQF pass value is Caqf and the trust-
worthiness of the news represented by Cnews, where 0.0 < Caqf < 0.1 and
0.01 < Cnews < 0.99. Assume, Ak, Qk, and Fk represent each property of
a reviewers, where 0.0 < k < 1.0. So, a reviewer Ri, Rj to qualify, we need

kr >= Caqf , where K =
√∑

(Kj−K)2

N−1 . Let, T = {Ti}iεz+ be the set of different
topics, Twj is the weight of topics in each news item, Rwj is the weight of review-
ers in each news item. We need to find a few sets of Rs where Rs satisfies Caqf

constraints and can generate Cnews with respect to Twj . After we prepare the
reviewer set we will try to improve the diversity factors. If the diversity factors
are d1, d2, d3 and their acceptable diversity factor values are dt1, dt2, dt3, total
diversity factor and rate will be td =

∑n
n=1 dtn and tdtr = td

tn
. Now, we have to

make sure our selected set of reviewers among other sets has better tdtr value.
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4.2 Methodology of SCCRS

In SCCRS, content are categorized in different categories. Each category is
denoted as topics t1, t2, t3. We also have a reviewer database where their past
works on different topics and their session availability data are also present.
From this data, we calculate each reviewer AQF value, and generate different
sets of reviewers. After that, we calculate diversity factors in this sets. When
we obtain an appropriate reviewer set, we provide them some already classified
content and our target content. Based on their performance in already classified
content, we accept their review in non-classified content.

Prepare Reviewer Data Set Model. Our first step is generating a set of
reviewer modes keeping AQF properties. To generate this AQF value for each
reviewer, we need to train our model with our test data which we gathered from
the existing systems previous records and data sets. To avoid the cold-start
problem, initially we will set default values as Akj = Qkj = Fkj = 0.5. Now,
using training data or any new data we will determine value for Ak. Assume,
total reviewers and total news as Nr and Nn.
Average logged in Rate for last Nx number news in Nn, Lravg =

∑n
i=0

Lr

Nr
.

Average Daily Retention rate for Nx number news in Nn, Dravg =
∑n

i=0
Dr

Nr
.

Average Response Rate for Nx number news in Nn, Reavg =
∑n

i=0
Rer

Nn
.

Average Daily Session Rate for Nx number news in Nn, Seavg =
∑n

i=0
Ser

Nr
.

Average Daily Session Length Rate for Nx number news in Nn, Slravg =∑n
i=0

Slr
Nr

.
Average Wait rate for Nx number news in Nn, Wtravg =

∑n
i=0

Wter

Nn
.

Now for each reviewer Rj to get Nx number of news in Nn time, where logged
in rate RjL = Lravg

Lrj
, daily retention rate RjDr = Dravg

Drj
, response rate RjRer =

Reravg

Rerj
, daily session rate RjSer = Seravg

Serj
, daily session length rate RjSlra =

Slravg

Slrj
, and wait rate Rjwt = Wtravg

Wterj
. So, for Rj ,

Akj =
Cx1 ∗ RjL + Cx2 ∗ RjDr + Cx3 ∗ RjRer + Cx4 ∗ RjSer∑6

cx=1 c2x

+
Cx5l ∗ RjSlra + Cx6 ∗ Rjwt∑6

cx=1 c2x

(1)

where Cxi defined as Cx1 = weight value for logged in rate, Cx2 = weight value for
daily retention rate, Cx3 = weight value for response rate, Cx4 = weight value for
daily session rate, Cx5 = weight value for daily session length rate, C6 = weight
value for wait rate. Now, to determine Qk we will test reviewer with already
determined news content. We also define the value of a Qk using three metrics:
Detection Rate (DR), False Alarm Rate (FAR), Testing Time (Trj), where, DR
= TP

TP+FN , FAR = FP
FP+TN , Trj = Cer∗RjRer+Cwt∗Rjwt

C2
er+C2

wt
. Now, for each reviewer
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Rj we calculate

Qkj =
CDR ∗ DR + CFAR ∗ FAR + Ctrj ∗ Trj

CDR + CFAR + Ctrj
(2)

To calculate familiarity Fkj we have each topic weight in each news item Twi,
based on reviewers comment on existing topic news review. For each topic,

Fkj =
n∑

j=0

Qkjtw ∗ CTW

CT 2
W

(3)

where Qkjtwi defined as Qkjtwi = CDR∗DRtwj+CFAR∗FARtwj+Ctrj∗Trjtwi

C2
DR+C2

FAR+C2
trj

. Now we
will set the values of reviewer for a given topic as

TwiRjAOF = Krj = K =

√∑
(Kj − K)2

N − 1
(4)

Algorithm: Prepare reviewer data set model:

1. Reviewer dataset train (Training Data Td, Reviewer Rn, Constraint list C)
2. Calculate Tavg for all datatype
3. For each Reviewer Rj in Rn

4. Calculate Ra with Tavg & C
5. Calculate Rf with Tavg & C
6. Calculate Rq with Tavg & C
7. Calculate Rafq

8. Add Rj in Reviewer dataset
9. Return Reviewer dataset

Prepare Diverse Set of Reviewers. The first step is to calculate the diversity
factors. There are several methods to calculate diversity factors in a group. One
of the known methods is using the Gini coefficient. This measures the inequality
among values. There is also an index known as Gini-Simpson index gi =

∑n
i=1 p2i ,

where 1 − λ = 1 − gi = 1 − 1
2D

. Let, denote feature topic as F and sensitivity
weight of each feature as Fsw. We used theGini-Simpson index for each of the
diversity factors and calculated the diversity of each reviewer sets, and started
a Multi-Objective Genetic Algorithm model (MOGA).

Prepare the Review Content List. After getting a reported content, for
example X, and its category topic Tx, we will generate: X1 number of True-
positive Tx contents, X2 number of False-positive Tx contents, X3 number
of True-negative Tx contents, X4 number of False-positive Tx contents from
database. Now, we will provide the reviewer a web form and will ask to review
the total t =

∑4
i=1 xi + x number of reviews. We will calculate the weight of a

single reviewer reviews from the performance of reviewing classified contents. If
the reviewer fails to classify a M number of reviews, where M < t

k and k = value
of reviewer performance threshold, we will reject this reviewer.
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Fig. 3. User data sample

Fig. 4. Each review set attributes in demo application

5 Implementation

A steady state heuristic Multi-Objective Genetic Algorithm model has been used
in SCCRS. We used visual studio c# to make our demo application. First, we
picked a reviewer database of 9999 reviewers, which already have prior data of
availability and familiarity and quality values. We normalize each data between
1 to 100 using equation Xi = Xi−minx

maxx−minx
. Then, we randomly selected n num-

ber of reviewer sets with each consist of a k number of reviewers, where k is
our expected number of reviewers for the content. So total number of reviewer
is n ∗ k. We consider this reviewer as our individual bit in chromosome and
each reviewer set as a chromosome for our genetic algorithm and k is our ini-
tial population. We call this method as heuristic based because we select the
best n ∗ k reviewers based on their harmonic mean of AQF values. Afterward,
we calculated the diversity factors for age, gender, and race for each reviewer
set using the equation Di = f(mind)∗dgroupcount

100 . After obtaining diversity, we
calculate user harmonic mean to calculate total fitness using diversity, AQF val-
ues, and special weights. We also used the tournament selection technique and
three-point crossover for the genetic algorithm. After each iteration diversity
ratio increases while AQF values were consistent. When our best reviewer sets
started to converge, we chose the reviewer sets. We conducted a study with a
group of twenty reviewers in the system. We used a web admin panel to post
news. The automated system extracted the topic and sent it to all reviewers.
Based on the first fifty news review results, we trained our reviewer dataset and
started selecting reviewer sets with our proposed genetic algorithm. We made
a mobile app which has features like popular social media (e.g., Facebook), so
reviewers got a user-friendly interface with which they were already familiar.
We also provided points to the user as rewards and showed the best reviewer
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ranking list to give motivation to the reviewers. We then posted fifty more news
items and calculated the reviewers feedback scores. For simplicity, we restricted
the topics to three. Based on that we flagged the news as fake or normal. Later,
we manually evaluated the results and determined the success rate. The purpose
of using NS3 simulator in our implementation is to measure the delay times
in sending and receiving the feedback from the reviewer. In Fig. 5, the NS3
simulation has been shown. A network with ten nodes had been categorized as
requester, approver and control node by the color. Red as the requester, green for
approver and yellow for control node. According to the procedure, the requester
sends a packet to the selected approver via a router. In the meantime, this packet
is checked by the control node and delivers the packet to its selected reviewer.
After reviewing, the reviewer sends the packet back to the control node. The
control node, through its internal ranking algorithm, provides an output, which
is transmitted via router again. NetAnim has been used to see the NS3 simula-
tion result. Ten nodes with different IP and MAC addresses in Fig. 5 indicates
the different system configurations in the real world. Based on the application,
two packets from the request side transmit to two different approvers.

Fig. 5. Review process time in NS3 simulation (Color figure online)

Fig. 6. Change of diversity elements over GA progress for each set
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Fig. 7. Change of reviewer individual elements over GA progress for each set

Fig. 8. Change of diversity and AQF values over GA progress

Fig. 9. Change of fitness over GA progress

6 Empirical Result and Performance Analysis

We compare our results of each reviewer sets over the generation time. If we
closely look in Fig. 6 we will see gender, age and race factors are increasing over
time after twenty-five iterations and almost all age and rage diversity grows
up to ten to twenty. It is noticeable that in gender diversity it does not show
any improvement. As from the beginning it was the best score. Now, if we see in
Fig. 7 we will see the familiarity, availability, and quality factors are increasing
over time after fifty iterations. It goes from 100 to 2000 level, and after 100
iterations it is close to 4000. Now, if we compare the fitness and diversity factor
over generation time and their harmonic mean which is out of fitness value, we
will see after a few iteration AQF values started to get higher, but as the diver-
sity score increased slowly fitness value remained in lower range. It is visually
more clear in Figs. 8 and 9. In Fig. 8 we can see convergence with time, where
after an initial boost up its progress gets slow. The generation time for getting
a reviewer set decreases as the system gets more and more news items, but it
reaches a saturation point if the new topics not introduced in the system before.
In the case of adding new topics, generation time will increase, and it will again
decrease to a saturation point, and after that, it will remain more or less con-
stant. In the beginning, the performance rate was high due to its measuring
rate from training data which was one. After it had progressed with test data,
rates fell sharply, but after a while, it started to improve its performance again.
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The benefit of applying a AQF model is overwhelming. As we took the last
N time availability, the system was getting a better available review set, and
the chance of an inactive reviewer was getting lower by time. Using the quality
properties for reviewers gave us an extra edge to select reviewers who have more
success and failure rates than others. We can use failure rates as negative weights
and success rates as positive weights to determine the validity of a news item.
In this way, we will not lose the big portion of reviewers due to biases and less
quality. Instead, we are using biased reviewers to determine news items which
have the probability to be biased or not.

7 Conclusion and Future Work

In this paper, we proposed a smart crowd-sourcing approach to ensure the trust-
worthiness of news content providing unbiased reviews by appropriate reviewers.
Our method has the flexibility to integrate and implement into many large and
complex systems such as social media (e.g., Facebook, YouTube), health care sys-
tem, code control tools, app review process, paper reviews system, etc. Uses of
ML approach with this method provides an extra layer of security and integrity.
Moreover, based on the weight-based calculation for all reviewerst́o reach con-
sensus on a news topic provided us a platform to normalize the small biases of
the reviewer as well as ensured reviewers’ availability. In response to trolls/fake
reviews, our method detects biased reviewers first and uses their property to
detect news biases. Besides, uses of the genetic algorithm also helped the method
to provide the best possible reviewer set. One application of our method can be
in the medical field. For example, analyzing a patients report requires doctors
who have the required necessary skills as well as familiarity with the report.
So our method can provide the best possible set of doctors with the patients
report to review with any human intervention, which concurrently makes it also
HIPPA compliant. In future, we have a plan to apply a reward-based rating sys-
tem which will be consistent with reviewer performances and will provide them
a rating creating competition to make them more active. For the reward based
system, we have a plan to go with the crypto currency-based reward system. In
the proof of stake concept, we can reward the active user with more coins than
another user. As decentralization will also help the full system to be faster, so a
blockchain-based reward system will be a good incentive for the reviewers and
making the system more robust.
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Abstract. Detection of fake accounts on the Internet is usually con-
sidered as a one-time classification problem. However, with each subse-
quent action of the user, the chances of him to be considered as fake
would change. Therefore, it is intuitive to see fake account detection as a
sequential decision problem. Markov Decision Process (MDP) is an effec-
tive method for sequential decision making. In this paper, we define fake
account detection as a sequential decision making problem and describe
a MDP based definition for it.

Keywords: Fake account detection · Markov decision process
Machine learning

Extended Abstract

The use of fake identities presents a serious challenge for trustworthy information
exchange on the Internet. Fake identity use refers to the use of such an identifier
by a person to whom the identifier does not point to. This can be the result
of identity theft or the creation of a fake identifier that does not point to any
real person. State of the art methods of fake account detection typically involve
application of supervised machine learning (where identities are classified as fake
or benign), or anomaly detection algorithms; input data for these algorithms is
particular set of features, depending on the application domain (such as texts
posted by the user, his profile data, ego-network, etc).

Majority of current research presents fake account detection as one-time clas-
sification; however it is more natural to represent it as a sequential decision
problem, where decision-maker performs certain actions that lead to identifica-
tion of the fake account. This is because, with each action of a user (e.g. tweet
content, frequency change of tweeting, addition of friends, etc.), the chances
of him being a fake account can change. Therefore, we suggest to view fake
account detection as a sequential decision problem, where actions of a system
depend on the observed state of the identifier. Markov Decision Process (MDP)
can be employed to model the problem, as it is a prominent model for sequen-
tial decision making. Article [3] applies Markov Reward process for sequential
anomaly detection; reinforcement learning is applied to learn optimal customer
interactions in [1].
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A Markov decision process is a 5-tuple (S,A, Pa(Si, Sj), Ra(Si), γ), where S
is a set of states, A is a set of actions, Pa(Si, Sj) is the probability that action
a in state Si will lead to Sj , Ra(Si) is the reward on taking action a on state
Si, γ is the discount factor [2]. The goal of decision maker is to find a policy
π(a|Si) that defines behavior of the decision maker such that total cumulative
reward will be maximized. We define following discrete time MDP notations for
fake account detection:
Actions: Set of actions available to the decision maker that are aimed at help-
ing to classify, or block the user. Examples of the actions are as follows: “Pro-
vide CAPTCHA test to use”,“Analyze CAPTCHA test response”, “Block the
user”,“Lock account for several minutes”, “Unblock the user”.
Observations: Actions of the user: send a message, like a post, repost a message,
respond (or not) to CAPTCHA test
Rewards: Each action of the decision maker is associated with reward. Gen-
erally, reward is positive, when the user cannot pass the test, i.e. the bot was
detected. Reward is negative when the user passes the test, since we cause incon-
venience to a genuine user. Further, some actions (such as e.g. checking of the
user by a human moderator) are considered expensive and incur negative reward.
The best case is correct classification of all fake accounts.
History: sequence of interactions with a user: {o1, a1, ..., ot, at}, where oi repre-
sents and observation, and ai represents an action. Examples: The user becomes
active after locking period, The user changes his posting frequency, user aban-
dons the account, etc.
States: We represent state of a single user as a full history of her interaction
with the system. We assume the states as histories of all the users [1].
Transition Function: Transition function Pa(Si, Sj) is deterministically deter-
mined by the action and the change of states.
Objective: A policy π(a|Si) is the strategy that can be applied to any identity,
based on all existing histories. The objective is to find an optimal policy π∗,
maximizing cumulative reward, i.e. correct classification of all accounts with
minimal false positives and “expensive” actions such as manual intrusion. In
other words, we perform classification of a user based on histories of all users.

We defined MDP for fake account detection. Further, we will present algo-
rithms for finding optimal policy, and compare it with supervised machine learn-
ing used for fake account classification. The learning process of the user in
response to the actions taken by the system are not modeled in MDP. In future,
we plan to look into stochastic games as a solution for fake account detection.
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2. Szepesvári, C.: Algorithms for reinforcement learning. Synth. Lect. Artif. Intell.
Mach. Learn. 4(1), 1–103 (2010)

3. Xu, X.: Sequential anomaly detection based on temporal-difference learning: prin-
ciples, models and case studies. Appl. Soft Comput. 10(3), 859–867 (2010)



The Network of Causal Relationships in the U.S.
Stock Market

Oleg Shirokikh1, Grigory Pastukhov2, Alexander Semenov3, Sergiy Butenko4,
Alexander Veremyev5, Eduardo Pasiliao6, and Vladimir Boginski5(B)

1 Frontline Solver, Reno, NV, USA
olegshirokikh@gmail.com

2 CSX Transportation, Jacksonville, FL, USA
grigoriypas@gmail.com
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Abstract. We propose a network-based framework to study causal rela-
tionships in financial markets and demonstrate the proposed approach by
applying it to the entire U.S. stock market. Directed networks (referred
to as causal market graphs) are constructed based on stock return time
series data during 2001–2017 using Granger causality as a measure of
pairwise causal relationships between all stocks. We consider the dynam-
ics of structural properties of the constructed network snapshots, group
stocks into network-based clusters, as well as identify the most “influen-
tial” stocks via a PageRank algorithm. The proposed approaches offer
a new angle for analyzing global characteristics and trends of the stock
market using network-based techniques.

Keywords: Stock market · Big data · Network analysis
Causal market graph · Granger causality

Extended Abstract

The modern stock market is a complex interconnected system, where various
“local” factors can cause “global” changes in the behavior of the entire market.
For instance, favorable or unfavorable economic conditions in certain countries,
or in certain market segments, may affect other countries and industries and
potentially cause positive or negative fluctuations that span the entire U.S. and
international markets. The idea of describing causal relationships between dif-
ferent components of the market system has been addressed in several recent
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studies. The survey by [3] discussed the concept of contagion in financial mar-
kets, which essentially implies the propagation of impact (such as risk) between
different components of the market. Clearly, a network-based model is a natu-
ral way to mathematically represent these “contagion” processes; however, the
principles for constructing the networks that reflect certain types of processes
may vary depending on the purpose of the study.

Possibly the most intuitive technique for constructing a network-based (or,
graphical) model of the market is to represent its elements (e.g., stocks) as nodes
and connect the nodes by links (arcs) based on pairwise correlations between
the corresponding entities (i.e., the correlations between stock price fluctuations
over a certain period of time). Such an approach was studied by [1, 2] in the
context of identifying large correlated clusters and diversified portfolios in the
U.S. stock market. Although the pairwise correlation measure has its merit in
certain situations, its substantial drawback is in inability to produce directed
links between entities, that is, establish the direction of “contagion” (i.e., the
propagation from node i to node j vs. the propagation from node j to node i).

In this work, we construct and analyze a directed network model, which rigor-
ously describes causal relationships between all pairs of stocks in the U.S. stock
market using the concept of Granger causality. The motivation behind this app-
roach was investigating the possibility of drawing meaningful conclusions about
the behavior and trends of the entire market solely based on a rigorously defined
quantitative causality measure, as an alternative to studying these causal rela-
tionships based on subjective criteria, such as analysts’ opinions, etc., which
may not be easily quantifiable. It should be noted that Granger causality, which
will be formally defined later in this paper, can be used to determine whether
the time series describing stock i is useful in predicting the behavior of stock j,
which should not be confused with the statement “the increase/decrease in the
price of stock i causes the increase/decrease in the price of stock j”. Granger
causality appears to capture certain structural properties of the stock market
that reflect global tendencies in its behavior. In particular, we investigate vari-
ous aspects of connectivity patterns and the dynamics of structural properties of
the constructed network snapshots. Moreover, the proposed network represen-
tation is used to group stocks into network-based clusters and identify the most
“influential” market entities (sectors, industries and individual stocks).
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Office of Aerospace Research and Development (grant no. FA9550-17-1-0030)
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