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Abstract. Let there be a set M of m parallel machines and a set J
of n jobs, where each job j takes pi,j time units on machine Mi. In
makespan minimization the goal is to schedule each job non-preemptively
on a machine such that the length of the schedule, the makespan, is
minimum. We investigate a generalization of makespan minimization
on unrelated parallel machines (R||Cmax) where J is partitioned into
b bags B = (B1, . . . , Bb), and no two jobs belonging to the same bag
can be scheduled on the same machine. First we present a simple b-
approximation algorithm for R||Cmax with bags (R|bag|Cmax). Two
machines Mi and Mi′ have the same machine type if pi,j = pi′,j for
all j ∈ J . We give a polynomial-time approximation scheme (PTAS)
for R|bag|Cmax with machine types where both the number of machine
types and bags are constant. This result infers the existence of a PTAS
for uniform parallel machines when the number of machine speeds and
number of bags are both constant. Then, we present a b/2-approximation
algorithm for the graph balancing problem with b ≥ 2 bags; the approx-
imation ratio is tight for b = 3 unless P = NP and this algorithm solves
the graph balancing problem with b = 2 bags in polynomial time. In addi-
tion, we present a polynomial-time algorithm for the restricted assign-
ment problem on uniform parallel machines when all the jobs have unit
length. To complement our algorithmic results, we show that when the
jobs have lengths 1 or 2 it is NP-hard to approximate the makespan with
approximation ratio less than 3/2 for both the restricted assignment and
graph balancing problems with b = 2 bags and b = 3 bags, respectively.
We also prove that makespan minimization on uniform parallel machines
with b = 2 bags is strongly NP-hard.

Keywords: Makespan minimization · Unrelated parallel machines
Approximation algorithms · Scheduling · Bag constraints

1 Introduction

Let M be a set of m unrelated parallel machines and J be a set of n jobs, where
job j has length or processing time pi,j ∈ Z

+ on machine Mi. In makespan min-
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imization, the goal is to schedule all the jobs on the machines so as to minimize
the length of the schedule—the makespan. Makespan minimization on unrelated
parallel machines is denoted as R||Cmax in the notation of Graham et al. [11].
Two extensively studied machine environments that are special cases of the
unrelated parallel machine environment are the identical and uniform parallel
machine environments: if the machines are identical then job j has the same
length pj ∈ Z

+ on any machine; and if the machines are uniform then each
machine Mi has a speed si ∈ Z

+ and job j has processing time pj/si on Mi.
We consider a generalization of R||Cmax where the jobs J are partitioned into

b sets B = (B1, B2, . . . , Bb) called bags, and any feasible solution must satisfy the
bag constraints: no two jobs from the same bag can be scheduled on the same
machine. This problem is called makespan minimization on unrelated parallel
machines with bags, and we denote it as R|bag|Cmax. Notice that if b = |J |, then
every job is in a distinct bag, and we get the classic setting R||Cmax. As discussed
in [7], the bag constraints appear in settings such as in the scheduling of tasks for
on-board computers in airplanes. That is, these systems have multiple processors
and it is required for some of the tasks to be scheduled on different processors so
that the airplane continues to operate safely even if one of the processors were
to fail. Thus, parallel machine scheduling problems where the bag constraints
are imposed are a kind of fault-tolerant scheduling that finds applications in
complex parallel systems where system stability is desired [4].

The best-known approximation algorithms for R||Cmax have approximation
ratio 2 [8,16,19], and it is NP-hard to approximate the makespan with approx-
imation ratio less than 3/2 [16]. Two special cases of R||Cmax have become of
recent interest to try to understand the 3/2-to-2 approximation gap for R||Cmax:

– Restricted Assignment Problem (P |Mj |Cmax). This is makespan minimiza-
tion on identical parallel machines (i.e., P ||Cmax) with the constraint that
some jobs are not eligible to be scheduled on some of the machines. That
is, for each job j ∈ J , there is a set Mj of machines where job j can be
scheduled. A schedule that assigns each job j to an eligible machine in Mj is
said to satisfy the eligibility constraints.

– Graph Balancing Problem (P |Mj , |Mj | ≤ 2|Cmax): This is a special case of
the restricted assignment problem where the number of eligible machines for
each job is at most 2. An alternate way to interpret an instance of this problem
is as a weighted multigraph where the jobs are edges and the machines are
vertices, and every edge must be directed to one of its endpoints so as to
minimize the maximum sum of the edge lengths directed toward a vertex.

We study variants of the above two problems with bag constraints. In addition to
this, we investigate R|bag|Cmax in the setting with so-called machine types. As
discussed by Gehrke et al. [10], a natural scenario in parallel machine scheduling
is where the machines are clusters of processors where each processor in a cluster
is of the same type, e.g. clusters of CPUs and/or GPUs. More formally, two
machines Mi and Mi′ have the same machine type if pi,j = pi′,j for all j ∈ J . We
study R|bag|Cmax with machine types, where the number δ of machine types is
constant.
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2 Related Work

For the restricted assignment problem with two different job lengths pj ∈ {α, β}
for each job j and α < β, there are approximation algorithms with approxi-
mation ratio slightly less than 2 [3,15], most notably a (2 − γ)-approximation
algorithm for some small value γ > 0 and a (2 − α/β)-approximation algo-
rithm, both by Chakrabarty et al. [3]. Jansen and Rohwedder [14] showed that
in quasi-polynomial time the restricted assignment problem can be approximated
within a factor 11/6 + ε of the optimum for any ε > 0. Ebenlendr et al. [6] pre-
sented a 7/4-approximation algorithm for the graph balancing problem. For the
graph balancing problem with two job lengths there are 3/2-approximation algo-
rithms [12,18], and there is no p-approximation algorithm with p < 3/2, unless
P = NP [1,6]. Jansen and Maack [13] presented an efficient PTAS for R||Cmax

with machine types when the number of machine types is constant. For more
literature on makespan minimization with machine types see [10,13].

Makespan minimization with bags is a type of conflict scheduling problem,
where two jobs conflict if two jobs from the same bag are scheduled on the
same machine. A natural way to model this type of conflict is with an incom-
patibility graph: there is a vertex for each job and an edge {j, j′} if jobs j
and j′ cannot be scheduled on the same machine. Then, makespan minimiza-
tion with bags is when the incompatibility graph consists of b disjoint cliques.
Bodlaender et al. [2] developed several results for P ||Cmax with incompatibility
graphs. In addition, Dokka et al. [5] considered a related, but generalized version
of P |bag|Cmax called the multi-level bottleneck assignment problem, and gave
a 2-approximation algorithm for three bags. For further discussion on related
variants of conflict scheduling refer to Sect. 1.3 of [4].

In 2017, Das and Wiese [4] presented a PTAS for P |bag|Cmax, and an 8-
approximation algorithm for the restricted assignment problem with bags in the
special case when for each bag Bk all the jobs j ∈ Bk have the same eligibility
constraints, i.e. each set of machines on which a job in Bk can be scheduled
is the same. For any ε > 0, Das and Wiese proved there is no

(
(log n)1/4−ε

)
-

approximation algorithm for the restricted assignment problem with bags, unless
NP ⊆ ZPTIME(2(log n)O(1)

).

3 Preliminaries

First, we give a couple of basic properties for R|bag|Cmax. If the num-
ber b of bags is one, at most one job can be scheduled on each machine.
Hence, we can solve R||Cmax with one bag in polynomial time as fol-
lows: build a weighted bipartite graph G = (J ∪ M,E), where E =
{(j, i) | job j can be scheduled on machine Mi}, and w(j, i) = pi,j for every
(j, i) ∈ E. Compute a maximum cardinality bottleneck matching M of G and for
each arc (j, i) ∈ M , schedule job j on machine Mi; there is no feasible solution
if any job is not scheduled. Thus, in the sequel we focus on R|bag|Cmax when
there are b > 1 bags.
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Property 1. For any schedule that satisfies the bag constraints with b bags, there
are at most b jobs scheduled on a machine.

For some of our algorithmic results, we employ a p-relaxed decision procedure
as given in Lenstra et al. [16]. Let U ∈ Z

+ be an upper bound on the optimal
makespan for some scheduling problem. We use binary search over the inter-
val [0, U ] to determine the smallest value d ∈ Z

+ for which the p-relaxed decision
algorithm produces a schedule, it either: computes a schedule with makespan at
most pd; or returns FAIL if there is no solution with value at most d. In the
binary search, if the p-relaxed decision algorithm returns FAIL then the value d
is increased, and if a schedule is returned the value d is decreased. If we keep
track of the schedule with minimum makespan found, after O(log U) iterations
the binary search guarantees that d ≤ OPT and a schedule with makespan at
most p · OPT is found. Therefore, if the overall p-relaxed decision procedure
takes polynomial time, this is a p-approximation algorithm.

4 Our Results

In Sect. 5 we provide a simple b-approximation algorithm for R|bag|Cmax. In
Sect. 6 we present a PTAS for R|bag|Cmax with machine types when there is a
fixed number of machine types and bags. As we will explain, this implies the exis-
tence of a PTAS for Q|bag|Cmax when both the number of machine speeds and
the number of bags are constant. Then, in Sect. 7 we give a b/2-approximation
algorithm for the graph balancing problem with b ≥ 2 bags, the approximation
ratio for this algorithm is tight for b = 3 unless P = NP and implies that the
graph balancing problem with b = 2 bags is solvable in polynomial time. Finally,
in Sect. 8 we show that the restricted assignment problem with bags when the
machines are uniform and every job has unit length (Q|bag, pj = 1,Mj |Cmax) is
polynomial-time solvable. As a note, we designed a O(m log m)-time algorithm
for P |bag|Cmax with b = 2 bags.

To complement our algorithmic results, we present a series of inapproxima-
bility and strong NP-hardness results in Sect. 9. We first show how to extend the
classic 3/2-inapproximability lower bound of Lenstra et al. [16] to the restricted
assignment problem with job lengths pj ∈ {1, 2} when there are b = 2 bags.
Then, we prove that there is no approximation algorithm with approximation
ratio less than 3/2 for the graph balancing problem with b = 3 bags and job
lengths pj ∈ {1, 2}, unless P = NP. Finally we show that Q|bag|Cmax with
b = 2 bags is strongly NP-hard.

5 A b-Approximation Algorithm for R|bag|Cmax

Let pmax = max1≤j≤n,1≤i≤m(pi,j). Our approximation algorithm uses binary
search and a b-relaxed decision procedure with U = pmaxn. For makespan esti-
mate d ≤ U , the idea is to treat each bag independently and simply schedule
the jobs j in each bag Bk ∈ B on machines Mi where pi,j ≤ d so that the bag
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constraints are satisfied. We do this by using a bipartite flow network N(B,P, d)
where there is a source s, a job node for each j ∈ J , a bag-machine node MBk,i

for each Mi ∈ M and Bk ∈ B, a machine node for every Mi ∈ M , and a sink t.
Do the following for each bag Bk ∈ B: for each j ∈ Bk, add an arc from s to
each job node j and set its capacity to 1. Next, for each j ∈ Bk and Mi ∈ M ,
if pi,j ≤ d, then add an arc from job node j to MBk,i with capacity 1. For each
Mi ∈ M and Bk ∈ B, add an arc from each bag-machine node MBk,i to machine
node Mi with capacity 1. Finally, from each machine node Mi ∈ M , add an arc
from Mi to t with capacity b. The b-relaxed decision algorithm is as follows.

1. Build flow network N(B,P, d) and compute an integral maximum flow f .
2. For each j ∈ Bk, if f(s, j) = 0 then return FAIL.
3. For each job j ∈ Bk, schedule j on machine Mi if f(j,Mk,i) = 1, and return

this schedule.

If an integral maximum flow is computed and all the arcs incident on s are
saturated, the jobs in bag Bk can be scheduled on the machines so as to satisfy
the bag constraints, and such that each job takes at most d time units.

Theorem 1. There is b-approximation algorithm for R|bag|Cmax.

6 A PTAS for R|bag|Cmax with a Constant Number
of Machine Types and Bags

Recall that two machines Mi and Mi′ have the same machine type if, for every
j ∈ J , pi,j = pi′,j . Let Nt(υ) be the number of machines of machine type υ, and
let δ be the number of machine types. Now we describe the PTAS. Compute
a b-approximate value ρ to the optimal makespan, so that ρ/b ≤ OPT ≤ ρ;
value ρ can be computed using the b-approximation algorithm in Sect. 5. Then
use binary search over the interval [ρ/b, ρ] to find the smallest value τ for which
the algorithm given below computes a schedule. Consider all possible schedules of
length τ . We can simplify the structure of these schedules so that there is only
a constant number of different load configurations for the machines (defined
below), while increasing the length of the schedule by a factor of at most (1 + ε)
for any constant ε > 0. This simplification will allow us to design a PTAS.

First subdivide the timeline of a schedule into units of length (τε)/b2 for some
constant ε > 0. Let the load configuration (
i,1, 
i,2, . . . , 
i,b) of machine Mi be
such that if job j from bag Bk is scheduled on Mi then (
i,k − 1)(τε)/b2 <
pi,j ≤ 
i,j · (τε)/b2. The number of possible values each 
i,k can take is at
most 1+� τ

τε
b2

� = 1+� b2

ε �, and so 
i,k ∈ {0, 1, 2, . . . , �b2/ε�}. As there are b values
in any load configuration, the number of possible load configurations is then
(1 + �b2/ε�)b =: D, a constant; label these load configurations 1, 2, . . . ,D. Let
vector (c1,1, c1,2, . . . , c1,D, c2,1, c2,2, . . . , c2,D, . . . , cδ,1, cδ,2, . . . , cδ,D) be a schedule
configuration, where cυ,μ is the number of machines with machine type υ that
have load configuration μ. There are m machines, so each cυ,μ ∈ {0, 1, . . . ,m}
and because there are δD many elements in a schedule configuration, the total
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possible number of schedule configurations is O(mδD), a polynomial function as
δ and D are constant. A schedule configuration is valid if

∑δ
υ=1

∑D
μ=1 cυ,μ = m,

and
∑D

μ=1 cυ,μ = Nt(υ), for υ = 1, 2, . . . , δ. For each valid schedule configuration
there are exactly m load configurations, one for each machine. That is, for each
cυ,μ > 0, assign load configuration μ to cυ,μ machines of machine type υ. Then,

the makespan of a valid schedule configuration is max1≤i≤m

{ ∑b
k=1 
i,k( τε

b2 )
}

.
We compute all valid schedule configurations for makespan τ and choose one

for which the jobs can be allocated to the machines according to that schedule
configuration. If there is a feasible schedule, at least one such schedule con-
figuration exists where for each j ∈ J with j ∈ Bk, there is a machine Mi

with pi,j ≤ 
i,k( τε
b2 ) ≤ � b2

ε �( τε
b2 ) where b2

ε ( τε
b2 ) = τ ≤ � b2

ε �( τε
b2 ). To find this

schedule we proceed as follows. For each valid schedule configuration, assign to
machine Mi a load configuration Li as described above. Then consider each
bag Bk, k = 1, 2, . . . , b, and build a bipartite graph Gk = (Bk ∪ M,Ek),
where Ek =

{
(j,Mi) | Mi ∈ M, j ∈ Bk, (
i,k − 1)

(
τε
b2

)
< pi,j ≤ 
i,k

(
τε
b2

)}
.

Compute a maximum matching of Gk, and for each arc (j,Mi) in the matching,
schedule j on Mi. Discard the schedule if at least one job of bag Bk is not sched-
uled. Otherwise, for k = 1, 2, . . . , b, a matching of size |Bk| is computed for Gk

and thus every job j ∈ Bk is scheduled. This will assign at most one job from
each bag Bk to each machine, so a feasible schedule is produced.

Let machine Mλ be a machine that finishes last in the schedule configu-
ration with minimum makespan τ∗ selected by the algorithm and let L∗

λ =
(
∗

λ,1, 

∗
λ,1, . . . , 


∗
λ,b) be its load configuration. Note that for each job j ∈ Bk on

Mλ, pλ,j ≤ 
∗
λ,k(τ∗ε)/b2, but pλ,j > (
∗

λ,k − 1)(τ∗ε)/b2 as otherwise there would
be another schedule configuration of lesser makespan where all the jobs can be
allocated to the machines. Since τ∗ ≥ OPT , then

∑

job j scheduled
on machine Mλ

pλ,j ≥ OPT >

b∑

k=1

max
{

(
∗
λ,k − 1)

τ∗ε
b2

, 0
}

.

Therefore,

∑

job j scheduled
on machine Mλ

pλ,j ≤
b∑

k=1


∗
λ,k

τ∗ε
b2

≤
b∑

k=1

max
{

(
∗
λ,k − 1)

τ∗ε
b2

, 0
}

+
b∑

k=1

τ∗ε
b2

< OPT +
b∑

k=1

τ∗ε
b2

,

and since ρ/b ≤ OPT ≤ τ∗ ≤ ρ, the makespan is at most

OPT +
b∑

k=1

τ∗ε
b2

= OPT +
(τ∗

b

)
ε ≤ OPT +

(ρ

b

)
ε ≤ (1 + ε)OPT.



30 D. R. Page and R. Solis-Oba

Theorem 2. There is a PTAS for R|bag|Cmax with machine types when both
the number b of bags and the number δ of machine types are constant.

Consider makespan minimization on uniform machines with bags
(Q|bag|Cmax). The processing time for a job on a machine depends on the speed
of the machine. Therefore, the number of machine types is in fact the number
of machine speeds.

Corollary 1. There is a PTAS for Q|bag|Cmax when both the number of distinct
machine speeds and the number of bags are constant.

7 A b/2-Approximation Algorithm for the Graph
Balancing Problem with b ≥ 2 Bags

Recall that in the graph balancing problem with bags the jobs and machines can
be represented as a weighted multigraph G = (V,E), where the jobs are edges
i.e. E =

⋃b
k=1 Bk, each edge e ∈ E has length pe ∈ Z

+, and the machines are
the vertices. We continue to use m and n to be the number of machines and
jobs, respectively. Let GBk

= (VBk
, Bk) where vertex v ∈ VBk

if v ∈ e ∈ Bk. We
call a maximally connected component of GBk

a bag component. A pseudoforest
is a collection of trees and graphs with at most one cycle called 1-trees.

Property 2. Consider the graph balancing problem with bags. If there is a feasi-
ble schedule S, then for every Bk ∈ B, GBk

is a pseudoforest.

In the sequel we assume that the input multigraph G satisfies the conditions
of Property 2. There are at most two possible orientations for a bag component
that is a 1-tree: direct each edge to a unique vertex along the cycle of the 1-
tree, and then direct all other edges away from the cycle. A tree T = (VT , ET )
however has at most |VT | possible orientations: select each vertex as the root of
the tree and direct all edges away from it. We use these facts in our algorithm.

We use binary search and a b/2-relaxed decision procedure as described in
Sect. 3 with U =

∑
e∈E pe to find the smallest value d ∈ Z

+ for which there is
a schedule with makespan at most (b/2)d that satisfies the bag constraints. If
the b/2-relaxed decision algorithm below returns FAIL, then there is no feasi-
ble schedule with makespan at most d for G; otherwise the algorithm computes
a feasible schedule with makespan at most (b/2)d. Let lL(u) be the load con-
tributed by the edge with the largest edge length directed toward vertex u in G;
hence lL(u) = 0 if no edge is directed toward u. We note that if lL(u) > d/2 then
no other edges with length larger than d/2 can be directed toward u without the
makespan exceeding d; we call an edge e a big edge when its length pe > d/2
and an edge is small if pe ≤ d/2.

The b/2-relaxed decision algorithm uses a set D to store the edges that
have been assigned a direction. Initially D = ∅ and if a schedule exists, at
the end D will contain all the edges in G. First, if any edge e ∈ E has length
larger than d return FAIL. While there is an edge in E \ D do the following.
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Compute a bag component C of G \ D and perform an expansion of C by using
the procedure described in Step (2) of the algorithm below. For each feasible
orientation of the edges in C an expansion forces edges away from vertices in
C if doing so does not violate the bag constraints and lL(u) + pe ≤ d for every
u ∈ C and edge e incident on u. The forcing of edges away “expands” C and this
process will continue “expanding” C until no more edges need to be forced in
a certain direction or infeasibility is determined. If an expansion is successfully
computed, directions for a set CE of edges is found and so we set D = D ∪ CE .
The process is then repeated if there are any undirected edges left in E \ D.
Otherwise, if no expansion was found another orientation for C is considered
and another expansion is computed. The algorithm returns FAIL if there are no
more orientations to try. We assume below that each lL(u) is updated as the
direction of edges are changed. Now we formally describe the algorithm.

1. Set D = ∅. If any edge e ∈ E has length pe > d, return FAIL.
2. While E \ D is not empty:

(a) Compute a bag component C of G \ D.
(b) Find a new orientation of the edges in C for which at most one edge from

each bag is directed to the same vertex and any two edges e, e′ directed to
the same vertex satisfy pe +pe′ ≤ d. If there are no more new orientations
to try for C return FAIL. Let Cυ be the set of vertices u where an edge
is directed toward u by this step.

(c) While there is a vertex u ∈ Cυ and undirected edge e = {u, v} in E \ D
where lL(u) + pe > d:
i. Direct e from u to v; then direct all edges of the same bag as e that

are reachable from v away from u. Add to Cυ all vertices whose loads
increased in this step.

ii. If any vertex w ∈ Cυ has two edges from the same bag directed
toward it or if there are two edges e and e′ directed toward w so that
pe + pe′ > d then reset all loads and edges directed by this iteration
of Step (2) and go to Step (2b).

(d) Let CE be the set of edges that were assigned a direction in Steps (2b)
and (2c). Set D = D ∪ CE .

3. Return schedule corresponding to the orientation of the edges.

The time complexity of this algorithm is O(n2m + mn2). Let C1, C2, . . . , Ch

be the bag components selected by the algorithm in Step (2a) in the order they
were chosen.

Lemma 1. If the expansion of Ch is attempted by the algorithm and it
returns FAIL, then there is no schedule with makespan at most d. Also, if the
algorithm produces a schedule, the makespan of the schedule is at most (b/2)d.

Theorem 3. There is a b/2-approximation algorithm for the graph balancing
problem with b ≥ 2 bags.
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8 A Polynomial-Time Algorithm
for Q|bag, pj = 1,Mj |Cmax

In this section we consider the restricted assignment problem on uniform par-
allel machines with bags where every job has the same length. Without loss of
generality we can assume that all the machines have speeds s1, . . . , sm ∈ Z

+.
Let the least common multiple of the speeds s1, . . . , sm be c. The above problem
is equivalent to when every job j ∈ J has length pj = c, so for convenience we
assume below that every job has length pj = c. Observe that since c is the least
common multiple of the speeds, pj/si is integral for all j ∈ J and i ∈ {1, . . . , m}.
We employ binary search with upper bound U = nc and a 1-relaxed decision
procedure to compute the smallest value d ∈ [1, nc] for which there is a sched-
ule with makespan at most d. Note that in the special case when there is one
bag for each job, our algorithm is exactly the algorithm of Lin and Li [17] for
Q|pj = 1,Mj |Cmax.

Let a conflict machine set for bag Bk be C(Bk) = {Mi ∈ M | ∃j, j′ ∈ Bk :
Mi ∈ Mj ∩ Mj′}, where Mj and Mj′ are the sets of machines where for jobs j
and j′ can be scheduled, respectively. As a result of this definition, if there
is a machine Mi /∈ C(Bk), then at most one job in Bk can be scheduled on
machine Mi. In our algorithm we first build a flow network N with a source s
and sink t as follows. First, there will be a job node for each job j ∈ J ; then for
each k = 1, . . . , b, create a conflict machine node for every machine M ′

i ∈ C(Bk),
and a machine node for each machine Mi ∈ M . To avoid ambiguity, we write
M ′

i whenever we refer to a conflict machine node of a machine Mi, and Mi when
we refer to the machine node for machine Mi. We add arcs as follows: add arcs
with capacity 1 from the source to each job node; if job j ∈ Bk can be scheduled
on machine Mi: (i) if Mi ∈ C(Bk) then add an arc from j to the machine conflict
node M ′

i of bag Bk with capacity 1, (ii) otherwise add an arc from j to machine
node Mi with capacity 1. Add an arc with flow capacity 1 from each machine
conflict node M ′

i to its corresponding machine node Mi and include an arc from
each machine node Mi to the sink with capacity �(sid)/c�.
Lemma 2. There is an integral flow f that saturates all the arcs incident on s
if and only if there is a feasible schedule with makespan at most d.

The 1-relaxed decision algorithm is the following: build the flow network N
described above and compute an integral maximum flow f ; if f does not saturate
at least one arc incident on the source, return FAIL; otherwise all the arcs incident
on the source are saturated, and for each job j ∈ J , schedule job j on machine i
if there is flow sent from job node j to machine node Mi.

Theorem 4. There is a polynomial-time algorithm for Q|bag, pj = 1,Mj |Cmax.

9 Inapproximability and Complexity

9.1 Restricted Assignment Problem with b = 2 Bags

To begin, we prove that restricted assignment problem with b = 2 bags where
the job lengths are either 1 or 2 has no approximation algorithm with approx-
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imation ratio less than 3/2, unless P = NP (Corollary 2). To do this we reduce
from the 3-dimensional matching problem ([SP1] in [9]). In the 3-dimensional
matching problem there are three disjoint sets X = {x1, x2, . . . , xm′}, Y =
{y1, . . . , ym′}, Z = {z1, . . . , zm′}, and a set T ⊆ X × Y × Z of triples, and
the goal is to determine whether there is a set T ′ ⊆ T containing m′ triples,
such that for any pair of triples (xk, yk, zk), (x�, y�, z�) ∈ T ′, xk = x�, yk = y�,
and zk = z�. We note that our reduction is similar to the one given by Lenstra et
al. [16], but their reduction assumes there are b = n bags.

Let us describe the reduction. For each triple t ∈ T where element z ∈ t and
z ∈ Z, create a machine Mt of type z. Next, each element in X ∪ Y is a job j,
where we place j in bag B1 if j ∈ X and in bag B2 if j ∈ Y ; j has pt,j = 1
on machine Mt if j ∈ t, and pt,j = ∞ otherwise. Let deg(z) be the number
of triples of T containing element z ∈ Z. Then for each element z ∈ Z, create
(deg(z) − 1) dummy jobs of type z, where each dummy job j takes 2 time units
on machines of type z, otherwise pt,j = ∞. Put all the dummy jobs in bag B1.

Theorem 5. It is NP-hard to decide whether there is a schedule with makespan
at most 2 for the restricted assignment problem with b = 2 bags when the jobs
have lengths either 1 or 2.

Corollary 2. There is no p-approximation algorithm with p < 3/2 for the
restricted assignment problem with b = 2 bags where the job lengths are either 1
or 2, unless P = NP.

9.2 Graph Balancing Problem with b = 3 Bags

In this section we show that when there are b ≥ 3 bags, it is NP-hard to approx-
imate the graph balancing problem with b bags with approximation ratio less
than 3/2. To do this we extend a reduction of Ebenlendr et al. [6], and reduce
from a variant of 3-SAT called At-Most-3-SAT(2L), which is known to be NP-
complete [1]. More precisely, let there be a propositional logic formula φ in con-
junctive normal form (CNF), where there are n′ boolean variables x1, . . . , xn′

and m′ clauses y1, y2, . . . , ym′ . There are at most three literals per clause, and
each literal (a variable or its negation) occurs at most twice in φ. This problem
asks if there is an assignment of values to the variables so that φ is satisfied.

Let us first briefly describe the original reduction. Create one vertex for each
clause yi, and two vertices, one for each literal of variable xi, xi and ¬xi; let the
former be called clause vertices and the latter be called literal vertices. For each
variable xi, add an edge {xi,¬xi} with length 2 called a tautologous edge; add
a self-loop on clause vertex yi with length 3 − |yi| if 3 − |yi| > 0, where |yi| is
the number of literals in clause yi. Finally, for each clause yi and literal lj , add
a clause edge {li, yi} if literal lj is in clause yi.

Now we describe our extension to this reduction that will assign each edge to
a bag. Create a modified version of G called G′, where, for each self loop incident
on a clause vertex yi in G, replace the self-loop with a new vertex y′

i and self
edge {yi, y

′
i} in G′; each self-edge in G′ corresponds to a self-loop in G.
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Lemma 3. There is an edge colouring of G′ that uses at most four colours η1,
η2, η3, η4, this colouring can be computed in polynomial time.

Proof. Assign colour η4 to all tautologous edges, then consider the subgraph G′′

of G′ consisting of the same vertices but only the uncoloured edges. Observe that
every edge in G′′ either has a literal vertex and a clause vertex as its endpoints
or is a self-edge with one endpoint that is a leaf, thus G′′ is bipartite. Since G′′

is bipartite and the maximum degree of any vertex in G′′ is three, there is an
edge colouring of G′′ using three colours η1, η2, η3, this edge colouring can be
computed in polynomial time. ��

Using Lemma 3 we can assign the edges in G to three bags: the edges coloured
in G′ using colours η1, η2, and η3 are placed in bags B1, B2, and B3, respectively.
Finally, place the edges coloured with η4 in any of the three bags.

Theorem 6. There is no p-approximation algorithm with p < 3/2 for the graph
balancing problem with b ≥ 3 bags where job lengths are either 1 or 2, unless
P = NP.

9.3 Q|bag|Cmax with b = 2 Bags

For P |bag|Cmax with b = 3 bags and Q|bag|Cmax with b = 2 bags, we
show that both are strongly NP-hard. We reduce from numerical 3-dimensional
matching ([SP16] in [9]), which is known to be NP-complete in the strong
sense. In the numerical 3-dimensional matching problem 3m′ elements are con-
tained in 3 disjoint sets X = {a1, a2, . . . , am′}, Y = {am′+1, . . . , a2m′}, Z =
{a2m′+1, . . . , a3m′}, and every element aj ∈ X ∪ Y ∪ Z has a size s(aj) ∈ Z

+.
Given a value β ∈ Z

+ the goal is to determine whether there are disjoint
triples A1, . . . , Am′ where each triple Ai contains exactly one element of X,
one element of Y , and one element of Z, such that

∑
aj∈Ai

s(aj) = β.
Notice that if an instance of P |bag|Cmax with b = 3 bags has exactly 3m jobs,

Property 1 implies that every machine in a feasible schedule processes 3 jobs. We
obtain a straightforward reduction from numerical 3-dimensional matching to
P |bag|Cmax with b = 3 bags: set m = m′, n = 3m′, every element aj ∈ X∪Y ∪Z
is a job j ∈ J with length pj = s(aj), and B1 = X, B2 = Y , and B3 = Z. This
reduction was independently presented by Dokka et al. [5].

Theorem 7 (Dokka et al. [5]). P |bag|Cmax with b = 3 bags is strongly NP-
hard.

When the machines are uniform we can eliminate the third bag necessary in
the above reduction. Instead n = 2m′, and associate each machine Mi with a
unique element zi ∈ Z and set the speed of Mi to si = (β − s(zi))/β.

Theorem 8. Q|bag|Cmax with b = 2 bags is strongly NP-hard.
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