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Preface

The Mexican International Conference on Artificial Intelligence (MICAI) is a yearly
international conference series that has been organized by the Mexican Society of
Artificial Intelligence (SMIA) since 2000. MICAI is a major international artificial
intelligence forum and the main event in the academic life of the country’s growing
artificial intelligence community.

MICAI conferences publish high-quality papers in all areas of artificial intelligence
and its applications. The proceedings of the previous MICAI events have been pub-
lished by Springer in its Lecture Notes in Artificial Intelligence series, vol. 1793, 2313,
2972, 3789, 4293, 4827, 5317, 5845, 6437, 6438, 7094, 7095, 7629, 7630, 8265, 8266,
8856, 8857, 9413, 9414, 10061, 10062, 10632, and 10633. Since its foundation in
2000, the conference has been growing in popularity and improving in quality.

The proceedings of MICAI 2018 are published in two volumes. The first volume,
Advances in Soft Computing, contains 33 papers structured into three sections:

– Evolutionary and nature-inspired intelligence
– Machine learning
– Fuzzy logic and uncertainty management

The second volume, Advances in Computational Intelligence, contains 29 papers
structured into three sections:

– Knowledge representation, reasoning, and optimization
– Natural language processing
– Robotics and computer vision

This two-volume set will be of interest for researchers in all areas of artificial
intelligence, students specializing in related topics, and for the public in general
interested in recent developments in artificial intelligence.

The conference received 149 submissions for evaluation from 23 countries:
Argentina, Australia, Brazil, Canada, Colombia, Costa Rica, Cuba, Czech Republic,
Finland, France, Hungary, Iran, Italy, Mexico, Morocco, Pakistan, Peru, Poland,
Russia, Spain, Thailand, Turkey, and USA. Of these submissions, 62 papers were
selected for publication in these two volumes after a peer-reviewing process carried out
by the international Program Committee. Therefore, the acceptance rate was 41%.

The international Program Committee consisted of 113 experts from 17 countries:
Azerbaijan, Brazil, Canada, Colombia, Cuba, France, Greece, India, Israel, Italy, Japan,
Mexico, Portugal, Singapore, Spain, UK, and USA.

MICAI 2018 was honored by the presence of renowned experts who gave excellent
keynote lectures:

– Alexander S. Poznyak Gorbatch, CINVESTAV-IPN Campus Mexico City, Mexico
– Jeff Clune, Uber AI Labs, University of Wyoming, USA



– David J. Atkinson, Silicon Valley Research & Development Center Continen-
tal AG, USA

– Gregory O’Hare, School of Computer Science, University College Dublin, Ireland
– Srinivas V. Chitiveli, Offering Manager & Master Inventor, IBM PowerAI Vision,

USA

The technical program of the conference also featured 11 tutorials:

– Smart Applications with FIWARE, by Miguel Gonzalez Mendoza
– Intelligent Management of Digital Data for Law Enforcement Purposes, by Jesus

Manuel Niebla Zatarain
– Introduction to Data Science: Similarity, Correlation, and Association Measures, by

Ildar Batyrshin
– Brain–Computer Interface (BCI) and Machine Learning, by Javier M. Antelis, Juan

Humberto Sossa Azuela, Luis G. Hernandez, and Carlos D. Virgilio
– New Models and Training Algorithms for Artificial Neural Networks, by Juan

Humberto Sossa Azuela
– Intelligent Chatbots Using Google DialogFlow, by Leonardo Garrido
– Spiking Neural Models and Their Applications in Pattern Recognition: A begin-

ner’s Tutorial, by Roberto A. Vazquez
– Introduction to Quantum Computing, by Salvador Venegas
– Deep-Learning Principles and Their Applications in Facial Expression Recognition

with TensorFlow-Keras, by Luis Eduardo Falcón Morales and Juan Humberto
Sossa Azuela

– Introduction to Natural Language Human–Robot Interaction, by Grigori Sidorov
– Knowledge Extraction from Fuzzy Predictive Models, by Félix A. Castro Espinoza

Three workshops were held jointly with the conference:

– HIS 2018: 11th Workshop of Hybrid Intelligent Systems
– WIDSSI 2018: 4th International Workshop on Intelligent Decision Support Systems

for Industry
– WILE 2018: 11th Workshop on Intelligent Learning Environments

The authors of the following papers received the Best Paper Awards based on the
paper’s overall quality, significance, and originality of the reported results:

– First place: “Universal Swarm Optimizer for Multi-Objective Functions,” by Luis
Marquez and Luis Torres Treviño, Mexico

– Second place: “Topic-Focus Articulation: A Third Pillar of Automatic Evaluation
of Text Coherence,” by Michal Novák, Jiří Mírovský, Kateřina Rysová and
Magdaléna Rysová, Czechia

– Third place: “Combining Deep Learning and RGBD SLAM for Monocular Indoor
Autonomous Flight,” by José Martínez Carranza, L. Oyuki Rojas Pérez, Aldrich A.
Cabrera Ponce and Roberto Munguia Silva, Mexico

The cultural program of the conference included a tour of Guadalajara and the
Tequila Experience tour.
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We want to thank everyone involved in the organization of this conference. In the
first place, the authors of the papers published in this book: It is their research effort that
gives value to the book and to the work of the organizers. We thank the track chairs for
their hard work, the Program Committee members, and additional reviewers for their
great effort in reviewing the submissions.

We would like to thank the Tecnológico de Monterrey Campus Guadalajara for
hosting the workshops and tutorials of MICAI 2018, with special thanks to Dr. Mario
Adrián Flores, Vice President of the University, and Dr. Ricardo Swain, Dean of the
Engineering and Sciences School, for their generous support. We also thank Dr. José
Antonio Rentería, Divisional Director of the Engineering and Sciences School, for his
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Tamez from Grupo ABSA, for their support in organization of this conference. The
entire submission, reviewing, and selection process, as well as the preparation of the
proceedings, were supported free of charge by the EasyChair system (www.easychair.
org). Finally, yet importantly, we are very grateful to the staff at Springer for their
patience and help in the preparation of this volume.

October 2018 Ildar Batyrshin
María de Lourdes Martínez-Villaseñor

Hiram Eredín Ponce Espinosa
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Abstract. There are many applications in different fields, as diverse as
computer graphics, medical imaging or pattern recognition for industries,
where the use of three dimensional objects is needed. By the nature of
these objects, it is very important to develop thrifty methods to repre-
sent, study and store them. In this paper, a new method to encode sur-
faces of three-dimensional objects that are not isomorphic to the plane is
developed. In the proposed method, a helical path that covers the contour
is obtained and then, the Freeman F26 chain code is used to encode the
helical path. In order to solve geometric problems to find optimal paths
between adjacent slices, a modification of the A star algorithm was car-
ried out. Finally, our proposed method is applied to three-dimensional
objects obtained from real data.

Keywords: Voxel-based objects · Chain code
Three-dimensional objects · Helical path

1 Introduction

Today, the representation and recognition of 3D objects is a very active field
in computer vision. There is a great amount of applications that require 3D
images to solve real-life problems, such as medical images, where 3D imaging
plays an important role in supporting experts to provide more accurate diagnos-
tics. There are also applications in the preservation of cultural heritage, games,
mechanical construction, security and surveillance, computer-aided design (i.e.,
CAD systems) and in general, in computer vision and pattern recognition. In
the literature have appeared proposals to represent a 3D object through another
c© Springer Nature Switzerland AG 2018
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of smaller dimension, which allows an analysis and recognition. In particular,
skeletonization has been used for different reasons [1–3]. Although the skele-
tons maintain the topological properties of the underlying object and can give
qualitative results, the original object losses geometric information [1–5].

Other descriptors notably used are the chain codes, which represent move-
ments through the contour of the object. The way in which the contour is visited
and the kind of movements that can be produced by different codes, have been
exploited for representation and compression, and has attracted the attention of
many researchers [6–9].

For the three-dimensional case, there are important proposals for the use
and exploitation of chain codes but they have not been used as heavily as in
the two-dimensions, being currently a very fertile field [10–12]. In the literature,
coding of three-dimensional objects of surfaces that are isomorphic to the plane
is presented [13], however, in this work we address the problem of coding surfaces
that are not isomorphic to the plane, taking into account the different geometries
that are presented, to solve the problem of finding the shortest path that allows
to optimally encode the transition from one slice to another, of the given 3D
object to encode.

This paper is organized as follows. In Sect. 2, we provide some definitions.
In Sect. 3, we explain how to encode a 3D object in a helical path, whereas in
Sect. 4 we describe the algorithm used to find the shortest path between one slice
and another. In Sect. 5, the application of our method is presented. Finally, in
Sect. 6 we give some conclusions and further work.

2 Definitions

In this section we give the most important concepts and definitions used to
throughout the paper.

Definition 1. A voxel, v, is a resolution cell of a 3D grid with Cartesian coor-
dinates c(x, y, z) and an intensity value Iv ∈ {0, 1}. If Iv = 0, we say that the
voxel is a 0-voxel; on the contrary, we say that it is a 1-voxel.

Definition 2. A voxel v0 can share its faces, edges and/or vertices, depending
on the 6, 12, 18 or 26-neighborhood, which are defined as follows: N6(v0) =
{v|de(v0, v) = 1}, N12(v0) = {v|de(v0, v) =

√
2}, N18(v0) = {v|de(v0, v) ≤ √

2}
and N26(v0) = {v|de(v0, v) ≤ √

3}, where de is the Euclidean distance between
v0 and its neighbor voxel, v.

Definition 3. A 3D object is a connected component composed of 1-voxels,
which is immersed in a 3D array of columns, rows and slices. Each slice is com-
posed by zero or more connected regions: Rs

0, Rs
1, · · · Rs

m, where s refers to the
s-th slice.

Definition 4. If c1 are the coordinates of voxel v1, c2 the coordinates of voxel
v2, and b = c2−c1, then v1 is in the vicinity of v2 if and only if b ∈ B = {(i, j, k)},
with i, j, k ∈ {−1, 0, 1}\{(0, 0, 0)}. The set B is called the grid basis.
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Definition 5. A path is a sequence of adjacent ordered voxels, P =
{v1, v2, . . . , vp}, such that v1 is adjacent to v2,v2 is adjacent to v3, . . . , vp−1 is
adjacent to vp. The vector set PB = {b1, b2, . . . , bp−1} ⊂ B it is called basis of
path P.

Definition 6. We give symbols to each of the elements of the grid base
B as follows: a = (1, 0, 0), b = (1, 1, 0), c = (0, 1, 0), d = (−1, 1, 0), e = (−1, 0, 0),
f = (−1,−1, 0), g = (0,−1, 0), h = (1,−1, 0), i = (1, 0, 1), j = (1, 1, 1), k = (0, 1, 1)
l = (−1, 1, 1),m = (−1, 0, 1), n = (−1,−1, 1), o = (0,−1, 1), p = (1,−1, 1),

q = (1, 0,−1), r = (1, 1,−1), s = (0, 1,−1), t = (−1, 1,−1), u = (−1, 0,−1),
v = (−1,−1,−1), w = (0,−1,−1), x = (1,−1,−1), y = (0, 0, 1), z = (0, 0,−1),

So, the alphabet we use is F26 =
{
a, b, c, d, e, f, g, h, i, j, k, l,m, n, o, p, q, r, s, t, u,

v, w, x, y, z
}
, and the coding is obtained when each vector bk is taken from

PB = {b1, b2, . . . , bn−1} associating its respective symbol in F26.

3 Helical Path to Encode 3D Objects

Helical coding allows the chain codes to save starting coordinates as much as
possible, while the region in the current slice is a neighbor of the previous region,
there is a path to go from n-th voxel (vn(s)) to the first unvisited voxel (v1(s+1)),
which allows to recover the shape of the object without need to know in which
coordinate we start to codify.

The helical coding is carried out in the following way:

1. Do s → 0 and define Z as the number of total slices of the 3D grid.
2. While s < Z + 1.
3. Visit the first unvisited voxel, v1(s), of current slice. If it does not exist

s → s + 1, go to 2.
4. Encode the contour Rs

k and obtain vn(s).
5. Find(v1(s + 1)). If it does not exist s → 0, go to 3.
6. s → s + 1. Go to 2.

The Find(·) function introduced in the previous algorithm is implemented
considering the following cases, which are generated by the geometry of the
object. Figure 1 shows an object composed of two slices, where dark voxels in
upper slice represent the contour of the region Rs+1

1 .

Case 1. v1(s + 1) ∈ N26(vn(s)) (Fig. 1a).
Case 2. It is possible to draw a discrete straight line from vn(s) to v1(s+ 1)
as the shortest path (Fig. 1b).
Case 3. It is not possible to draw a discrete straight line from vn(s) to
v1(s+ 1), since there are 0-voxels between them, for this reason the path can
not be created, unless a concavity must be surrounded. This causes that the
original v1(s + 1) could change, since in the i-th step, a voxel of the contour
of Rs+1

k′ has the smallest de with respect to the last voxel of the current path
(Fig. 1c).
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Case 4. There are two candidates v1(s + 1), because both have the same
distance with respect to vn(s) (Fig. 1d).

We must validate which Rs+1
k′ is a neighbor of Rs

k, selecting the correct
v1(s+1) we use A* to go from vn(s) to v1(s+1). To solve these cases, algorithm
A* is detailed in Sect. 4.

Fig. 1. Four different cases to consider for the starting and target points due to the
geometry of the objects.

3.1 Used Symbols of F26

To codify our 3D object, the 26 symbols of F26 are not necessary. Part of the
strategy, is to first visit each slice and encode its contours, so we can use eight
different vectors for each visited region, Rs

k, since the vectors point to one of
the four faces of each voxel, plus four towards the edges. So, the symbols {a,
b, c, d, e, f, g, h} are required. On the other hand, once the contour is visited,
the next step is to move to the contiguous slice, i.e., from Rs

k to Rs+1
k′ , thus, we

need vectors that point to any of its four edges or four vertices, plus one more
symbol corresponding to the top face. So, the symbols {i, j, k, l, m, n, o, p, q}
are used. Therefore, 17 symbols are required, at most.

4 Modifications to A* Algorithm

A* algorithm searches for the shortest path from an initial point to a target point
[14]. This heuristic uses information relative to the place where the objective is
located to select the next direction to be followed. The formula used to select
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the next point in the configuration space is: f(v) = h(v) + g(v), where v is the
current cell, h(v) is the heuristic distance (Manhattan, Euclidean or Chebyshev)
from v to the destination cell and g(v) is the cumulative cost of moving from the
initial state to the state v. Each adjacent point of the current one is evaluated
by the formula f (v). The point with the smallest value of h(v) is selected as the
next in the sequence [15].

The algorithm A* used for a grid configuration space is restricted to 8-
connectivity. This means that we can find a path that is based on the connection
between the closest cells. Due to the discretization of the plane, there may be
zigzag movements to emulate the straight lines.

In the literature, the target cell does not change under any conditions. In
this paper we find that the target point is the closest, and the starting cell is not
in the same plane than the target cell. Taking into account these requirements,
we modify the A* so that the target cell can be modified.

4.1 Conflict Zones for A*

Since we want to encode the shape of a three-dimensional object with a simple
curve, i.e. collisions or repeated paths are not permitted, when looking for the
shortest path, we avoid to go through 1-voxels that are part of the contour, since
it was already visited. A drawback of doing this is that if a column or row only
contains 1-voxels that are part of the contour, the A* is not able to find a viable
path, so, we must validate this fact before using the algorithm. When this case
is presented, we use one of two structuring elements, one to add 1-voxels to the
column, and the other to add 1-voxels to the row.

Figure 2(a) shows that going from vn(s) to v1(s + 1), there is no path that
satisfy our conditions. To solve this, we validate each column or/and row that
exist between vn(s) and v1(s + 1). If the row or column is one with less than
three 1-voxels, the structuring element is used. Figure 2(b) shows the result of
applying the structuring element.

(a) Before using structuring elements (b) After using structuring elements

Fig. 2. Example of how to use structuring elements in conflictive zone to use A*.
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4.2 Pseudocode of Our A* Modified

For our proposals, we have used A* with adaptations to achieve the optimal path
between vn(s) and v1(s + 1). We introduce the matrices M and E composed of
1s and 0s to represent the regions, by following the next steps.

1. If there is a path to go from vn(s) to v1(s + 1) in Rs
k.

M → Rs
k.

E → Rs+1
k′ .

2. else If there is a path to go from vn(s) to v1(s + 1) in Rs+1
k′ .

M → Rs+1
k′ .

E → Rs
k.

3. Fill the matrix h.
Fill the matrix h with × if c(i, j) of M is 1, which represents a 1-voxel
of the contour, label with ∞ any other case. We fill the matrix g in the
same way as h.
Consider c(i, j) of vn(s), and do dij → 0.
Store c(i, j) in open list.
Do

For each neighbor c(i′, j′) of N8(c(i, j)), if its value is equal ∞ in h
and 1 in M, calculate the Manhattan distance as following:

di′j′ → dij + 1 if c(i′, j′) ∈ N4(c(i, j))
di′j′ → dij + 2 if c(i′, j′) ∈ N8c(i, j) \ N4(c(i, j))

(1)

Each c(i′, j′) is stored in the open list.
Search in open list c(i′, j′), such that di′,j′ is the smallest and remove
c(i′, j′) from the open list and do the Eq. (2).

dij → di′j′

c(i, j) → c(i′, j′).
(2)

While open list is not empty.
4. Fill the matrix g.

Obtain c(i, j) → vn(s), dij → 0.
Store c(i, j) in open list.
Do

For each neighbor c(i′, j′) of N8(c(i, j)), if its value is equal ∞ in h
and 1 in M, do:

di′j′ → dij + 10 if c(i′, j′) ∈ N4(c(i, j))
di′j′ → dij + 14 if c(i′, j′) ∈ N8(c(i, j)) \ N4(c(i, j)).

(3)

Each c(i′, j′) is stored in the open list.
Search in open list c(i′, j′), such that the sum di′j′ in h + di′j′ in g is
the smallest and remove c(i′, j′) from the open list.
Obtain the Euclidean distance of 1-voxel from the contour of E to dij .
The one with the smallest distance is now v1(s + 1).
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While v1(s + 1) /∈ N8(c(i, j)).
5. Obtain the shortest path.

Obtain the c(i, j) of v1(i + 1).
While v1(s + 1) /∈ N8(c(i, j))

Add c(i, j) to the shortest path.
Search c(i′, j′)∈ N8(c(i, j)), such that its di′j′ is the smallest in g.
Assign c(i, j) → c(i′, j′).

To illustrate an example, consider the need to go from vn(s) to v1(s + 1)
through an optimal path, Fig. 1(c) is used for this purpose. To achieve this, let
Rs

k and Rs+1
k′ the two contiguous regions. If there is a path to go from vn(s) to

v1(s + 1) in Rk, we associate M with Rs
k and E with Rs+1

k′ (Fig. 3(a) and (b),
respectively).

Following our modified A* method, the first step is to fill the matrix h with
‘×’ if c(i, j) of M is ‘1’, which represents a 1-voxel of the contour, and we fill
with ∞ in any other case (see Fig. 3(c)). We fill the matrix g in the same way
as h (see Fig. 4).

0 1 1 1 1 1 1
0 1 1 1 1 1 1
1 1 1 1 1 1 1
1 1 1 1 0 0 0
1 1 1 1 0 0 0
0 1 1 1 1 1 1
0 0 1 1 1 1 1
0 0 1 1 1 1 1

(a)

0 0 0 0 1 1 1
0 0 0 1 1 1 1
0 1 1 1 1 1 1
0 1 1 1 0 0 0
0 0 1 1 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0
0 0 0 0 0 0 0

(b)

∞ × × × × × ×
∞ × ∞ ∞ ∞ ∞ ×

×

×

× ∞ ∞ ∞ × ×
× ∞ ∞ × ∞ ∞ ∞
× ∞ ∞ × ∞ ∞ ∞
∞ × ∞ ∞ × × ×
∞ ∞ × ∞ ∞ ∞
∞ ∞ × × × × ×

(c)

Fig. 3. Matrices (a) M, (b) E , and (c) h, respectively.

Next step is to assign a number greater than or equal to zero to each c(i, j),
such that the value of c(i, j) is equal to ∞ in h and ‘1’ in M. This number is
the Manhattan distance. We start by making dij = 0 in (i, j) of h, where c(i, j)
is the coordinate of vn(s).

The Manhattan distance is calculated as described in the algorithm of mod-
ified A* (Eq. (1)).

The coordinates c(i′, j′) are stored in the open list to remember the cell to
visit their neighbors. We search in this list the coordinates c(i′, j′), such that
di′j′ is the shortest. We remove c(i′, j′) from the list and solve the assignations
of Eq. (2).

We continue with the calculation of the Manhattan distance of each c(i′, j′)
in the open list, until it is empty. The matrix h becomes as in Fig. 5.

If the value of c(i, j) is ∞ in g and ‘1’ in M, we subsequently assign to each
c(i, j) a number greater than or equal to zero. We start by making dij = 0 in the
cell (i, j) of g, where c(i, j) is the coordinate of vn(s). Each number is calculated
by Eq. (3).
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∞ × × × × × ×
∞ × ∞ ∞ ∞ ∞ ×

×× ∞ ∞ ∞ × ×
× ∞ ∞ × ∞ ∞ ∞
× ∞ ∞ × ∞ ∞ ∞
∞ × ∞ 34 × × ×
∞ ∞ × 30 20 10 0
∞ ∞ × × × × ×

Fig. 4. Matrix g

∞ × × × × × ×
∞ × 9 10 11 12 13
× 9 8 9 × × 14
× 8 7 × ∞ ∞ ∞
× 7 6 × ∞ ∞ ∞
∞ × 5 4 × × ×
∞ ∞ × 3 2 1 0
∞ ∞ × × × × ×

Fig. 5. Matrix h.

The coordinates c(i′, j′) are stored in the open list to remember the coordi-
nates of the square in which we need to visit its neighbors. We search in this
list the coordinates c(i′, j′), such that the sum of di′j′ in h plus di′j′ in g is the
smallest, we remove c(i′, j′) from the list and solve the Eq. (3).

We use E to obtain the Euclidean distance of each 1-voxel from the contour
of Rs

k to dij . The one with the smallest Euclidean distance is now v1(s + 1).
We continue calculating each c(i′, j′) that complies with the aforementioned
conditions, until v1(s + 1) ∈ N8(c(i, j)).

Fig. 6. Final position of v1(s + 1).

On this example, it is true that when surrounding the concavity, v1(s + 1)
changes (Fig. 6), because there is a voxel (vp(s + 1)) in the contour represented
in E , which is the closest to the current voxel (v0(s)). This causes vp(s + 1) to
be v1(s+1). As in the subsequent steps, there is no other vp(s+1) that is closer
to v0(s), whereas v1(s + 1) does not change until the algorithm ends.

The last step is to find the shortest path between vn(s) and v1(s+1). Assign
c(i, j) → v1(s + 1). While vn(s) /∈ N8(c(i, j)), we do: store c(i, j) in the short
path list. Search c(i′, j′) ∈ N8(c(i, j)), such that its di′j′ is the smallest in g.
Assign c(i, j) → c(i′, j′).

Thus, in our example the optimal path from vn(s) to the definite tar-
get found, v1(s + 1), is P = {(7, 7, 1), (7, 6, 1), (7, 5, 1), (6, 4, 1), (5, 4, 2)}, where
(7,7,1) and (5,4,2) are the coordinates of vn(s) and v1(s + 1), respectively.
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Finally, the chain code of the helical path representing the two contours is:
S = 771ceefeffgghgaaaaacceedcbaadefpefgahhaacceed.

5 Experiments

To test our method, we found helical paths to a sample of 3D objects. We used
surfaces directly from the voxelization implicit in a data set. These models were
previously treated to simplify and eliminate noise in the data.

The models used come from different sources and helped us to test our
methodology. We accessed the Stanford Computer Graphics Laboratory site:
http://graphics.stanford.edu/data and the Suggestive Contour Gallery site:
http://gfx.cs.princeton.edu/proj/sugcon/models.

Figure 7 presents the results of applying our method to obtain the helical
path that describes the surface of the contour of each object. The figures show

Fig. 7. Helical path found in a sample test: (a) Lion, (b) Heptoroid, (c) Dragon and
(d) Penguin (Color figure online)

http://graphics.stanford.edu/data
http://gfx.cs.princeton.edu/proj/sugcon/models
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Fig. 8. On the left, the helical path of the penguin head object is shown. On the right,
case 3 is exemplified with the contour voxel representation.

Table 1. Frequency of F26 symbols

Symbol Objects

Dragon Heptoroid Lion Penguin

cc 39 42 22 7

a 15934 20912 10414 13440

b 7332 13232 4165 3204

c 8895 27156 5079 2333

d 9252 13175 4003 2015

e 14939 20723 10419 12438

f 5884 13001 4200 3785

g 12524 27392 4828 2095

h 6871 12724 4153 1615

i 301 734 215 39

j 93 168 42 9

k 4 66 5 5

l 30 105 24 27

m 13 21 10 36

n 47 141 50 24

o 17 14 4 0

p 48 110 33 44

q 31 11 3 17

lF26 82215 149685 47647 41126

different colors in their helical path to indicate the different connected compo-
nents, that recursively were visited to complete the chain coding. Figure 7(a)
Lion has 22 different colors, Fig. 7(b) Heptoroid has 42, Fig. 7(b) Heptoroid has
39 and Penguin just has 7.
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Fig. 9. Probability of occurrence of each symbol.

In Fig. 8 (left) is shown the helical path of the object called Penguin, where
Case 3 of our modified A* is exemplified. In this case it is necessary to sur-
round the concavity that exists between vn(s) and v1(s + 1). This is presented
in Fig. 8 (right). This representation only contains the 1-voxels that are part of
the contours of coded regions.

On the other hand, Table 1, presents frequencies of the code symbols F26,
as well as the length of the chain code (lF26) and the number of connected
components (cc) that each object has. The heptoroid object has the longest
chain code, while the penguin object has the smallest. As can be seen in the
Fig. 9, the presence of the first eight symbols of F26 is much greater than the
rest, and of them, symbols a and b are those that appear most likely, followed
by g and c. This type of information and analysis is important for dealing with
recognition and compression problems.

6 Conclusions and Further Work

We have presented a new method to encode surfaces of voxel-based objects that
are not isomorphic to the plane, by means of helical paths. One of the advan-
tages of our work is that the length of the chain code is optimized by visiting the
centers of the voxels that make up the contours, as well as finding the shortest
trajectories between the slices, preserving the topological and geometric proper-
ties. Several applications may result from the work presented here. Information
and analysis of the data obtained by the probability of the appearance of the
symbols is an important topic to address problems of recognition and compres-
sion. So, a future work is to exploit this type of codification for such purposes. As
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another future work, it is suggested to analyze the chain code of the helical path,
to find dominant points, and thus reduce to a greater extent the information of
the shape-of-object without missing valuable information of it.
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Abstract. Increasing crops’ yields to meet the world’s demand for food is one
of the great challenges of these times. To achieve this, farmers must make the
best decisions based on the resources available for them. In this paper, we
propose the use of Global-best Harmony Search (GHS) to find the optimal
farming practices and increase the yields according to the local climate and soil
characteristics, following the principles of site-specific agriculture. We propose
to build an aptitude function based on a random forest model trained on farms’
data combined with open data sources for climate and soil. The result is an
optimizer that uses a data-driven approach and generates information on the
optimized farming practices, allowing the farmer to harness the full potential of
his land. The approach was tested on a case-study on maize in the state of
Chiapas, Mexico, where the adoption of the practices suggested by our approach
was estimated to increase average yield by 1.7 ton/ha, contributing to closing
the yield gap. The proposal has the potential to be scaled to other locations,
other response variables and other crops.

Keywords: Global-best harmony search � Machine learning � Open data
Data-driven agronomy � Optimization

1 Introduction

Sub-optimal management on farms results in yield gaps that eventually affect the global
food production capacity and efficiency. These have been extensively documented and
closing them is today a priority for agriculture to meet both its production and climate
change mitigation goals [1–5].

Decision-making in agriculture has traditionally been based on blanket recom-
mendations made by technicians, local knowledge or practices that are adopted as
customs for generations and in many cases without detailed knowledge on the effect of
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climate, or on the nutrition requirements of the plant according to biophysical char-
acteristics [6]. Simultaneously, generating information that helps to make site-specific
decisions based on the traditional agronomical research can lead to years of experi-
mentation [7].

A recent study conducted in 83 developing countries showed that small farms can
account for more than 380 million agricultural households and produce approximately
70% of the food calories for these regions [8]. For this reason, support in implementing
optimal farming practices for small-scale farmers is of great importance [9, 10].
However, due to conditions of access to farms, costs and even availability of experts,
such support as technical assistance may end up covering only a small number of
farmers, leaving a huge proportion of farmers with little to no support.

This generates a scenario in which there is great need to find easily accessible tools
that provide support for decision making in agriculture, considering the biophysical
conditions of each farmer’s land and even their capacity to apply certain practices, due
to economic constraints or access.

In [11], Cock et al. put forward a methodology based on data for decision making
in agriculture that starts from a different approach than the traditional experiments-
based research in agriculture, giving a central value to the commercial information of
the producers themselves. In this approach, each harvest is considered a unique
cropping event and the compilation of many cropping events enables analyses that
eventually provide information for making more accurate decisions in the field. Later in
[12–14], the same approach was used to analyze Andean Blackberry, lulo and plantain
production systems, involving machine learning techniques such as supervised and
unsupervised algorithms (Multi-Layer Perceptron, random forest, cluster and mixed
models). The factors that most affected the yields of each crop were detected, and
recommendations specifically tailored to each farms’ climate and soil conditions were
generated. In [15], Delerce et al. went on to implement a similar approach for the
analysis of different varieties of rice. In that case, Conditional Inference Forest [16] was
used to detect the most relevant climatic variables affecting rice yield. Using partial
dependencies, the relationships between each predictor and the response variable were
evaluated. Based on this, the optimum sowing periods were identified.

Up until this point, however, the machine learning models applied on observational
data have mainly been used for interpretation and to find patterns and relationships
between the variables. They have not yet been used for optimization, which can also
help producers to find their optimal farming practices and make the most of their crops.

We find in literature metaheuristic algorithms capable of finding good solutions to
complex optimization problems such as vehicle traffic, transportation, distribution of
crew tasks in space flights, and construction of piping systems [17, 18]. These methods
are inspired by the behavior of living organisms and their interaction with each other,
among others. Metaheuristics usually follow a process in which they start with a
random initial population of potential solutions. Then a fitness function is used to
gauge the goodness of the solutions. Simultaneously operators are applied - for
example, selection, crossover, and mutation - to obtain a new population where it is
expected to keep the most promising solutions. The process is repeated until the
algorithm reaches the stop criterion or the solution found meets certain criteria that
allows it to be accepted or considered sufficiently close to the optimal solution [19].
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Some common metaheuristics are Genetic Algorithms [20], Particle Swarm Opti-
mization (PSO) [21, 22], Harmony Search (HS) [23], among others.

HS is a metaheuristic inspired by the process of musical improvisation, in which a
musician tries different notes looking to play a harmony. HS has a number of
advantages over other optimization algorithms, such as the fact that it does not require
complex calculations, it avoids local optima solutions, and it can handle discrete and
continuous variables [23]. The algorithm was subsequently the subject of a series of
improvements. One of these was implemented by Madhavi et al. [24], with a version of
the algorithm called improved harmony search (IHS), where the dynamic adjustment of
two parameters was included (pitch adjustment rate and bandwidth), achieving
improvements in precision and speed of convergence. In [25] Omran et al. then pro-
posed a new variation called Global-best Harmony Search (GHS), which modifies the
pitch adjustment step of HS so that the new harmony can mimic the best harmony in
the memory. This concept was inspired by the PSO algorithm. The experiments carried
out showed that GHS is better than IHS and HS in problems of great dimensionality
and in the presence of noise. GHS is also more efficient when facing both discrete and
continuous problems [25].

In this study we propose to use GHS to find an optimal solution to the combination
of practices a farmer can implement according to its soil and climate conditions (site-
specific), through a data-driven approach in which the aptitude (fitness) function cor-
responds to an empirical model that predicts crop’s performance (yield). The model is
built using historical data and machine learning models. The results of GHS imple-
mentation may enable the generation of personalized site-specific recommendations to
assist farmers in their farming practices optimization.

The rest of the document is organized as follows: in Sect. 2 we detail the data
sources, the comparison to select the best machine learning model to predict the yield,
and the GHS algorithm and its representation of a solution (harmony) to the specific
problem of maize crop optimization. Section 3 shows the preprocessing performed on
the data, the results obtained with the machine learning models, the results of the GHS
parameter tuning process and finally the results of the optimization process in maize
crops, together with the discussion of the results. Finally, Sects. 4 and 5 present the
conclusions and recommendations for future work in the area.

2 Materials and Methods

2.1 Data

This pilot study is based on commercial information of maize crops collected by
CIMMYT’s (International Center for the Improvement of Maize and Wheat) MasAgro
project in the State of Chiapas in Mexico. The data used to test our method comes from
a platform known as BEM (Spanish acronym for MASAGRO Electronic Field book).
This platform was an initiative of CIMMYT and enables the recording of crop man-
agement and yield data from commercial fields and farms1. We focused on the maize

1 http://conservacion.cimmyt.org/es/hubs/683 - Bitácora Electrónica MasAgro.
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records for Chiapas over the 2012–2016 period. These data contain information on
farming practices, geolocation, and yield. The observational unit represents one
cropping event, from pre-sowing to harvest [11].

To obtain weather data in the State of Chiapas, we used the climate module of the
National Institute of Forestry, Agriculture and Livestock Research (INIFAP)2, which
allows to download weather stations data and corresponds to an open data initiative of
the Mexican Government. We used a similar protocol as in [14] to link weather data to
the cropping events based on the coordinates and crop growth period. This assignment
process consists in evaluating differences in elevation and distance between stations
and fields to make an adequate match. We then calculate a series of climatic indicators
given by averages, accumulated means, and standard deviations (see Appendix 1).

We obtained soil data from the National Institute of Statistics and Geography
(INEGI) (Which is another open source data) with information on 8,526 soil sampling
points throughout Mexico and a soil classification of more than 23,013 textural clas-
ses3. Data were combined and compiled into new layers with soil functional proprieties
using Quantum GIS4. The association of cropping events with soil data was then
performed based on coordinates.

2.2 Training Machine Learning Models

Prior to the optimization process, a fitness function was defined that predicts the maize
yield (y) (see Eq. 1). Predictors related to climate (w1, w2, …), soil (s1, s2, …) and
farming practices (m1, m2, …) were used. A description of these variables can be found
in Appendix 1. The relationships between the predictors and the output variable are
maximized by a supervised learning model (g).

y � gðw1;w2; . . .; s1; s2; . . .;m1;m2; . . .Þ ð1Þ

Regarding the choice of the best model g, four options were tested, starting with the
simplest: a Multiple Linear regression (LM), a method that seeks to maximize the linear
relationships between the set of predictors and the output variable by ordinary least
squares. As the second option, a non-linear regression called Multi-Layer Perceptron
(MLP) was implemented [26], which comes from the use of an algorithm inspired by
the way the brain learns. It is based on a network of individual units called perceptrons,
which interact from weighted connections. In the training, the data is mobilized through
several layers, normally 3 (input, hidden, and output), in a sequence of iterations
(epochs) until reaching a limit number or convergence. Then in the process of
classification/regression of a new record, the data is entered in the input layer and the
result of the output layer is the response of the classifier [27].

Next, the model proposed by Breiman [28], Random Forest (RF) was also
implemented. RF uses the bagging technique to combine several classification or

2 http://clima.inifap.gob.mx/lnmysr/Estaciones.
3 http://www.inegi.org.mx/geo/contenidos/recnat/edafologia/default.aspx.
4 https://qgis.org/en/site/index.html.
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regression trees, where each tree is built with observations and random predictors from
the original dataset.

Also featured in the experiment was one of the improvements applied to RF, a
model known as Conditional inference Forest (CF). This model uses conditional trees
[29], which improves an aspect of the RF when there are presence of predictors that
contain several categories, this because RF tends to highlight these predictors in the
importance of variables [30].

Finally, an ensemble model (EM) [31, 32] was used, in which the predictions of the
trained models were mixed by means of a greedy optimization algorithm. RF, CF and
MLP were included in the ensemble. LM was not included, because it uses different
rules to transform the categorical variables.

A comparison of the learning models was performed using a partition of 60% of
observations for training and 40% for validation. We evaluated the goodness of the
prediction based on the Root Mean Squared Error (RMSE) and the Coefficient of
Determination (R2) calculated between the predicted and real values of the test data set.

Models’ parameters were optimized through a cross validation with 5 folders and 3
repetitions in the training process. The mtry parameter (the number of variables ran-
domly sampled as candidates at each split), with possible values among 2, 19, and 37,
was tested for RF and CF, and in the case of MLP, it was the number of neurons in the
hidden layer (2, 18, 40). The values were selected by fixing in 3 the amount of
granularity in the tuning parameters grid.

2.3 Global-Best Harmony Search

For the optimization process, the GHS algorithm was used. GHS arose from a modi-
fication made to the harmony search (HS) algorithm [23]. In the process of musical
improvisation that inspired HS, musicians seek perfect harmonies based on the fol-
lowing actions: (1) play a familiar harmony they have learned, (2) play something like
the previous harmony by adjusting it slightly to the desired pitch, and (3) compose a
harmony based on his knowledge using random keys. These actions are the basis of HS
and are translated into three rules: (1) use of the harmony memory, (2) pitch adjustment,
and (3) randomness. HS has several advantages given its computational simplicity and
few parameters [24], and has also been used in numerous applications [33–35].

GHS is a variation applied to HS in which the PSO concept is included by mod-
ifying the HS pitch adjustment step. This change consists in allowing the new harmony
to imitate the best harmony in the harmony memory, reducing HS parameters (band-
width) and adding a social component [25, 36]. The great advantage of this variation,
with respect to the HS algorithm and even other metaheuristics, is that it makes it
possible to work efficiently in binary, discrete and continuous problems. GHS also
works efficiently when the solution representation includes a mixture of different data
types, which adapts perfectly to the farming practices optimization, because we have
discrete and continuous variables at the same time.

In the adaptation of the GHS algorithm to the performance predictive model, we
split the dataset into two subsets of variables, some that are part of the optimization
process and others that remain fixed with their current values. This is because the
farmer must adapt to uncontrollable factors, such as climate and soil, and even for
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economic or practical reasons he may prefer to maintain some farming practices. In this
case, it is assumed that farmers are willing to modify any of their farming practices and,
as such, only the variables corresponding to climate and soil are fixed (see Fig. 1).

The fitness function is equivalent to the function shown in the Eq. 1. The con-
straints are: (1) for each event, the soil and weather variables are statics in the GHS
optimization, and only the practices are tuned, (2) the possible value for each con-
tinuous predictor should be assigned between the minimum and maximum values in the
complete dataset, and (3) the possible values for each categorical predictor should be
assign among all possible categories from the original dataset for each variable.

To perform the tuning of the GHS parameters, all the combinations of the values
shown in Table 1 were explored, for a total of 27 combinations. The number of
evaluations of the objective function (Evaluations of the Fitness Objectives, EFOs) for
each GHS was fixed at 3,000 being this a compromise between computational load and
the quality of fitness. Additionally a total of 30 repetitions of each experiment was
performed, seeking to take the average and make the decision based on the best average
of all configurations (based on the central limit theorem). The initial values for the
optimized predictors were assigned randomly on the constraint space explained above.
The parameter test shown in the results was applied with only data from one cropping
event in the dataset. With the chosen parameters, these were then generalized for the
other cropping events.

3 Experiments and Results

3.1 Data Processing

The initial dataset has a total of 383 observations and 48 predictor variables, of which
two are related to latitude and longitude and are not considered in the final model, since

Fig. 1. Representation of a harmony for the GHS algorithm

Table 1. Parameters for GHS (Recommended values from the literature (CITE))

Description Parameter Variation

hms Harmony memory size 5, 10, 15
hmcr Harmony memory considering rate 0.85, 0.9, 0.95
Par Pitch adjustment rate 0.3, 0.35, 0.4

20 H. Dorado et al.



both were used for the climatic and the soils assignment. Moreover, the variable variety
originally had many categories because farmers use many different maize cultivars.
After talking with local experts, we decided to group them into four categories (Dekalb,
Criollo, P4082, Others).

The variability of the rest of the predictors (input variables) was evaluated using
preprocessing rules available in the R package caret [37]: the first rule was to detect if
the proportion of different values is greater than 10%. If not, the variable was removed.
The second rule was: if the most prevalent value with respect to the second most
frequent value is above 95/5 (frequency ratio), the variable was removed. After
applying both rules, 10 predictors were discarded.

Correlation between quantitative predictors was also considered to avoid redun-
dancy between the variables. For each pair of quantitative predictors, the Pearson
correlation coefficient was calculated and, if it exceeded 0.7, only one remained. The
rule for selecting which of the two should stay is based on the average of the absolute
correlation that each of the predictors has with the others, maintaining the predictor
with the lowest absolute correlation. At the end of this step a total of seven predictors
were discarded.

Finally, a dummy transformation was implemented on the qualitative variables so
that each category becomes a new binary variable, where one represents presence and
zero represents absence. The table shown in Appendix 1 describes the final set of
variables where we can see that some categorical variables with more than two cate-
gories produced new variables after being transformed to binary (to convert a categorical
variable into dummy variables). As a result the final dataset contains 37 predictors.

3.2 Machine Learning Models

Table 2 presents the results obtained with the test data set for each of the models. The
values corresponding to the parameters that result from the tuning process carried out
with cross-validation are also shown. The results show that the best fit for RF and CF
was 19 variables available for splitting at each tree node (mtry = 19) and for Multi-
Layer Perceptron, three neurons in the hidden layer (size = 18).

The best model found was RF with a lower RMSE and higher R2. The results of RF
and the ensemble model were very close. MLP was the worst performer, even sur-
passed in RMSE by LM. The RF model with mtry = 19 was finally selected as the
fitness function that will subsequently guide the process of GHS algorithm.

Table 2. Machine learning models for predicting yield

Ranking Model Parameters RMSE R2

1 Random forest (RF) mtry = 19 0.8702 0.7417
2 Ensemble (RF, CF, MLP) 0.8800 0.7370
3 Conditional inference forest (CF) mtry = 19 0.9958 0.6584
4 Linear multiple regression (LM) 1.1314 0.5763
5 Multi-layer perceptron (MLP) size = 18 1.1702 0.6075
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3.3 Optimization Process Based on GHS

Figure 2 shows the result of the 27 combinations of GHS parameters used on the
optimization of a cropping event. The execution that used a harmony memory size
(hms) of 5, a harmony memory consideration rate (hmcr) of 0.85 and a pitch adjust-
ment rate (par) of 0.3 had the best combination of parameters to achieve the best
solution in terms of yield in ton/ha. However, the difference was small with other
combinations of parameters.

To evaluate the effect of the implementation of GHS optimized farming practices,
the random forest predictive model was run for all the cropping events of the dataset,
first maintaining the current practices without optimization. We obtained an estimated
yield for each observation (baseline). Then the model was run again on the same
cropping events but with GHS optimized farming practices. In this case, for simplicity,
the same parameters were maintained for all, considering the results suggested in Fig. 2
(hms = 5, hmcr = 0.85 y par = 0.3).

Figure 3 shows that once the farming practices variables are optimized, average
expected yield can be 1.77 ton/ha higher than with current management. The yield
variability is also reduced among the group. This is because this optimization allows
farmers to use all the potential of their environmental conditions, by implementing the
optimal farming practices adapted to their specific conditions.

Fig. 2. Tuning of GHS parameters for the model that predicts performance using random forest
as a fitness function on one cropping event. Performance values are ordered decreasingly by
median
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Table 3 summarizes the results of the GHS optimization. The comparison shows
that if farmers adopt the optimized farming practices, yield improvements of up to
4.28 ton/ha could be achieved, and 75% of cropping events would be expected to
increase their yield by at least 0.71 ton/ha. The minimum improvement is 0.012 ton/ha.
It relates to cropping events with already high yields in which cases GHS cannot
deliver much improvement. The Student’s t-Test suggest that the difference between
the current yield and the optimized yield is significant at 0.05 level.

Fig. 3. Comparisons for maize yield predicted using random forest for current farming practices
and productivity following the optimization of farming practices

Table 3. Summary of the differences between current predicted yield (ton/ha) and optimized
yield (ton/ha)

Current Optimized Difference

Min. 1.186 4.578 0.012
1st qu. 1.881 5.076 0.711
Median 3.963 5.377 1.323
Mean 3.666 5.436 1.770
3rd qu. 4.884 5.708 3.039
Max. 7.733 7.811 4.280
Test t-student t = 20.7, degrees of
freedom = 474.7 (P < 0.05)
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Personalized recommendations could be generated out of the results obtained from
the optimization, associated with the expected yield increase. We give four examples of
individual cropping events being optimized in Table 4, their current management, the
optimized management, and on the last row, the current and the expected yield
increase.

Table 4. Detail of the management practices being optimized and the expected results on yield
for four cropping events. * for optimized management

Cropping event 1 1* 2 2* 3 3* 4 4*

Number of
mechanical
weeding

0 0 1 1 1 0 0 0

Number of post-
harvest herbicides
applications

0 1 1 1 0 0 0 1

Number of
“rastreo”

0 3 1 3 0 3 0 3

Number of pre-
sowing herbicides
applications

1 2 1 2 1 2 1 2

Number of
fertilizations

2 3 2 3 1 1 2 3

Number of
applications of
foliar fertilizers

0 0 1 0 0 2 0 2

Number of
applications of bio
fertilizers

0 0 0 0 1 0 1 0

Number of post-
sowing herbicides
applications

1 3 1 2 1 2 2 3

Number of
applications of
insecticides

1 3 1 3 1 3 1 3

Total amount of
nitrogen applied

55.0 182.8 156.1 157.2 24.6 171.8 117.8 178.4

Total amount of
phosphorus
applied

23.0 106.4 46.0 170.5 0.0 162.9 0.0 92.0

Total amount of
potassium applied

0.0 46.9 30.0 81.7 0.0 39.7 0.0 74.1

Cultivars’ group
criollo

1 0 0 0 0 0 0 0

Cultivars’ group
Dekalb

0 1 1 1 0 1 0 0

(continued)
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4 Conclusions and Future Work

This paper proposes the implementation of a farming practices optimization method
based on Global-best Harmony Search (GHS), a machine learning model and com-
mercial agronomic data, with the aim of finding the optimal farming practices to be
used in cropping events whose climatic and soil characteristics have already been
characterized.

Of the models tested for yield prediction in maize in Chiapas, random forest
(RF) obtained the lowest RMSE and the highest R2, thus showing the best predictive
capacity. The results indicate that in the case of the Chiapas dataset on maize, if all the
famers would adopt the optimized management, an average yield increase of 1.77 tons
per hectare (ton/ha) would be expected together with a reduction of 65.4% in the yield
variability. Those results are very promising and will need field testing before vali-
dating the approach. Furthermore, they open the way towards the automatized gener-
ation of personalized recommendations as shown in Table 4. Indeed, such results could
readily feed a web-based system that farmers could query to check the data driven
recommendations for a specific field.

The information used in this study comes from open data repositories and from the
dataset of the MasAgro Project, all spanning all Mexican States. Thus, the opportunity
exists to scale-up the approach to other locations and crops without the need for a large
investment. This new data-driven, decision-making approach will allow for quick, low-
cost, easy-to-access solutions in the future so that a greater number of farmers can have
access to such fine-tuned recommendations and thereby exploit the maximum potential
of the resources they have access to, and therefore contributing significantly to closing
of the yield gap.

Table 4. (continued)

Cropping event 1 1* 2 2* 3 3* 4 4*

Cultivars’ group
others

0 0 0 0 1 0 1 0

Cultivars’ group
P4082 W

0 0 0 0 0 0 0 1

No seed treatment 1 0 1 1 1 0 1 0
Seed treatment 0 1 0 0 0 1 0 1
Conservation
agriculture

0 1 1 1 0 1 0 1

Zero or minimum
tillage

1 0 0 0 0 0 1 0

Conventional
tillage

0 0 0 0 1 0 0 0

Yield 1.1 5.0
355%

5.5 5.7
4%

1.8 4.8
167%

2.9 5.1
76%
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For future work we propose to explore other machine learning models that could
potentially improve the prediction. The opportunity also exists to use the approach
involving a seasonal weather forecast in order to deliver recommendations months
before the next planting. It will also be necessary to test the optimization based on
multiple objectives, adding other response variables such as profitability, quality, and
market access, and to automatize the process to get closer to implementation in a
commercial tool.
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Appendix

Appendix 1. Dataset description

Reference Description Classification Scale

M1 Total amount of nitrogen applied Practices Continuous
M2 Total amount of phosphorus applied Practices Continuous
M3 Total amount of potassium applied Practices Continues
M4 Number of mechanical weeding Practices Discrete
M5 Number of post-harvest herbicides applications Practices Discrete
M6 Number of “rastreo” Practices Discrete
M7 Number of pre-sowing herbicides applications Practices Discrete
M8 Number of fertilizations Practices Discrete
M9 Number of applications of foliar fertilizers Practices Discrete
M10 Number of applications of biofertilizants Practices Discrete
M11 Number of post-sowing herbicides applications Practices Discrete
M12 Number of applications of insecticides Practices Discrete
M13 Cultivars’ group criollo Practices Discrete
M14 Cultivars’ group Dekalb Practices Discrete
M15 Cultivars’ group others Practices Discrete
M16 Cultivars’ group P4082 W Practices Discrete
M17 No seed treatment Practices Discrete
M18 Seed treatment Practices Discrete
M19 Conservation agriculture Practices Discrete
M20 Zero or minimum tillage Practices Discrete
M21 Conventional tillage Practices Discrete
S1 Clay content Soil Continuous
S2 Silt content Soil Continuous

(continued)
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(continued)

Reference Description Classification Scale

S3 Soil organic content Soil Continuous
S4 Cationic exchange capacity Soil Continuous
S5 Basis saturation Soil Continuous
S6 Low infiltration Soil Discrete
S7 Moderate infiltration Soil Discrete
S8 Good infiltration Soil Discrete
W1 Average minimum temperature Weather Continuous
W2 Average diurnal range Weather Continuous
W3 Accumulated solar energy Weather Continuous
W4 Frequency of days with maximum temperature

above 34°C
Weather Continuous

W5 Accumulated precipitation Weather Continuous
W6 Frequency of days with minimum temperature

below 8°C
Weather Continuous

W7 Average relative humidity Weather Continuous
W8 Standard deviation of the relative humidity Weather Continuous
Y Yield Yield Continuous
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Abstract. Energy efficiency has attracted the attention of many governments
around the world due to the urgent call to reduce investments in energy
infrastructure, lower fossil fuel dependency, integrate renewable energies,
improve consumer welfare and reduce CO2 emissions. The conservative and
smart use of energy is one of the main approaches to improve energy efficiency.
However, the management of energy at the national level is a complex decision
making problem involving uncertainty and therefore, Bayesian Networks are
suitable paradigm to deal with this task. In this work, we present a progress
report on the development of a decision making method, based on Bayesian
decision networks, for the efficient use of energy as a function of the cost,
efficiency and CO2 emissions from the source of energy used.
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1 Introduction

1.1 Motivation

Climate change, damage to the environment, depletion of conventional energy sources
and greenhouse gas emissions are some of the main factors that indicate the urgency of
seeking for a sustainable future. Moving towards energy sustainability requires
improvements in the way energy is supplied and used [1].

Energy efficiency and renewable energy are said to be the twin pillars of sustainable
energy policies [2]. Recently, energy efficiency has attracted the attention of many
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governments around the world due to the urgent call to reduce investments in energy
infrastructure, reduce dependence on fossil fuels, integrate renewable energies, improve
consumer welfare and reduce energy consumption, as well as CO2 emissions. As a
result, energy efficiency policies have been implemented in many countries aiming for
a better use of energy and therefore, a reduction in energy consumption.

The consumption of energy depends on many causes such as the changing climatic
conditions, economic and population growth, improvement of energy efficiency,
development of technology and others. The International Energy Agency (IEA) has
defined indicators for energy consumption, energy efficiency and CO2 emissions,
which are then used to identify the factors that: (a) increase and restrict energy demand
as well as its influence, (b) understand the differences in energy intensities between
countries, and (c) quantify how the introduction of conservation of energy and the
improvement in available technology can help reduce overall energy consumption [3].

In this work, we present a progress report on the development of a support
decision-making system to recommend actions for the use of energy in a country,
depending on the availability of resources and the energy demand. Decision making is
carried out by a Bayesian Decision Network model of the country’s energy system. In
the following, we provide a brief summary of related work in Sect. 1. In Sect. 2, we
explain the basics of artificial Bayesian intelligence and its applications to decision
making. The energy system of a country is described in Sect. 3. In this section, we
describe the energy sources, the energy sectors and the criteria we use to assess the use
of energy. The model of an energy system is outlined in Sect. 4. We described the
methodology, the Bayesian decision network (BDN) used to model the energy system
of an energy sector and the BDN for a whole country. Section 5 presents a case study
for Mexico. Conclusions are given in Sect. 6.

1.2 Related Work

The main related work on energy consumption worldwide and particularly in Mexico
are summarized here.

In [4], it is studied the causal relationships between energy consumption and their
factors such as population, gross domestic product, consumer price index and carbon
dioxide emission for 30 developing countries.

In [5], some means of saving energy are presented in the residential and transport
sectors in order to reduce energy consumption and CO2 emissions.

In parallel, Yildirim [6] examined the relationship between energy consumption
and economic growth for Organizations in OECD (Economic Cooperation and
Development) countries for the period between 1960 to 2014. This study was used in
policy making.

In [7], the causal relationship between energy consumption and real GDP is ana-
lyzed for 11 countries in Middle East and North African and reported for implementing
energy conservation policies.

In the article by Almulali [8], the impact of energy consumption and CO2 emissions
in the United Arab Emirates (UAE)’s economic and financial development was studied
and it was found that there was a significant seasonal relationship between energy
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consumption and CO2 emissions affecting the economic and financial development
indicators.

Bakirtas [9] studied the periodical relationship between energy consumption,
urbanization and economic growth, in bivariate and tri-variate analyses, from 1971 to
2014 in New Emerging-Market Countries (such as Colombia, India, Indonesia, Kenya,
Malaysia and Mexico). He concluded an unexpected association between all the
variables in all directions.

In Mexico, Lee and Yoo [10] analyzed the unpredicted short- and long-term issues
among energy consumption, CO2 emissions and economic growth from 1971–2007
using time-series techniques. They found unidirectional causality from economic
growth to energy consumption and also from CO2 emissions to economic growth.

In Gómez publication [11], the causal link between aggregated and disaggregated
levels of energy consumption and economic growth in Mexico during 1965 and 2014
was given. They find a long-run relationship between production, capital, labor and
energy and linear causal links from energy consumption to economic growth.

The potential areas for reducing building energy consumption were outlined by
Omer [12] as it is considered to contribute to approximately 40% of the total world
annual energy consumption. They discussed patterns of future energy use and their
environmental impacts.

In Lentz [13], the nexus between energy demands, population growth, and climate
change in Mexico City is reported. Likewise, they formulated relationships between
power consumption and maximum temperatures during the long-term scenarios and
specific extreme heat events.

In the next section we present the basics of Bayesian Artificial Intelligence.

2 Decision Making Using Bayesian Artificial Intelligence

2.1 Bayesian Reasoning

In Artificial Intelligence (AI), the ability to reason probabilistically is called Bayesian
reasoning, which is a way to reason under uncertainty. This is important since practical
real AI systems contain uncertainty such as: (a) ignorance – limits in our knowledge
about the system; (b) physical randomness or indeterminism – real systems compre-
hend non-deterministic factors and; (c) vagueness – many of the statement we make
have at least a small degree of impreciseness [14, 15].

Bayesian networks provide a natural representation of probabilities using Bayes’
theorem. This theorem represents uncertainty with probabilities through the conditional
probability

P hjeð Þ ¼ PðejhÞPðhÞ
PðeÞ ; ð1Þ

which states that the probability of a hypothesis h conditioned to some evidence e is
equal to its likelihood P(e|h) times its probability prior to any evidence P(h), nor-
malized by P(e).
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A Bayesian network is a probabilistic graphical model that allows us to represent
and reason about an uncertain domain. The nodes in a Bayesian network represent a set
of random variables X ¼ X1; . . .Xi; . . .Xn, from the domain. A set of directed arcs
connects pairs of nodes, Xi ! Xj, representing the direct dependencies between vari-
ables, given by the conditional probability distribution associated with each node, and
in the case of discrete variables they correspond to a Conditional Probability
Table (CPT). The CPT is constructed such that (a) each row contains the conditional
probability of each node value for each possible combination of values of its parent
nodes; (b) each row must sum to 1; (c) a node with no parents has one row (the prior
probabilities). Figure 1 shows two nodes X1 and X2 with two states, S*,1 and S*,2.

The a priori probabilities of node X1 are defined in Table 1.

The CPT is defined by the conditional probabilities P(Xj|Xi) associated to node Xj. It
defines the probability distributions over the states of Xj given the states of Xi. Table 2
shows the CTP of the node X2 given the node X1. Once a domain and its uncertainty are
represented by a BN, the BN computes the posterior probability distribution for a set of
query nodes, given values for some evidence. BNs have four types of reasoning:
(a) diagnostic: reasoning from symptoms to cause, (b) predictive: reasoning from new
information about causes to new beliefs about effects, (c) intercausal: reasoning about
mutual causes and a common effect and, (b) combined. Therefore, a BN computes the
probabilities attached to a node state given the state of one or several variables,
becoming a powerful modeling tool for complex systems.

2.2 Decision Networks

BNs handle uncertainty and do probabilistic inference. This can be extended to support
decision-making. Adding an explicit representation of the actions under considerations

Fig. 1. Basic example of BN.

Table 1. A Priori probabilities of the node X1.

X1

SX1;1 PðX1 ¼ SX1;1Þ
SX1;2 PðX1 ¼ SX1;2Þ

Table 2. CPT of the node X2, given the node X1.

X1 SX1 ;1 SX1 ;2

X2 SX2 ;1 PðX2 ¼ SX2;1jX1 ¼ SX1;1Þ PðX2 ¼ SX2 ;1jX1 ¼ SX1;2Þ
SX2 ;2 PðX2 ¼ SX2;2jX1 ¼ SX1;1Þ PðX2 ¼ SX2 ;2jX1 ¼ SX1;2Þ
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and the utility of the resultant outcomes results in a decision network [16]. Therefore,
Bayesian decision networks (BDN) combine probabilistic reasoning with utilities to
make decisions that maximize the expected utility. The utility function quantifies
preferences, indicating the usefulness of the outcomes, by mapping them to numbers.

Figure 2 shows generic decision networks. They are formed by: (a) chance nodes:
they represent random variables as in BNs; (b) decision nodes: they represent the
decisions being made at a particular point in time and their values are the actions that
the decision maker must choose; (c) utility nodes: they represent the utility function and
have an associated utility table with one entry for each possible instantiation of its
parents.

There are two main types of actions in decision problems: intervening and non-
intervening. Non-intervening actions do not have a direct effect on the chance variables
as shown in Fig. 2(a), contrary to intervening actions, as shown in Fig. 2(b). Therefore,
the decision will affect the utility, either directly or indirectly, such that the decision
influences the real world.

2.3 Knowledge Engineering with Bayesian Networks

Bayesian Networks (BN) can represent uncertain processes, make decision, perform
causal modeling and optimize planning under uncertainty. Knowledge Engineering
with Bayesian Networks (KEBN) is a lifecycle model, which allows for the con-
struction of Bayesian models under a variety of circumstances.

The construction of a Bayesian network faces modeling tasks such as the definition
of the variables and their values/states, the graph structure, the parameters, the available
actions/decisions and their impact, and the utility nodes and their dependencies, among
others.

The KEBN lifecycle model is a convenient way of introducing many aspects of the
problem and involves the following steps: (a) Building the BN: defines the network
structure, as well as its parameters and preferences. (b) Validation: evaluates the net-
work with a sensitivity analysis and accuracy testing. (c) Field-testing: tests the actual
use of the network either by Alpha testing (by in-house people) or by Beta testing (by a
friendly-user). (d) Industrial use: implements the BN in regular use in the field.
(e) Refinement: deals with requests for enhancement or fixing bugs.

Fig. 2. Generic decision networks for (a) non-intervening and (b) intervening.
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In the following section, the energy system of a country is described to be able to
model it in a BDN.

3 The Energy System of a Country

One of the major issues to reach a sustainable energy future is the reduction of energy
consumption. World energy consumption is increasing and therefore global warming
and greenhouse gas emissions. The need for renewable energies due to the depletion of
conventional energy sources and the previous facts is mandatory. Institutions such as
the International Energy Agency (IEA), the European Environment Agency (EEA), the
U.S. Energy Information Administration (EIA), the French Environment & Energy
Agency (ADEME) and the National Council of the Efficient Use of Energy (CONUEE)
in Mexico, record and publish energy data. This is done in order to analyze trends and
patterns to frame current energy issues and encourage movement towards collectively
useful solutions. Due to the large number of countries belonging to IEA and the widely
spread use of its information, in this work we follow the IEA’s guidelines for collecting
and publishing energy information [3]. Moreover, the structure of the data collection
has an impact on the structure of the model of the energy system.

Energy consumption growth depends on the countries. For instance, in several
developing countries, specifically energy consumption in Asia grows at 4%. On the
other hand, energy consumption in OECD (Organization for Economic Cooperation
and Development) countries was cut by 4.7%. In North America, Europe and the
Commonwealth of Independent States (CIS) consumptions shrank by 4.5%, 5% and
8.5% respectively [17]. Energy consumption is loosely correlated with gross national
product and climate, but the energy consumption per person varies even between
developed or developing countries.

In order to study the energy consumption in a country, it is useful to model the
energy system of the country. In accordance to IEA guidelines, we consider the energy
system of a country as formed by: (a) the energy sources in the country and, (b) the
energy consumption sectors.

3.1 Energy Sources

The main energy resources considered by IEA are coal, oil, natural gas, hydropower
and renewable energies, such as solar, wind, geothermal and biomass. In 2016, 18% of
the total world energy was used in the form of electricity and the rest was used for heat
and transportation. This energy came from fossil fuels 80%, biofuels 10%, nuclear 5%
and renewable 5% [18].

In this work, the energy system of a country is characterized by the installed
capacity of each of the main available energy sources. The installed capacity refers to
the amount of infrastructure able to produce usable energy and it is given in units of
power [MW]. The amount of energy generated from a source being used in a year is
called energy consumption and is given in units of energy [TWh].
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3.2 Energy Consumption Sectors

The energy consumed by a country depends on many factors such as: (a) economy:
gross domestic product, exchange rate, added value, etc.; (b) demography: population,
households, dwellings, etc.; (c) climate: temperature, precipitation, etc.; (d) geography:
location, ecosystems, environmental awareness, etc.; (e) technology development: air
conditioners, cars, lighting, etc.

According to IEA, energy consumption can be classified by sectors. The energy
consumption sectors include: transport, industry, residential, services and agriculture.
In general, energy consumption by sector is different in every country.

In particular, the IEA has developed indicators of energy use, efficiency develop-
ments and CO2 emissions to identify the factors driving and restraining the demand for
energy, the differences in energy intensities amongst countries and quantify how the
introduction of energy conservation and best available technology can help reduce
energy use. The Energy Efficiency Indicators (EEI) provide the elements for an inte-
grated analysis of how energy efficiency, in all end-use sectors and electricity gener-
ation, has affected energy use and CO2 emissions.

There are aggregated and disaggregated indicators. Aggregated indicators are the
energy intensity and energy consumption for different sectors. Disaggregated indicators
are end-use efficiency or process efficiency indicators per sector. For the purpose of this
work, we use aggregated indicators for energy consumption in each sector.

3.3 Criteria to Assess the Use of Energy

The good use of energy is important since it can result in an increase of environmental
quality and prevention of future resource depletion [19]. It is related to energy costs,
greenhouse emissions, energy efficiency and so on. In order to grade what is a good use
of energy, meaningful criteria must be introduced. In this work, the following criteria is
used:

(a) CO2 emissions. Caring for the environment is one of the most important issues in
shaping the energy policy of many countries. In particular, global warming mainly
caused by greenhouse gases is a big concern. Even though carbon dioxide,
methane, nitrous oxide, chlorofluorocarbons (CFCs) and hydro chlorofluorocar-
bons (HCFCs) are all potent greenhouse gases, as a first step we concentrate on
the CO2 emissions released for every unit of energy produced.

(b) Production cost. An important issue to take into consideration in the assessment of
the use of a resource is its production cost. Production cost includes expenditures
relating to the manufacturing or creation of the energy resource.

(c) Energy efficiency of the resource. The American Council for an Energy-Efficient
Economy (ACEEE) defines energy efficiency as the capacity of an energy
resource to yield energy. It is important to consider it together with the production
cost since it provides information about the resource cost advantage of energy
efficiency.

(d) Import/export. Energy demand and energy supply does not always match. As a
result of a shortfall of production of resources and energy consumption, the need
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to import energy to meet demand becomes imminent. On the other hand, when the
production of energy exceeds the demand, the export of energy is convenient.

These criteria are the basic ones to be considered in a first step to assess the use of
energy resources. As it is shown in the next section, they can be incorporated into
utility nodes when modeling the energy system of a country using Bayesian
intelligence.

4 Modelling the Energy System of a Country

As it was described in Sect. 2, BNs are probabilistic graphical models that can model a
system and graphically capture its structure in a net, with the possibility to incorporate
the uncertainty of the process. In particular, as it is described in Sect. 2.3, the con-
struction of model with Bayesian intelligence is performed with KEBN. In this section
we describe the methodology used to model an energy system.

4.1 Methodology

The methodology being used to model an energy system as a BDN or influence
diagram is shown in Fig. 3. The flowchart to build a BDN comprises the following
steps:

1. Define the problem to be solved in a given domain of the energy system by
gathering information about it and specifying what the use of the desired BDN is
going to be.

2. Identify the components, functions, relations, characteristics, etc., of the energy
system that are relevant to characterize and describe it in the sense of the decision
making problem to be solved by the BDN.

3. Establish a correspondence between the relevant elements of the energy system
identified in the previous step and the components of a BDN, i.e. nodes and arcs.

4. Embrace the know-how from the expert in energy systems, the know-how from the
expert in Bayesian Intelligence, information in the technical literature, available
data, missing information, intuition, creativity, etc., to propose the initial structure
of the BDN.

5. Apply the mastery from the expert in energy systems, the knowledge provided in
the literature, available data and missing information to propose the parameters in
the elements of the BDN using an influence diagram technology software (e.g.
Netica, GeNIe, Hugin Expert, etc.).

6. Validate the network operation and performance with known-data case-study first
and then with what-if case-studies. Observe results for reasonability and
consistency.

7. Iterate and improve the BDN as required taken into account the results of the
validation step. Stop when sufficiently reasonable and consistent decisions outcome
from the BDN.
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In the case of the energy system of a country, we are interested in developing a
decision maker algorithm, using Bayesian intelligence, for the efficient use of energy
depending on the cost, efficiency and CO2 emissions from the source of energy. As it is
described in Sect. 3, the energy system of a country is formed by energy sources and
energy consumption sectors. These are mapped into chance nodes in the BDN. Since
these elements may change depending on many factors, we can include this infor-
mation adding causal parent nodes to them. On the other hand, the constraint that the
energy consumption per sector must be covered by the energy sources, and the way this
is performed, is addressed in a decision node. Finally, the criteria to assess the use of
energy described in Sect. 3.3 is used to build utility functions, which provide the
information that is compared in the decision making process. In the next section, we
illustrate the construction of the BDN model for one energy sector.

4.2 BDN Model for One Energy Sector

The BDN model for the energy system of a country can be built from the BDN of
several energy sectors, which might have the same structure. Figure 4 shows the BDN
for one energy sector.

Fig. 3. Flowchart for the construction of a BDN of an energy system.
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The first element of the energy system to be considered is the source of energy. It is
denoted by the installed capacity of this kind of resource in the country, and it is
represented by a chance or belief node. We also consider that the installed capacity
changes over the years, but in future world one can include more factors affecting it. The
second element of the energy system is the energy consumption. It is also represented by
a chance node, as well as the factors affecting it. The blue node is a decision node
encoding the constraint of the energy system. It corresponds to the fraction of energy
from the installed capacity which is used to satisfy the energy consumption. This
decision is made based on the criteria to assess the use of energy: (a) the amount of CO2

emissions produced from the fraction of available energy, (b) the production cost of the
fraction of the available energy, (c) the energy efficiency of that type of energy and,
(d) the required energy to be imported or exported in order to satisfy the energy demand.
The four chance nodes at the bottom of the BDN represent these criteria. Once the
criteria are quantified, the utility nodes at the lowest bottom of the BDN compute utility
values for energy use assessment of the sector being considered.

In the following section, we apply this model to different sectors in order to build
the BDN model of the energy system of a country.

4.3 BDN Model for a Country

The BDN for one energy sector described in the previous sector is the main block of the
decision model for a country. The BDN for a country is a modular system made of
blocks representing the energy sectors in the country as shown in Fig. 5. The n types of
energy resources available in the country are in the right hand side of the network and
correspond to chance nodes. Each of them may vary depending on different factors. In
this case, we simplify the scenario and consider that the installed capacities change over
time, but different factors can be taken into consideration as well. The m energy sectors
are represented by the dashed blocks at the bottom of the net. Each dashed block
contains a BDN as shown in Fig. 4. As before, we may consider many factors that
affect the energy consumption in the different sectors.

Fig. 4. BDN for one energy sector.
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This modular approach to build a country’s BDN model can be applied to any
country following the methodology shown above. In the next section, we personalize
the generic BDN with the energy data and conditions available for Mexico.

5 A Case Study – Mexico

5.1 Energy Sectors in Mexico

CONUEE records and publishes energy data in Mexico in accordance to IEA guide-
lines [3], and provides a free access online database [20]. This data shows that in the
last years, the main energy sectors in Mexico have maintained a nearly constant
behavior. As it is shown in Fig. 6, the share of energy from 2000 to 2015 has changed
in some sectors about 5%. The share of energy consumption since 2000 has been led by
the transport sector with nearly 45%, followed by the industry sector with approxi-
mately 34%, then the residential sector with closely 15% and finally the agriculture and
services sectors with just about 3%.

According to the data provided by CONUEE, the main energy resources used in the
major energy sectors are as follows:

Fig. 5. BDN for the energy system in a country.

Fig. 6. Energy sectors in Mexico.
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(a) The transport sector mainly consumes oil products like gasoline, diesel, jet fuel
and fuel oil. Electricity and gas are consumed in a small amount.

(b) The industry sector consumes natural gas, electricity, oil products, coal, bagasse
and solar energy.

(c) The residential sector consumes oil products, electricity, wood, gas and solar
energy.

5.2 BDN Model for the Energy System in Mexico

In order to build the BDN model for the energy system in Mexico, we consider the two
most important energy sectors and the main consumed resources as a first approxi-
mation. Therefore, we consider the transport and industry energy sectors, and elec-
tricity and products from oil as main consumed resources.

We place the nodes corresponding to the energy consumption of the transport and
industry sectors on the left top of the network shown in Fig. 7. The consumption in
these sectors depends on many factors. Demography, economy, geography, climatol-
ogy, culture, technology, etc. are some of the factors driving energy consumption. In
this work, we concentrate on demography and economy since they are the most
influential and there is available data for them. Therefore, we consider the population in
Mexico over the years 2000–2015 [thousands of inhabitants] and the exchange rate of
the Mexican peso versus the US dollar.

For the sake of simplicity, we consider the reserves of crude oil [thousands of
barrels per day] as the installed capacity of this resource. On the other hand, we
consider the installed capacity for electric generation by power plants [MW] [21].
These main consumed resources are represented by chance nodes in the right top of the
network, also shown in Fig. 7. Both of them change over the years and therefore we
consider a parent node years to make use of this information.

To find the best way to assess the use of energy resources to satisfy energy con-
sumption in the two sectors we introduce four decision nodes. These decision nodes
are: (a) fraction of oil reserves to be used in the transport sector, (b) fraction of
electricity to be used in the transport sector, (c) fraction of oil reserves to be used in the
industry sector and, (d) fraction of electricity to be used in the industry sector. Each of
these nodes is discretized and takes a value between 0 and 1 corresponding to the
fraction of the kind of energy to be used in that energy sector.

The chance nodes on the bottom of the BDN give the criteria (production costs,
CO2 emissions, efficiency and import/export) to assess the use of energy. The utility
nodes are located in the lowest bottom of the network. These nodes have utility
functions, which provide values that can be used to rank a given energy consumption
scenario.

The states of every node or variable in the BDN are constructed using the available
data. As an example, Table 3 shows the states corresponding to the node: total installed
capacity for the generation of electricity. This data shows that the total installed
capacity in Mexico has changed from 35 GW to 42 GW in the period from 2000
through 2015, according to the Federal Commission of Electricity (CFE). Since the
installed capacity changes over time, it has a parent node corresponding to the variable
years. The discretization of the states is done in such a way that there is an increase of
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0.5 GW in each state. The rest of the nodes and their states are discretized according to
the available data for each corresponding variable in a similar way.

Fig. 7. Simplified BDN modeling the energy system in Mexico.

Table 3. Example of model variable, states and or data used to discretize the variable.

Model variable Variable states Node
parent

Purpose/Usage of variable in the
model

InstCapacityElectricGen_MW 35000–35500 MW
35500–36000 MW
36000–36500 MW
36500–37000 MW
37000–37500 MW
37500–38000 MW
38000–38500 MW
38500–39000 MW
39000–39500 MW
39500–40000 MW
40000–40500 MW
40500–41000 MW
41000–41500 MW
41500–42000 MW

Years Total installed capacity for
electric generation in Mexico in
the last years. The evolution
depends on many economic,
political, resource availability,
technology conditions and for the
sake of simplicity, we only
consider its evolution on time
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5.3 Examples of the Assessment of the Use of Energy Use for Decision
Making

Figure 8 illustrates the operation of the BDN shown in Fig. 7, which corresponds to
Mexico’s energy system. The energy system, consisting of energy sources and energy
consumption sectors, is determined by given factors or initial conditions. For example,
for one state of the population variable P1and one state of the exchange rate X1, there is
a given state of the energy consumption in both, the transport and industry sectors
S1 S2 P1;X1ð Þ, where S1 and S2 refer to the energy consumption in the transport and
industry sectors, respectively. Likewise, for one state of the years variable Y1, there is a
given state of the installed capacity for both, production of oil and electricity generation
E1E2(Y1), where E1 and E2 refer to the installed capacity for production of oil and
electricity generation, respectively. Once the energy system is set in the previous way,
an energy scenario can be determined by choosing the fractions fE1S1 ; . . .; fE2S2 of each
kind of energy to be used in each sector. Where the fraction of energy used in a sector
is denoted by f and the indices E1 refers to oil, E2 refers to electricity, and S1 and S2
refers to the transport and industry sectors respectively. In this way, fE1;S1 corresponds
to the fraction of the installed capacity of crude oil to be consumed in the transport
sector, fE1;S2 corresponds to the fraction of the installed capacity of crude oil to be

Fig. 8. Simplified operation of the BDN.
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consumed in the industry sector and so on. For every energy scenario being considered,
the four criteria are quantified and the utility nodes compute utility values for energy
use assessment and for benchmarking amongst energy scenarios.

The BDN can work in various ways. For instance, one can set a single factor and
swept the rest of them, or set all factors and look at that particular state of the system.
Hence, a BDN can be able to model different energy systems and, by choosing different
fractions, we generate different energy scenarios.

Consider for example an energy system with a large population (between 12 to 12.2
billion people), high exchange rate (between 15.2 and 15.9) and an installed capacity as
in the year 2013. Table 4 shows examples of five different energy scenarios defined by
different choices of fractions their corresponding expected utility.

Looking at the scenarios in Table 4, the most favorable scenario is that with the
highest expected utility. In this case, scenario 5 is the scenario with the best use of
energy and scenarios 3 and 4 are the worst.

Summarizing we can describe the operation of the BDN for an energy system as
follows. Given a set of n factors fF1;F2;F3; . . .;Fng that determine the energy con-
sumption in m sectors fS1; S2; S3; . . .; Smg, and p factors fF 1;F 2;F 3; . . .;F pg that
determine the installed capacity of q energy sources {E1, E2, E3, …, Eq}, each state of
the energy consumption in a given sector depends on a given state of the factors such
that S1 ¼ S1ðF1;F2;F3; . . .;FnÞ, S2 ¼ S2ðF1;F2;F3; . . .;FnÞ, Sm ¼ SmðF1;F2;F3; . . .;
FnÞ and each state of the installed capacity for depends on the factors E1 ¼ E1ðF 1;
F 2;F 3; . . .;F pÞ, E2 ¼ E2ðF 1;F 2;F 3; . . .;F pÞ, …, Eq ¼ EqðF 1;F 2;F 3; . . .;F pÞ.
Then, for each energy condition given by a set of the previous states, there are
q � m fractions fEiSj where i = 1, …, q and j = 1, …, m that define an energy scenario.
The expected utility associated to that scenario is calculated based on the criteria for
assessment of the use of energy and the utility functions associated to the criteria.

6 Conclusions

In this work, we introduce a system for the assessment of energy use of a nation. This
system is developed using Bayesian Decision Networks from the field of Bayesian
Intelligence. Moreover, the structure and parametrization of the BDN takes into
account the IEA guidelines for gathering and sharing energy information.

Table 4. Expected utilities for different scenarios.

Scenario fE1;S1 fE1;S2 fE2;S1 fE2;S2 U

1 0.5 0.5 0.5 0.5 3.93
2 0.7 0.7 0.3 0.3 3.81
3 0.9 0.9 0.1 0.1 3.80
4 0.1 0.1 0.9 0.9 3.80
5 0.5 0.9 0.5 0.1 3.95
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This system is intended to provide utility values for specific scenarios of energy
use. Then, the system allows us to perform benchmarking to determine the best sce-
nario according to any given set of criteria about the use of energy. With this aim, the
energy state of a country is defined by specific values of a set of factors, which includes
up to now: population, currency exchange rate, and year. For any given energy state
there are multiple scenarios that are defined by the share of energy resources for each
energy sector. Finally, a utility value is inferred for each energy scenario. The utility
values of all scenarios can be used for benchmarking to aid for decision making
regarding the convenience of the way energy is employed. As a case study, we apply
the system to a simplified version of Mexico’s energy system obtaining encouraging
results.

The results provided by the system reveal a high degree of reasonableness. How-
ever, up to now, the BDN is a simplified model and there is still much work to do to
improve the BDN to describe more accurately and precisely the energy system of a
nation. Future work includes the incorporation of more factors (i.e. technological,
geographical, etc.), more energy sectors (i.e. residential, agricultural, etc.), and prob-
abilistic distribution models of the states of the energy system, such that the results
provided by the BDN will be more suitable for decision making. It is worth mentioning
that the proposed approach to design and to build the BDN can be easily adapted to any
energy system at different and larger energy scales. Finally, the current BDN, which
provides a single expected utility for a given energy scenario, must be complemented
with the required elements of an influence diagram to implement a truly decision
system [22].
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Abstract. Distance and similarity measures are essential to solve many
pattern recognition problems such as classification, information retrieval
and clustering, where the use of a specific distance could led to a better
performance than others. A weighted cosine distance is proposed consid-
ering a variation in the weights of exclusive attributes of the input vec-
tors. An agglomerative hierarchical clustering of documents was used for
the comparison between the traditional cosine similarity and the one pro-
posed in this paper. This modified measure has outcome in an improve-
ment in the formation of clusters.

1 Introduction

A similarity measure is a real-valued function that quantifies the similarity
between two objects, representing the inverse of the distance between such ele-
ments.

There are many distance/similarity measures encountered in different fields.
In ecology Forbes proposed in [1] a coefficient for clustering ecological related
species. In biology Jaccard applied in [2] a measure of similarity to compare the
distribution of flora in different areas. In chemistry different similarity measures
were applied in [3] and [4] for searching in chemical databases. Overview and
general methods of construction of similarity measures are considered in [5].

In linguistics, Sahu et al. proposed a modified cosine distance to cluster docu-
ments using Mahout with Hadoop [6]; for the task of grouping in the problem of
authorship identification Gómez-Adorno et al. [7] used a hierarchical clustering
analysis based on an average linkage algorithm, to join the clusters a cosine simi-
larity was used; Garćıa-Mondeja et al. evaluated different similarity functions to
perform clustering based on a threshold [8]; in [9] Kocher et al. used the measure
SPATIUM (Latin word that means distance) to determine the clusters based on
rules.
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There have been considerable efforts in finding the appropriate measures
among such choices because it is of fundamental importance to pattern classifi-
cation, clustering, and information retrieval problems [10].

In this paper a weighted cosine similarity measure is proposed to reduce the
values between the vectors (representing documents) where the attributes are
exclusive. This for an enahancement of the clustering in the authorship iden-
tification problem. This measure differs from the soft cosine introduced in [11]
where the weights are used as similarity between attributes.

2 Scientific Backgrounds

2.1 Cluster Analysis

Cluster analysis groups objects based on the information found in the data
describing the objects or their relationships. The goal is that objects in the same
group should be similar (or related) to another and different from (or unrelated
to) the objects in other groups [12]. A clustering is considered as good when
the distances between the members of each cluster are small and the distances
between the clusters are large.

There are many approaches for clustering, but the main distinction is between
hierarchical and partitional approaches.

Hierarchical Clustering. This clustering approach produces a nested
sequence of partitions, with a single, all-inclusive cluster at the top and sin-
gleton clusters of individual points at the bottom. Generally the hierarchical
clustering fall into two types:

– Agglomerative: Start with clusters containing a single point, and then merge
them.

– Divisive: Start with one large cluster and then split it.

Most hierarchical algorithms involve joining two clusters or splitting a cluster
into two sub-clusters. Furthermore, for these clustering types, there are different
techniques, the main ones are described below [12]:

– Single link or MIN: the proximity of two clusters is defined to be minimun of
the distances between any two point in the different clusters.

– Complete link or MAX: the proximity of two clusters is defined to be maximun
of the distances between any two point in the different clusters.

– Group average: the proximity of two clusters is defined to be the average of
the pairwise proximities between all pairs of points in the different clusters.
Notice that this is an intermediate approach between MIN and MAX.

Partitional Clustering. This approach creates a one-level partitioning of the
data points. If K is the desired number of clusters, then partitional approaches
typically find all K clusters at once. Contrast this with traditional hierarchical
schemes, which bisect a cluster to get two clusters or merge two clusters to get
one.
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2.2 Presence/Absence Data

In [13] Gower used the concept of presence/absence data. The author established
that for two binary vectors x and y of size n, were n is the number of attributes
that describe the objects (1 for presence of the attribute and 0 for absence) such
that x = (x1, x2, ..., xn) and y = (y1, y2, ..., yn), the following four values can be
defined:

– a as the number of attributes which value is one in both vectors, x and y.
– b as the number of attributes which value is one in the vector x but zero in

vector y.
– c as the number of attributes which value is zero in the vector x but one in

the vector y.
– d as the number of attributes which value is zero in both vectors, x and y.

2.3 Cosine Similarity

The cosine similarity is based on the measure of cosine of the angles between the
vectors thus, if the angle is small the cosine is big, that means that the similarity
between the vectors is large. In Eq. (1) this measure is shown for the vector x
and y.

cos(x, y) =
x · y

||x|| ||y|| =
∑n

i=1 xi yi
√∑n

i=1 x
2
i

√∑n
i=1 y

2
i

(1)

where, x · y is the dot product of the vectors, ||x|| is the magnitud of the vector
x and n is the dimensionality of the vectors.

3 Weighted Cosine

The basic idea behind the representation of presence/absence data for binary
vectors could be applied to real-valued vectors. Consider the real-valued vectors
x and y of size n, the values of presence/absence data values are defined as:

– a as the number of attributes which value is greater than zero in both vectors,
x and y.

– b as the number of attributes which value is greater than zero in the vector
x but zero in vector y.

– c as the number of attributes which value is zero in the vector x but is greater
than zero in the vector y.

– d as the number of attributes which value is zero in both vectors, x and y.

Using the redefinition of the values of presence/absence data, we can rewrite
the indexes of the sum in the Eq. (1) considering only those indexes where the
value is not zero as is shown in (2).
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where i is the index of x and y such that Ia ⇒ xi > 0 and yi > 0, Ib ⇒ xi > 0
and yi = 0, Ic ⇒ xi = 0, yi > 0.

Therefore, based on the idea for visualization used by [14], we propose a
constant w such that the values of xi in Ib and Ic will be modified. Thereby,
those dimensions where the values of the vectors are exclusive (Ib and Ic) will be
reduced by the factor w and the cosine similarity will be more directly related
with the non-exclusive (Ia) values. The Eq. (3) shows this relation,

cosw(x, y) =

∑
iεIa

xi yi
√∑

iεIa
x2

i + w
∑

iεIb
x2

i

√∑
iεIa

y2i + w
∑

iεIc
y2i

(3)

where w is a constant in [0, 1]. As it can be seen in (3) the cosw is still symmetric
and reflexive.

The Eq. (3) can be written as a distance measure like in Eq. (4).

distw(x, y) = 1 −
∑

iεIa
xi yi

√∑
iεIa

x2
i + w

∑
iεIb

x2
i

√∑
iεIa

y2i + w
∑

iεIc
y2i

(4)

3.1 Corpus Description

Two corpora were used for testing the proposed measure, both of them belong to
tasks proposed by PAN (Evaluation Lab on Digital Text Forensics). PAN is an
organization that year by year proposes series of tasks related to the processing
of natural language. These tasks are divided in three principal groups:

– Author Identification: determine the authorship.
– Author Profiling: determine the traits of an author.
– Author Obfuscation: hide the characteristics that determine the authorship

of a document.

The two corpora used belong to the category of author identification in the
subcategory of author clustering. Both corpora have a similar general descrip-
tion: a collection of documents is given, the goal is to identify groups of doc-
uments by the same author. All documents are single-authored, in the same
language, and belong to the same genre. However, the topic or text-length of doc-
uments may vary. The number of distinct authors whose documents are included
in the collection is not given [15,16].

Base Corpus (Short Texts). The Base Corpus (BC) used is the one of the
tasks of PAN 2017 [15]. The only difference between this corpus and the one of
the PAN 2016 task is that this is a collection of short documents (paragraphs
extracted from larger documents). These documents have an average word length
of 70.

Two corpora are provided, one for training and one for testing. Both corpora
are in three diferent languages: English, Dutch and Greek.
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– Training Corpus: this is divided into 60 problems, each problem contains
between 16 and 20 documents. These problems are divided into 20 problems
per language and each problem is only in one language. The documents have
a length between 15 and 345 words.

– Testing Corpus: this is divided into 120 problems, each problem contains 20
documents. These problems are divided into 40 problems per language and
each problem is only in one language. The documents have a length between
13 and 388 words. The documents have a length between 13 and 388 words.

Second Corpus (Long Texts). The Second Corpus (SC) used is from the
task of PAN 2016 [16]. The general description is the one given before. Worth
noting that these are long documents. These documents have an average word
length of 667.

Two corpora are provided, one for training and one for testing. For both
corpora there are 18 problems. These problems are divided into three diferent
languages: English, Dutch and Greek (6 problems per language and each problem
is only in one language).

– Training Corpus: each problem contains between 50 and 100 documents. The
documents have a length between 53 and 3972 words.

– Testing Corpus: each problem contains between 57 and 100 documents. The
documents have a length between 50 and 3942 words.

3.2 Measures

The F-Bcubed score [17] was used to evaluate the clustering output. This mea-
sure corresponds to the harmonic mean between precision and recall. The Bcubed
precision (P-Bcubed) represents the ratio of documents written by the same
author in the same cluster. While the Bcubed recall (R-Bcubed) represents the
ratio of documents written by an author that appear in its cluster.

4 Experiments and Results

The clustering of the documents was realized following the approach of Gómez-
Adorno et al. [7] (the best approach of [15]). Gómez-Adorno et al. implemented a
hierarchical cluster analysis using an agglomerative approach. To join the clus-
ters they chose an average linkage algorithm (using cosine distance) and the
Calinski-Harabaz score [18] to evaluate the clustering model. We made the same
implementation considering the weighted cosine distance (4) as the measure to
join the clusters with the average linkage algorithm.

The baseline is considered as the result of clustering when the value of w is
1, that means that there was no modification in the cosine. The same value of
w was applied to all the problems of each corpus.

Table 1 shows the result of applying Eq. (4) to the BC corpus. As it can be
seen, there are two values of w (0.6, 0.7) that improve the performance of the
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Table 1. Bcubed values overall BC corpus. The results are ordered based on the value
of the Bcubed F-score of the testing

w Training Testing

Bcubed Bcubed Bcubed Bcubed Bcubed Bcubed

recall precision F-score recall precision F-score

0.6 0.57611 0.64802 0.57421 0.63362 0.61272 0.57569

0.7 0.57778 0.6441 0.57386 0.63498 0.60995 0.57437

1 (baseline) 0.57823 0.6444 0.57425 0.63739 0.60708 0.57316

0.8 0.57823 0.6444 0.57425 0.63243 0.60993 0.57297

0.9 0.57823 0.6444 0.57425 0.63299 0.60947 0.57294

0.5 0.56913 0.65072 0.5697 0.63037 0.60888 0.57105

0.4 0.56546 0.64749 0.5643 0.63544 0.60179 0.56939

0.3 0.59373 0.62836 0.56496 0.62914 0.6058 0.56755

0.2 0.59557 0.62281 0.57302 0.63397 0.58613 0.5579

0.1 0.60473 0.59659 0.55545 0.62664 0.58721 0.54857

0 0.56642 0.55144 0.50962 0.58766 0.52813 0.49992

Table 2. Bcubed values overall SC corpus. The results are ordered based on the value
of the Bcubed F-score of the testing

w Training Testing

Bcubed Bcubed Bcubed Bcubed Bcubed Bcubed

recall precision F-score recall precision F-score

0 0.83203 0.57964 0.53404 0.78977 0.68256 0.60986

0.2 0.85736 0.43357 0.43147 0.80061 0.65529 0.59454

1 (baseline) 0.73748 0.77756 0.64261 0.82172 0.58541 0.53260

0.9 0.72614 0.8249 0.67541 0.82172 0.58461 0.53131

0.7 0.72679 0.82552 0.67707 0.82092 0.5839 0.53099

0.8 0.72679 0.82591 0.67779 0.82172 0.58382 0.53095

0.4 0.76197 0.73007 0.61893 0.81004 0.59107 0.53087

0.6 0.75254 0.73927 0.6288 0.82394 0.58371 0.52978

0.3 0.80151 0.58249 0.51624 0.8139 0.55593 0.51738

0.5 0.77868 0.63123 0.5455 0.80776 0.58421 0.51509

0.1 0.85108 0.42823 0.40794 0.83233 0.54361 0.50317

baseline. The improvement is not truely significant, however certain values of w
result in a model more robust than the classical cosine distance since there is
not loss in the Bcubed values from the training to testing.

The result of applying Eq. (4) to the SC corpus is shown in Table 2. There
exist two values of w that improve the performance of the baseline (0, 0.2).
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Here, the improvement is more significant than the one obtained for the BC
corpus. The Bcubed F-score values are still more robust than the values from
the baseline.

5 Conclusions

A weighted cosine similarity was presented with the purpose of the improvement
of clustering of documents in the authorship attribution problem. After several
experiments, this modification showed an improvement in the clusters formation.
This improvement is not so significant for short documents (with an average
word length of 70); on the other hand, for long documents (with an average
word length of 667) this improvement is around six percent in the testing corpus
despite the diminution in the values of the Bcubed F-score in the training corpus.

For future work we would like to apply a feature selection on the current set
of features (20,000 features). A smaller dimensionality would help us to avoid
the redundant or irrelevant features. The distances would be based only in the
characteristics that describe better the documents and this could enhance the
clusters formation.

As well as, we would like to extend our investigation to others similarity
measures.
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12. Steinbach, M., Ertöz, L., Kumar, V.: The challenges of clustering high dimensional
data. In: Wille, L.T. (ed.) New Directions in Statistical Physics, pp. 273–309.
Springer, Heidelberg (2004). https://doi.org/10.1007/978-3-662-08968-2 16

13. Gower, J.C.: A general coefficient of similarity and some of its properties. Biomet-
rics 27, 857–871 (1971)

14. Batyrshin, I., Kubysheva, N., Solovyev, V., Villa-Vargas, L.: Visualization of sim-
ilarity measures for binary data and 2 x 2 tables. Computación y Sistemas 20,
345–353 (2016)

15. Tschuggnall, M., et al.: Overview of the author identification task at PAN 2017:
style breach detection and author clustering. In: Cappellato, L., Ferro, N., Goeu-
riot, L., Mandl, T. (eds.) Working Notes Papers of the CLEF 2017 Evaluation
Labs, CEUR Workshop Proceedings (2017)

16. Stamatatos, E., et al.: Clustering by authorship within and across documents. In:
Working Notes Papers of the CLEF 2016 Evaluation Labs. Volume 1609 of CEUR
Workshop Proceedings, CLEF and CEUR-WS.org (2016)
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Abstract. We explore the context of verb-noun collocations using a corpus of
the Excelsior newspaper issues in Spanish. Our purpose is to understand to what
extent the context is able to distinguish the semantics of collocations represented
by lexical functions of the Meaning-Text Theory. For experiments, four lexical
functions were chosen: Oper1, Real1, CausFunc0, and CausFunc1. We
inspected different parts of the eight-word window context: the left context, the
right context, and both the left and right context. These contexts were retrieved
from the original corpus as well as from the same corpus after stopwords
deletion. For the vector representation of the context, word counts and tf-idf of
words were used. To estimate the ability of the context to predict lexical
functions, we used various machine-learning techniques. The best F-measure of
0.65 was achieved for predicting Real1 by Gaussian Naïve Bayes using the left
context without stopwords and word counts as features in vectors.

Keywords: Natural language processing � Lexical functions
Verb-noun collocations � Context representation

1 Introduction

Contemporary research on natural language processing (NLP) issues has achieved high
results in various areas; however, there is still a need to improve methods of text
understanding and semantic analysis. One of the issues is distinguishing between free
word combinations and multiword expressions: free combinations can be interpreted by
a compositional analysis, which does not work for multiword expressions. Therefore,
another issue is semantic analysis of multiword expressions.

In this work, we focus on verb-noun collocations as a particular type of multiword
expressions and use lexical functions of the Meaning-Text Theory proposed by Mel’čuk
[7] to interpret their semantic content. Accordingly, first we present a brief overview of
the Meaning-Text Theory, and then explain the concept of lexical functions.

1.1 The Meaning-Text Theory

The Meaning-Text Theory (MTT) was proposed by Igor Mel’čuk in the 1960s in
Moscow, Russia, as a universal theory powerful enough to describe and model any
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natural language. Since then, it has been further developed in many research works [2,
4, 5, 8, 13, 19].

The MTT views a natural language as a system of rules that on the one hand
enables its speakers to transfer meaning into text in the process of speaking or text
construction and on the other hand, transfer text into meaning, that is, to understand or
interpret a text. Up to nowadays, the priority in research has been given to the meaning-
text transfer because it is supposed that text interpretation can be explained by patterns
humans use to generate text.

The MTT sets up a multilevel language model stating that to express meaning,
speakers do not produce text directly and immediately but in a series of transformations
fulfilled consecutively on various levels.

Thus, beginning from the level of meaning or semantic representation, we first
execute some operations to express the intended meaning on the level of deep syntax,
then we go to the surface syntactic level, afterwards proceeding to the deep morpho-
logical level, then to the surface morphological level, finally arriving at the phono-
logical level where text can be spoken and heard. Another option is a written text which
in fact is speech represented by means of an orthographic system created to facilitate
human communication. Each transformation level possesses its own units, rules of
combining units together, and rules of transfer from a given level to the consecutive
one. So at each level we obtain some particular text representation: deep syntactic
representation, surface morphological representation, and so on to an observable text as
the final stage.

The most significant elements of the Meaning-Text Theory are its syntactic theory,
the theory of lexical functions, and the explanatory combinatorial dictionary. The latter
is a database of lexical units where a detailed semantic and syntactic information on
each unit is given. In this paper, we deal with lexical functions, so the next section
presents this concept.

1.2 Lexical Functions

Lexical function (LF) is a concept developed for describing and classifying diverse
associations among words in a lexicon. LF is defined as a mapping from a word (LF
argument) to a set of other words (LF meaning). Each LF formalizes a specific lexical
semantic relation between the LF argument and each word of the LF value set. About
60 lexical functions have been found on the paradigmatic and syntagmatic level, they
are described in [7]. In this paper, we will explain and exemplify only four LFs chosen
for our experiments, these LFs are defined for relations between a noun and a verb in
verb-noun collocations.

So in the case of verb-noun collocations, a lexical function maps a noun to a set of
verbs such that the resulting verb-noun collocations share a common meaning and
verbs are characterized by a common predicate-argument structure. For example, the
lexical function termed Oper1, from Latin operari ‘do, carry out’, is a label for the
meaning ‘perform the action given by a noun’ as in the following examples: make a
decision, make a step, take a shower, take a walk, commit suicide, do an exercise, give
a talk, give a smile, have breakfast, pay a visit, and lend support. In all these
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collocations, different verbs are used, however, all of them communicate the same
meaning of ‘realizing, performing, carrying out’ of what is expressed by the noun.

Integers in the LF notation capture the predicate-argument structure typically used
to express the LF meaning in sentences. In Oper1, 1 means that the action is realized by
the agent, the first argument of a verb; therefore, Oper1 represents the pattern ‘The
agent performs what is expressed by the noun’. Consider an example the professor
gave a lecture yesterday. In this utterance, the professor is the agent of the action
expressed by lecture.

Another lexical function, Real1, from Latin realis ‘real’, represents the concept of
fulfilling a requirement imposed by the noun or performing an action typical for the
noun: drive a bus, follow advice, spread a sail, prove an accusation, succumb to
illness, and turn back an obstacle.

Oper1 and Real1 discussed in the previous paragraphs represent a single semantic
concept, such LFs are called simple. A combination of more than one meaning is
denoted by a complex lexical function. In this work we used collocations belonging to
the complex LFs named CausFunc0 and CausFunc1.

Caus, from Latin causare ‘cause’, represents the pattern ‘do something so that the
event denoted by the noun starts occurring’. Func0, from Latin functionare ‘function’,
represents the meaning ‘happen, occur’. Combining these two meanings, we get
CausFunc0 with the semantics ‘the agent does something so that the event denoted by
the noun occurs’. Such semantics can be observed in the following collocations: bring
about the crisis, create a difficulty, present a difficulty, call elections, establish a
system, and produce an effect. Another complex lexical function CausFunc1 represents
the pattern ‘the non-agentive participant does something such that the event denoted by
the noun occurs’ as in the following examples: open a perspective, raise hope, open a
way, cause damage, and instill a habit into someone.

In our work, we studied the extent to which the context of collocations in a corpus
is able to distinguish among the four chosen LFs using supervised learning methods.
Our choice of lexical functions is made due to the data available to us. However, there
are more lexical functions defined for verb-noun collocations. The interested reader can
find a detailed explanation of all lexical functions, their notation, and meaning illus-
trated by English examples in [7].

The rest of the paper is organized as follows. Section 2 presents related work. In
Sect. 3, we define our objective and describe the experimental setup giving details on
our dataset, the corpus, and the methodology. In Sect. 4, we discuss the results. Finally,
Sect. 5 presents conclusions and future work.

2 Related Work

A large amount of research has been dedicated to developing methods for analysis of
verb-noun constructions since verb and noun are two morphosyntactic categories
responsible for transmitting the major part of text contents. Therefore, their adequate
identification and semantic interpretation are vital in any semantically oriented lan-
guage system. In this section, we revise state of the art results on annotation of verb-
noun collocations with lexical functions and automatic identification of lexical func-
tions in collocations.
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Research papers focused on the topics stated in the previous paragraph can be
classified into three categories according to their methodology. In the research of the
first category, collocations are manually tagged with LFs by language experts. An
example of such work is [12], where a Spanish learner corpus is manually annotated
with LFs for second language acquisition purposes.

Research works in the second category use extensive syntactic and lexicon-based
information to distinguish LFs in text. Tutin [17] took advantage of a database of
French collocations described by Polguère [11], syntactic patterns, and finite-state
transducers associated with metagraphs for labeling collocations with LFs in corpora.
In the experiments, a precision of 90% and a recall of 86.2% were archived.

In the third category, the authors used hypernymy information from the WordNet
semantic database [9] to detect LFs by means of supervised learning methods. Wanner
[18, 19] experimented with nine LFs in Spanish verb-noun collocations representing
each collocation by a vector whose features were hypernyms of the noun and the verb.
In the experiments, an average F-measure of about 70% was obtained. The highest
results were shown by the ID3 algorithm with an F-measure of 76% and by the Nearest
Neighbor technique with an F-measure of 74%. In our previous work [1], an average F-
measure of 74% was achieved on a Spanish verb-noun LF dataset using 68 supervised
learning algorithms implemented in WEKA [16, 21] and the same hypernym repre-
sentation as in [18, 20].

3 Experimental Setup

State-of-the-art research has not yet explored the degree to which the context of verb-
noun collocations in corpus can distinguish among lexical functions. Therefore, in this
work we intend to detect lexical functions using words of the context as features in
vector representation of collocations. An advantage of this approach is that it does not
need semantic information from a dictionary or syntactic data generated by a parser,
since dictionary compilation requires much human effort and time, while the output of
parsers is still far from perfect.

In this section, we describe our data, the corpus, and the methodology employed to
identify lexical functions in verb-noun collocations.

3.1 Data and Corpus

In our experiments, we used Spanish verb-noun collocations of the four lexical func-
tions presented in Sect. 1: Oper1, Real1, CausFunc0, and CausFunc1. Our dataset is a
part of the list of most frequent Spanish verb-noun collocations [1] manually annotated
with lexical functions.1

The choice of the four LFs was made due to the limitations of the data available to
us. The original list [1] includes 60 samples of Real1 and more than 60 samples of the

1 The complete list of 737 Spanish verb-noun collocations annotated with 36 lexical functions can be
accessed at http://148.204.58.221/okolesnikova/index.php?id=lex/ or http://www.gelbukh.com/
lexical-functions.
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other three LFs: Oper1, CausFunc0, and CausFunc1. To make our dataset fully bal-
anced, we randomly selected 60 samples of each of the three LFs; therefore, the dataset
included 60 samples of each LF. Table 1 presents a few examples of our data.

The corpus used in our experiments is a collection of 1,131 issues of the Excelsior
newspaper in Spanish from April 1, 1996 to June 24, 1999. As vector features, we used
four words to the left of the verb and four words to the right of the noun without taking
into account the words between the verb and the noun.

3.2 Experimental Configurations

In order to explore the context of collocations in more detail, we performed experi-
ments using different parts of the context. Context words were represented using the
bag of words model, i.e., the position of each word and the order of words were not
taken into account.

First, we lemmatized the corpus using the patern.es package for Python [15].
Secondly, some experiments were performed on the whole corpus and the other
experiments were made on the same corpus after removing stopwords. Then, we used
three options to capture the context: (1) four words to the left of the verb, (2) four
words to the right of the noun, and (3) all eight words, that is, (1) and (2) concatenated.
These options produced six experimental configurations:

1. Four words to the left of the verb on the whole corpus.
2. Four words to the left of the verb on the corpus with stopwords removed.
3. Four words to the right of the noun on the whole corpus.
4. Four words to the right of the noun on the corpus with stopwords removed.
5. The left and right contexts concatenated on the whole corpus.
6. The left and right contexts concatenated on the corpus with stopwords removed.

Table 1. Examples of data used in our experiments

Lexical function Verb-noun collocations
Spanish English translation

Oper1 realizar un estudio
cometer un error
dar un beso

do a study
make an error
give a kiss

Real1 alcanzar el nivel
utilizar recurso
cumplir la función

reach a level
use a resource
fulfill the function

CausFunc0 crear una cuenta
formar un grupo
hacer ruido

create an account
form a group
make noise

CausFunc1 ofrecer una posibilidad
causar un problema
crear una condición

offer a possibility
cause a problem
create a condition
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In addition, for each of the six experimental configurations in the above list, we
implemented two vector representations of a collocation’s context: in the first repre-
sentation, we used context word counts as vector features, and in the second one, we
used tf-idf values for each context word as vector features. Therefore, there were 12
experimental configurations in total.

We experimented with several supervised learning methods using the Scikit-learn
package for Python [10]. Here are the methods we used in the experiments; each
method has its implementation in the Scikit-learn package with the name given in
parenthesis:

– Naïve Bayes (Multinomial NB, Gaussian NB),
– support vector machine (Linear SVC, SVC),
– multi-layer perceptron (MLPClassifier),
– k-nearest neighbors vote (KNeighborsClassifier),
– Gaussian processes for probabilistic classification (GaussianProcessClassifier),
– decision tree multi-class classification (DecisionTreeClassifier),
– random forest algorithm (RandomForestClassifier),
– AdaBoost-SAMME algorithm (AdaBoostClassifier),
– classification via generating a quadratic decision boundary by adjusting class

conditional densities according to the data and employing Bayes’ rule
(QuadraticDiscriminantAnalysis).

All methods were executed using their default parameters in the Scikit-learn
package [10]. A subset of 50% of the dataset was used for training, and the other 50%
was used for validation.

In the next section, we give the results of our experiments and their discussion.

4 Results and Discussion

Tables 2, 3, 4 and 5 present the results of classifying lexical functions on all 12
experimental configurations explained in Sect. 3.2.

The tables are divided vertically into two parts. Each part includes the six con-
figurations listed in the order indicated in Sect. 3.2. The left part contains the results for
six configurations run on the lemmatized corpus using word counts as features in
vectors, and the right part includes the results for the same six configurations run on the
same lemmatized corpus using tf-idf of context words as features in vectors. The
performance of the classifiers was evaluated in terms of precision (P), recall (R), and F-
measure (F). For convenience, F-measure values are in bold. The three highest F-
measure values for each lexical function are underlined.

For Oper1 (Table 2), the best result was an F-measure value of 0.41 showed by
support vector machine (Linear SVC) on the fifth configuration (the left and write
contexts concatenated on the whole corpus) with word counts as features in vectors as
well as on the first configuration (the left context on the whole corpus) with tf-idf as
features in vectors. The next two highest values of 0.40 and 0.39 were achieved by the
same technique, however, using other context representations. The value of 0.40 was
reached on the first configuration with word counts, and 0.39 was achieved on the fifth
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configuration with tf-idf. It can be observed that the first configuration with word
counts was more successful for Oper1 identification, as the k-nearest-neighbors method
(KNeighborsClassifier) showed an F-measure of 0.40, and the multi-layered perceptron
(MLPClassifier) reached an F-measure of 0.39 on it.

Now let us discuss how the context of verb-noun collocations distinguishes the
Real1 lexical function. The results on Real1 are in Table 3. As one can see, here the
values are higher than those for Oper1 in Table 2. The top F-measure value of 0.65 was
achieved by Gaussian Naïve Bayes algorithm (GaussianNB) on the second configu-
ration (the left context on the corpus with stopwords removed) with word counts as
features. The same method reached 0.64 on the same configuration but with tf-idf

Table 2. Experimental results for Oper1

Classifier Metrics 1 2 3 4 5 6 1 2 3 4 5 6

Word counts tf-idf

Multinomial NB P 0.19 0.00 0.19 0.00 0.18 0.00 0.15 0.00 0.15 0.00 0.15 0.00

R 0.86 0.00 0.86 0.00 0.82 0.00 1.00 0.00 1.00 0.00 1.00 0.00

F 0.32 0.00 0.31 0.00 0.30 0.00 0.26 0.00 0.26 0.00 0.26 0.00
Gaussian NB P 0.17 0.08 0.17 0.00 0.15 0.08 0.16 0.08 0.16 0.00 0.15 0.08

R 0.82 0.25 0.68 0.00 0.73 0.25 0.77 0.25 0.68 0.00 0.68 0.25

F 0.28 0.12 0.27 0.00 0.25 0.12 0.27 0.12 0.27 0.00 0.24 0.12
Linear SVC P 0.32 0.00 0.26 0.00 0.34 0.00 0.30 0.00 0.25 0.00 0.29 0.00

R 0.55 0.00 0.41 0.00 0.50 0.00 0.64 0.00 0.59 0.00 0.59 0.00

F 0.40 0.00 0.32 0.00 0.41 0.00 0.41 0.00 0.35 0.00 0.39 0.00

SVC P 0.27 0.00 0.20 0.00 0.18 0.00 0.15 0.00 0.15 0.00 0.15 0.00

R 0.41 0.00 0.41 0.00 0.32 0.00 1.00 0.00 1.00 0.00 1.00 0.00

F 0.33 0.00 0.27 0.00 0.23 0.00 0.26 0.00 0.26 0.00 0.26 0.00

MLP classifier P 0.31 0.00 0.29 0.00 0.22 0.00 0.22 0.00 0.18 0.00 0.17 0.00

R 0.55 0.00 0.32 0.00 0.09 0.00 0.77 0.00 0.64 0.00 0.64 0.00

F 0.39 0.00 0.30 0.00 0.13 0.00 0.34 0.00 0.28 0.00 0.27 0.00

KNeighbors classifier P 0.33 0.00 0.19 0.00 0.23 0.00 0.17 0.00 0.20 0.00 0.23 0.00

R 0.50 0.00 0.23 0.00 0.32 0.00 0.45 0.00 0.41 0.00 0.73 0.00

F 0.40 0.00 0.21 0.00 0.26 0.00 0.25 0.00 0.27 0.00 0.35 0.00
Gaussian process
classifier

P 0.00 0.00 0.00 0.00 0.00 0.00 0.24 0.00 0.17 0.00 0.20 0.00

R 0.00 0.00 0.00 0.00 0.00 0.00 0.95 0.00 0.82 0.00 0.91 0.00

F 0.00 0.00 0.00 0.00 0.00 0.00 0.38 0.00 0.29 0.00 0.33 0.00
Decision tree classifier P 0.24 0.00 0.21 0.00 0.20 0.00 0.27 0.00 0.24 0.00 0.26 0.00

R 0.36 0.00 0.32 0.00 0.36 0.00 0.55 0.00 0.45 0.00 0.41 0.00

F 0.29 0.00 0.25 0.00 0.26 0.00 0.36 0.00 0.32 0.00 0.32 0.00
Random forest classifier P 0.29 0.00 0.13 0.00 0.25 0.00 0.16 0.00 0.17 0.00 0.14 0.00

R 0.45 0.00 0.18 0.00 0.36 0.00 0.27 0.00 0.32 0.00 0.27 0.00

F 0.36 0.00 0.15 0.00 0.30 0.00 0.20 0.00 0.22 0.00 0.18 0.00

AdaBoost classifier P 0.11 0.00 0.22 0.00 0.16 0.00 0.16 0.00 0.09 0.00 0.13 0.00

R 0.05 0.00 0.50 0.00 0.27 0.00 0.50 0.00 0.32 0.00 0.32 0.00

F 0.06 0.00 0.31 0.00 0.20 0.00 0.24 0.00 0.14 0.00 0.19 0.00

Quadratic discriminant
analysis

P 0.00 0.08 0.35 0.00 0.07 0.00 0.16 0.08 0.17 0.00 0.12 0.00

R 0.00 0.25 0.27 0.00 0.09 0.00 0.23 0.75 0.64 0.00 0.14 0.00

F 0.00 0.12 0.31 0.00 0.08 0.00 0.19 0.15 0.26 0.00 0.12 0.00
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values as features. It is interesting to note that on the same configuration with word
counts, GaussianProcessClassifier showed an F-measure value of 0.61 and Ran-
domForestClassifier reached an F-measure of 0.61 on the same configuration but with
tf-idf as vector features. We can conclude that the left context seems to be a better
indicator of Real 1 than the right context.

Table 4 presents the results on CausFunc0 detection. Here, the values are lower
than those for Real1 in Table 3, but higher than the numbers for Oper1 in Table 2. All
top results were reached with word counts as features in vectors. The highest F-measure
value of 0.51 was given by the multi-layer perceptron (MLPClassifier) on the first
configuration (the left context on the whole corpus). The second-best value for Real1 of

Table 3. Experimental results for Real1

Classifier Metrics 1 2 3 4 5 6 1 2 3 4 5 6

Word counts Word tf-idf

Multinomial NB P 0.33 0.48 0.38 0.35 0.39 0.46 1.00 0.00 1.00 0.36 0.00 0.00

R 0.56 0.73 0.48 0.67 0.63 0.51 0.11 0.00 0.04 0.91 0.00 0.00

F 0.42 0.50 0.43 0.46 0.48 0.49 0.20 0.00 0.07 0.51 0.00 0.00
Gaussian NB P 0.38 0.54 0.35 0.38 0.38 0.38 0.36 0.53 0.39 0.37 0.36 0.40

R 0.44 0.81 0.41 0.88 0.37 0.43 0.48 0.81 0.41 0.85 0.37 0.51

F 0.41 0.65 0.38 0.53 0.38 0.41 0.41 0.64 0.40 0.52 0.36 0.45
Linear SVC P 0.44 0.67 0.30 0.30 0.37 0.57 0.46 0.63 0.41 0.41 0.48 0.46

R 0.56 0.38 0.26 0.33 0.37 0.22 0.70 0.32 0.56 0.55 0.81 0.16

F 0.49 0.48 0.28 0.31 0.37 0.31 0.56 0.43 0.47 0.47 0.60 0.24

SVC P 0.25 0.67 0.25 0.57 0.25 0.80 0.00 0.00 0.00 0.37 0.00 0.00

R 0.59 0.05 0.52 0.12 0.59 0.11 0.00 0.00 0.00 0.42 0.00 0.00

F 0.36 0.10 0.34 0.20 0.35 0.19 0.00 0.00 0.00 0.39 0.00 0.00

MLP classifier P 0.41 1.00 0.25 0.36 0.25 0.00 0.40 0.67 0.40 0.39 0.50 0.37

R 0.59 0.03 0.56 0.15 0.67 0.00 0.70 0.32 0.22 0.79 0.59 0.19

F 0.48 0.05 0.35 0.21 0.36 0.00 0.51 0.44 0.29 0.53 0.54 0.25

KNeighbors classifier P 0.38 0.62 0.26 0.75 0.26 0.83 0.55 0.00 0.36 0.35 0.42 1.00

R 0.30 0.14 0.19 0.09 0.33 0.14 0.22 0.00 0.37 0.76 0.59 0.05

F 0.33 0.22 0.22 0.16 0.29 0.23 0.32 0.00 0.36 0.48 0.49 0.10
Gaussian process
classifier

P 0.19 0.45 0.19 0.35 0.18 0.45 0.39 1.00 0.24 0.44 0.42 0.00

R 1.00 0.95 1.00 0.97 1.00 0.97 0.70 0.03 0.30 0.85 0.70 0.00

F 0.32 0.61 0.32 0.52 0.31 0.62 0.50 0.05 0.26 0.58 0.53 0.00
Decision tree classifier P 0.32 0.58 0.24 0.30 0.28 0.36 0.32 0.55 0.24 0.33 0.22 0.33

R 0.41 0.30 0.15 0.33 0.30 0.11 0.41 0.30 0.37 0.39 0.26 0.22

F 0.36 0.39 0.18 0.31 0.29 0.17 0.36 0.39 0.29 0.36 0.24 0.26
Random forest classifier P 0.35 0.59 0.30 0.28 0.23 0.56 0.28 0.63 0.24 0.45 0.23 0.57

R 0.33 0.27 0.48 0.33 0.22 0.24 0.30 0.59 0.22 0.61 0.22 0.22

F 0.34 0.37 0.37 0.31 0.23 0.34 0.29 0.61 0.23 0.52 0.23 0.31

AdaBoost classifier P 0.14 0.42 0.16 0.42 0.28 0.39 0.08 0.80 0.06 0.46 0.21 0.45

R 0.22 0.38 0.33 0.30 0.19 0.32 0.07 0.22 0.04 0.18 0.30 0.59

F 0.17 0.40 0.22 0.35 0.22 0.35 0.08 0.34 0.05 0.26 0.24 0.51

Quadratic discriminant
analysis

P 0.22 0.44 0.19 0.33 0.18 0.42 0.22 0.50 0.18 0.39 0.29 0.44

R 0.89 0.95 0.26 0.76 0.70 0.81 0.56 0.49 0.07 0.67 0.70 0.73

F 0.35 0.60 0.22 0.46 0.29 0.55 0.32 0.49 0.11 0.49 0.41 0.55
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0.46 was reached on the same configuration by support vector machine (LinearSVC).
At last, an F-measure value of 0.44 was reached by RandomForestClassifier on the fifth
configuration (the left and right contexts concatenated on the whole corpus).

Concerning CausFunc1, the results on this lexical function can be seen in Table 5.
It is interesting that all three top results were achieved using word tf-idf values as
vector features. The best result was an F-measure value of 0.59 reached by the support
vector machine (LinearSVC) on the fourth configuration (the right context on the
corpus with stopwords removed). The same value was showed by AdaBoostClassifier
on the sixth configuration (the left and right context on the corpus with stopwords

Table 4. Experimental results for CausFunc0

Classifier Metrics 1 2 3 4 5 6 1 2 3 4 5 6

Word counts tf-idf

Multinomial NB P 0.00 0.17 0.00 0.00 0.00 0.12 0.00 0.18 0.00 0.20 0.00 0.18

R 0.00 0.35 0.00 0.00 0.00 0.29 0.00 1.00 0.00 0.05 0.00 1.00

F 0.00 0.23 0.00 0.00 0.00 0.17 0.00 0.30 0.00 0.08 0.00 0.30
Gaussian NB P 0.50 0.30 0.00 0.25 1.00 0.24 0.33 0.32 1.00 0.14 1.00 0.21

R 0.03 0.41 0.00 0.05 0.03 0.47 0.03 0.41 0.03 0.05 0.03 0.35

F 0.05 0.35 0.00 0.08 0.06 0.31 0.05 0.36 0.06 0.07 0.06 0.26
Linear SVC P 0.62 0.20 0.29 0.13 0.44 0.21 0.64 0.26 0.45 0.14 0.53 0.20

R 0.37 0.18 0.29 0.15 0.43 0.24 0.26 0.29 0.26 0.10 0.26 0.29

F 0.46 0.19 0.29 0.14 0.43 0.22 0.37 0.28 0.33 0.12 0.35 0.24

SVC P 0.29 0.19 0.26 0.00 0.26 0.19 0.00 0.18 0.00 0.00 0.00 0.18

R 0.26 1.00 0.34 0.00 0.29 1.00 0.00 1.00 0.00 0.00 0.00 1.00

F 0.27 0.32 0.29 0.00 0.27 0.32 0.00 0.30 0.00 0.00 0.00 0.30

MLP classifier P 0.49 0.15 0.39 0.00 0.39 0.23 0.71 0.22 0.32 0.12 0.44 0.18

R 0.54 0.18 0.40 0.00 0.37 0.18 0.14 0.24 0.20 0.05 0.11 0.18

F 0.51 0.16 0.39 0.00 0.38 0.20 0.24 0.23 0.25 0.07 0.18 0.18

KNeighbors classifier P 0.37 0.12 0.30 0.20 0.27 0.12 0.00 0.00 0.21 0.11 0.67 0.00

R 0.40 0.18 0.43 0.05 0.34 0.18 0.00 0.00 0.09 0.05 0.06 0.00

F 0.38 0.14 0.35 0.08 0.30 0.14 0.00 0.00 0.12 0.07 0.11 0.00
Gaussian process
classifier

P 0.00 0.00 0.80 0.00 0.00 0.00 0.00 0.15 0.00 1.00 0.00 0.14

R 0.00 0.00 0.11 0.00 0.00 0.00 0.00 0.29 0.00 0.05 0.00 0.29

F 0.00 0.00 0.20 0.00 0.00 0.00 0.00 0.20 0.00 0.10 0.00 0.19
Decision tree classifier P 0.24 0.19 0.21 0.20 0.24 0.21 0.39 0.29 0.38 0.40 0.28 0.19

R 0.14 0.29 0.17 0.25 0.23 0.29 0.26 0.59 0.17 0.30 0.29 0.24

F 0.18 0.23 0.19 0.22 0.24 0.24 0.31 0.38 0.24 0.34 0.28 0.21
Random forest classifier P 0.38 0.18 0.32 0.23 0.42 0.16 0.21 0.10 0.33 0.35 0.32 0.23

R 0.43 0.35 0.26 0.35 0.46 0.29 0.09 0.12 0.40 0.30 0.29 0.35

F 0.41 0.24 0.29 0.28 0.44 0.21 0.12 0.11 0.36 0.32 0.30 0.28

AdaBoost classifier P 0.20 0.26 0.20 0.56 0.34 0.31 0.28 0.24 0.18 0.29 0.29 0.26

R 0.26 0.53 0.06 0.25 0.34 0.65 0.26 0.76 0.06 0.20 0.14 0.41

F 0.22 0.35 0.09 0.34 0.34 0.42 0.27 0.36 0.09 0.24 0.19 0.32

Quadratic discriminant
analysis

P 0.00 0.33 0.31 0.00 0.00 0.10 0.00 0.00 0.57 0.00 0.29 0.16

R 0.00 0.06 0.11 0.00 0.00 0.06 0.00 0.00 0.11 0.00 0.14 0.24

F 0.00 0.10 0.17 0.00 0.00 0.07 0.00 0.00 0.19 0.00 0.19 0.19
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removed). The second best result was an F-measure of 0.57 showed by two methods:
GaussianProcessClassifier and DecisionTreeClassifier on the fourth (the right context
on the corpus with stopwords removed) and the sixth configuration (the left and right
context on the corpus with stopwords removed), respectively.

Now, speaking of all four lexical functions used in the experiments, the best F-
measure value was 0.65 reached by Gaussian Naïve Bayes (NB) for Real1 on the
second configuration (the left context on the corpus with stopwords removed) with
word counts as features in vectors. However, if we look at the performance of the same
method on the same configuration in terms of F-measure, we can see that GaussianNB

Table 5. Experimental results for CausFunc1

Classifier Metrics 1 2 3 4 5 6 1 2 3 4 5 6

Word counts tf-idf

Multinomial NB P 0.40 0.00 0.57 0.36 0.75 0.00 0.00 0.00 0.00 0.60 0.00 0.00

R 0.06 0.00 0.24 0.24 0.09 0.00 0.00 0.00 0.00 0.18 0.00 0.00

F 0.10 0.00 0.33 0.29 0.16 0.00 0.00 0.00 0.00 0.27 0.00 0.00
Gaussian NB P 0.29 0.00 0.29 0.50 0.14 0.00 0.40 0.00 0.29 0.50 0.13 0.00

R 0.06 0.00 0.21 0.24 0.06 0.00 0.06 0.00 0.21 0.24 0.06 0.00

F 0.10 0.00 0.24 0.32 0.08 0.00 0.10 0.00 0.24 0.32 0.08 0.00
Linear SVC P 0.43 0.33 0.50 0.21 0.39 0.29 0.56 0.26 0.56 0.48 0.53 0.26

R 0.35 0.70 0.32 0.24 0.26 0.60 0.56 0.70 0.53 0.76 0.50 0.60

F 0.39 0.44 0.39 0.22 0.32 0.39 0.56 0.38 0.55 0.59 0.52 0.36

SVC P 0.43 0.00 0.00 0.20 0.50 0.00 0.00 0.00 0.00 0.27 0.00 0.00

R 0.18 0.00 0.00 1.00 0.09 0.00 0.00 0.00 0.00 0.88 0.00 0.00

F 0.25 0.00 0.00 0.33 0.15 0.00 0.00 0.00 0.00 0.41 0.00 0.00

MLP classifier P 1.00 0.39 0.56 0.20 0.62 0.36 0.60 0.29 0.41 0.45 0.55 0.27

R 0.03 0.55 0.26 0.88 0.15 0.70 0.18 0.75 0.35 0.53 0.35 0.65

F 0.06 0.46 0.36 0.32 0.24 0.47 0.27 0.42 0.38 0.49 0.43 0.38

KNeighbors classifier P 0.42 0.24 0.34 0.20 0.50 0.25 0.38 0.13 0.37 0.17 0.36 0.20

R 0.29 0.65 0.32 1.00 0.15 0.70 0.74 0.50 0.50 0.06 0.24 0.85

F 0.34 0.35 0.33 0.34 0.23 0.36 0.50 0.20 0.42 0.09 0.29 0.32
Gaussian process
classifier

P 0.00 0.50 0.00 0.33 0.00 0.60 0.50 0.25 0.50 0.45 1.00 0.24

R 0.00 0.45 0.00 0.06 0.00 0.45 0.15 0.75 0.15 0.76 0.06 0.70

F 0.00 0.47 0.00 0.10 0.00 0.51 0.23 0.38 0.23 0.57 0.11 0.35
Decision tree classifier P 0.45 0.34 0.24 0.12 0.33 0.36 0.29 0.46 0.44 0.09 0.33 0.55

R 0.41 0.50 0.24 0.12 0.26 0.50 0.15 0.60 0.32 0.12 0.18 0.60

F 0.43 0.41 0.24 0.12 0.30 0.42 0.20 0.52 0.37 0.10 0.23 0.57
Random forest classifier P 0.47 0.38 0.40 0.15 0.48 0.40 0.19 0.31 0.36 0.27 0.32 0.30

R 0.24 0.50 0.35 0.18 0.35 0.60 0.15 0.50 0.24 0.47 0.24 0.50

F 0.31 0.43 0.38 0.16 0.41 0.48 0.17 0.38 0.29 0.34 0.27 0.38

AdaBoost classifier P 0.48 0.50 0.30 0.28 0.46 0.64 0.25 0.47 0.86 0.22 0.50 0.71

R 0.32 0.50 0.09 0.65 0.32 0.45 0.03 0.45 0.18 0.88 0.09 0.50

F 0.39 0.50 0.14 0.39 0.38 0.53 0.05 0.46 0.29 0.36 0.15 0.59

Quadratic discriminant
analysis

P 0.31 0.00 0.28 0.12 0.00 0.00 0.60 0.00 0.33 0.11 0.31 0.00

R 0.29 0.00 0.47 0.06 0.00 0.00 0.18 0.00 0.32 0.06 0.15 0.00

F 0.30 0.00 0.35 0.08 0.00 0.00 0.27 0.00 0.33 0.08 0.20 0.00
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was not able to distinguish CausFunc1 at all (0.00), showed very poor performance for
Oper1 (0.12), although slightly better for CausFunc0 (0.35).

The best classifier for Oper1 was the support vector machine (LinearSVC) on the
fifth configuration (the left and right context on the whole corpus) with word counts as
features in vector representation and on the first configuration (the left context on the
whole corpus) with tf-idf values as features. This method showed an F-measure of 0.41.
Observing the performance of LinearSVC on the same two configurations, it can be
seen that it gave F-measure values of 0.37 and 0.56 for respective configurations on
Real1, 0.43 and 0.37 for CausFunc0, and finally, 0.32 and 0.56 for CausFunc1.

CausFunc0 was best identified by the multi-layer perceptron (MLPClassifier) with
an F-measure of 0.51 on the first configuration (the left context on the whole corpus)
with word counts as features in vectors. On the same configuration, this method
showed an F-measure of 0.39 for Oper1, a value of 0.48 for Real1, but it was not able
to detect CausFunc1: MLPClassifier gave an F-measure as low as 0.06 for this lexical
function.

Now let was see how the best classifier for CausFunc1 performed on other LFs. For
CausFunc1, the highest result was showed by the support vector machine (LinearSVC),
it gave an F-measure of 0.59 on the forth configuration (the right context on the corpus
with stopwords removed) with tf-idf values as features in vectors. Revising the same
configurations for the other three LFs, we see that LinearSVC showed an F-measure
value of 0.47 on Real1, performed very poorly for CausFunc0 (0.12), and could not
detect Oper1 at all (0.00).

Summarizing the observations presented in the previous paragraphs, we can say
that there is no single method nor single context representation among those we
experimented with good enough to detect all four lexical functions. Therefore, we
recommend using an LF-specific classifier and context representation to identify a
particular LF automatically.

In addition, we see that the results in general are not as high as in works in which
hypernyms were used to distinguish among lexical functions [1, 18, 20], see Sect. 2.
On the other hand, our results on using context for LF identification are not too low to
state that LFs are not specified by their context at all. Surely, the words in the context of
verb-noun collocations are indicators of lexical functions. More data and research are
necessary to study the context of LFs in more detail.

5 Conclusions and Future Work

In this work, we explored the context of verb-noun collocations and studied to what
extent the context is able to distinguish among four lexical functions (LFs) of the
Meaning-Text Theory developed by Mel’čuk [7]: Oper1, Rea1, CausFunc0, and
CausFunc1. The context was composed of four words to the left of the verb and of the
four words to the right of the noun. The words in between the verb and the noun were
not taken into account in this research. The bag of words model was used to represent
the context.

In our experiments on Spanish texts we used 11 supervised learning methods and
12 context representation configurations to see to what extent LFs can be distinguished
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by their context. The highest F-measure values reached in our experiments were the
following ones: 0.41 for Oper1 showed by the support vector machine using the left
and right context with word counts as features in the vector representation as well as the
left context with tf-idf as features; 0.65 for Real1 showed by Gaussian Naïve Bayes
using the left context without stopwords and word counts as features in vectors; 0.51
for CausFunc0 achieved by the multi-layer perceptron using the left context with word
counts as features; and 0.59 for CausFunc1 showed by the support vector machine
using the right context without stopwords and tf-idf values as features.

No single method and no single context representation could distinguish all four
lexical functions in our experiments; so far, we have seen that methods and context
representations are specific for each lexical function.

In our future work, we plan to experiment with other window sizes, context rep-
resentations and similarity measures [3, 6, 14], as well as methods to see if lexical
function detection can be improved. In addition, we will study distribution of context
words depending on their positions with respect to the verb and the noun in
collocations.
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Abstract. Being able to create a natural language compiler has been
one of the most sought-after goals to reach since the very beginning of
artificial intelligence. Since then; however, it has been an elusive and dif-
ficult task to achieve to the extent of being considered almost impossible
to perform. In this article, we present a promising path by using a gram-
mar formalism which attempts to model natural language; in principle,
by using minimalist grammars as one of the last proposed instances of
formalism of this type. The main idea consists in creating a parser based
on this type of grammars which could recognize and analyze the text
(or input program) written in natural language and use this parser as
a front-end of a compiler. Then, for the rest of the compilation process,
utilize the usual phases of a classic compiler of a programming language.
Moreover, we present a prototype of a natural language compiler whose
specific language is that of arithmetic expressions, in order to show with
evidence that it is indeed possible to implement it, that is to say, to put
the proposed compiler design into practice, showing in this manner that
it is actually possible to create a natural language compiler following this
promising path.

Keywords: Natural language compilers · Natural language parsing
Mildly context sensitive grammars · Minimalist grammars
Natural language processing

1 Introduction

Building a natural language compiler has been regarded as one of the most
important problems in computer science since the beginning of artificial intel-
ligence. However, throughout the years, this task has been elusive and difficult
to achieve, to the extent of being considered impossible. Perhaps because of
this, the current works with this goal are very scarce and very limited (see, for
example, [9,21]). This work has the objective of showing that there is a possible
path of research to follow to build a natural language compiler. For this, we
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will present a design and architecture of this type of compilers together with
a compiler prototype with minimum functionalities that implements the afore-
mentioned design. The aim is to offer practical evidence that a natural language
compiler can be developed and used in real life.

Nowadays, we consider that the programming language compilers field has
both theoretical and practical bases that are solid and well-established (see, for
example, [1]). So, if it is well known how to build programming language compil-
ers, what stops natural language compilers from being built? In the programming
language compiler community, we think a possible answer is that, to date, there
is no complete, practical and effective method known for the recognition and
analysis of natural language.

This drives us to focus our attention on the problem of natural language
parsing. To do that, we have to ask ourselves what type of grammars, if any,
model natural language. In regards to the latter, Seki et al. [15] say the follow-
ing: “Literature on generative grammars shows often a mention of inadequacy of
context-free grammars (cfg’s) for describing the structures involving discontinu-
ous constituents in natural languages [14]. Context-sensitive grammars (csg’s or
Type 1 grammars), on the other hand, may not be an adequate model of gram-
mars of natural languages because they are too powerful in generative capacity,
and phrase structures which are natural extension of phrase structures in cfg’s
are not defined in Type 0 and Type 1 grammars”. On the other hand, in [12] it is
mentioned: “Joshi [11] proposed that the class of grammars that is necessary for
describing natural languages might be characterized as mildly context-sensitive
grammars (MCSG)”. Taking the latter into account, in principle, we must choose
the type of MCSGs that are the most expressive. For this reason, we chose the
minimalist grammars (MGs) introduced by Stabler [17]. MGs are a formaliza-
tion of Chomsky’s [5] minimalist program. Regarding the question whether MGs
actually model natural language, Jäger and Rogers [10] in 2012 say the following:
“Most experts therefore assume at this time that all natural languages are MG
languages”. In [10], it is also shown that MGs (and their equivalent grammars)
contain any other MCSG.

Now, we must take a look at the MG syntactic analysis. Harkema [8] presents
a bottom-up analyzer for this type of grammars that takes time O(n4k+4) where
k is a constant of the grammar. Stabler [20] offers a MG top-down parser that
uses a beam to bound the search space. Although Stabler [20] does not provide
an analysis of the complexity of this analyzer, everything indicates that due to
the beam’s use, its complexity is less than Harkema’s analyzer, and it could even
be O(n). However, we do not know in detail what the complexity of this analyzer
is, and a formal analysis of it, which has not been carried out until now, would
be needed.

The syntactic analyzers that are used in programming language compilers
(consult, for example, [2]) commonly work with a context-free grammar (CFG) or
a subset of them, in particular deterministic CFGs. The main types of analyzers
that are used are the following:
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– Recursive Descent. This type of analyzers works with CFGs in general and
can take O(cn) time, that is, exponential.

– Top-down Predictive. These take a LL(k) grammar as input and are O(n),
that is, they take linear time. LL(k) grammars are a CFG’s proper subset.

– Bottom-up Predictive. These analyzers take LR(k) grammars as input, and
its complexity is O(n), meaning, they take linear time. Deterministic CFGs
are defined to be LR(k) grammars.

The idea that is developed in this article is to use a MG analyzer instead
of one of these to try to recognize and analyze natural language. This could
be refuted because an analyzer that works with a MG takes too long time to
be used in practice. In response, we argue that robust, complex compilers that
are widely used in real life, such as the case of GCC and LLVM, use recursive
descent analyzers that could take exponential time.

Once the syntactic analysis is done, to conduct the remaining compilation
process, we plan to do the typical phases of a classic programming language
compiler.

In regards to the rest of the article, we will follow a practical approach and
we will show how to build a prototype with basic functionalities that implement
the natural language compiler’s design that we previously explained. The source
language of this compiler will be the arithmetic expressions’ language written
in natural language. We work with both English and Spanish languages. Never-
theless, to simplify and due to lack of space, we only present the development
in Spanish. In regards to the arithmetic expressions grammar presented in this
paper, we considered that the reader can obtain the version in English in a simple
way by making the pertinent small changes. We chose the arithmetic expressions
language because it is a representative classic example in the field of compilers.
The target language will be Python. We selected Python because, given that it
is simple and clear, it is also one of the most used programming languages nowa-
days. The complete code of the natural language compiler prototype is available
in [22].

Our main contributions are the following:

– The proposal of a design and architecture of a natural language compiler.
– A prototype with basic minimum functionalities that implements this design,

specifically a compiler from arithmetic expressions written in natural language
to Python.

Note that our intention in this paper is to introduce a general natural lan-
guage compiler design and architecture that serve as basis for further extensions
and refinements and to leave open the possibility of several implementations.
Only to show that it is in fact possible to implement this design, we provide a
minimum compiler prototype whose source language is that of arithmetic expres-
sions written in natural language. As it might be expected, this prototype can
be extended, or other implementations can be developed that follow this design
and cover other natural language subsets; of course, the very final goal to reach
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is to build a compiler that covers all natural language.1 Next, we sketch the
structure of this paper.

First, in Sect. 2, we will briefly show the classic architecture of a programming
language compiler, and we will introduce the architecture corresponding to the
natural language compiler’s design we propose. Then, in Sect. 3, we introduce a
CFG that generates the arithmetic expressions language, so after that, introduce
a MG that expresses the same language. In Sect. 4, we first show how to use an
implementation of Stabler’s MG analyzer. Later, we will describe how to encode
our MG of arithmetic expressions, so it can be a valid input of this analyzer,
for it to be able to recognize arithmetic expressions written in natural language.
Afterwards, we will describe how to modify this analyzer to add a small code
generator turning it in this way into a compiler. Next, in Sect. 5, we present
the evaluation of our compiler prototype. Finally, in Sect. 6, we will discuss the
possibility that MGs do not generate natural language in its entirety and how
our design takes this case into account. In addition, we present our conclusions,
and we will outline some possibilities of future work.

2 Compiler Architecture

The classic programming language compilers have an architecture that takes as
basis the one shown in Fig. 1, that is, the vast majority has a phase of: lexical
analysis, syntactic analysis, semantic analysis and code generation.

Source code
↓

Lexer
↓

Token stream
↓

Parser
↓

Abstract Syntax Tree
↓

Semantic analyzer
↓

Annotated AST
↓

Code generator
↓

Target code

Fig. 1. Classic compiler architecture

The main problem of this architecture for our purposes is that the parser
only works with a CFG or a subset of them. Due to this, our main idea is to
1 We believe that it makes sense to start with easy to process and well-defined natural
language subsets and subsequently to cover more complex challenging ones.
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use a parser that works with a type of grammars that is capable of recognizing
and analyzing natural language. The minimum basic architecture of the nat-
ural language compiler’s design we propose is shown in Fig. 2. Of course, this
architecture is designed only for being taken as a starting point to which one or
several phases can be added in the future, as appropriate.

Natural Language
↓

Parser
↓

Syntax Tree
↓

Code generator
↓

Target Code

Fig. 2. Natural language compiler architecture

Based on it, the compilation process consists in taking as an input a program
written in natural language which the parser will analyze generating a syntax
tree as output. From there, the code generator takes as entry the aforementioned
tree and generates the corresponding target code as output.

Of course, one can add a lexical analysis phase at the beginning that generates
tokens for the parser. We have not done it here simply because the language
of arithmetic expressions we will use is so simple that it does not complicate
the fact that the syntactic analyzer reads the input directly. For more complex
languages, we can add a lexer that could even perform morphological analysis
and in this way, have an extra layer of help for the natural language analysis.
On the other hand, instead of generating a syntax tree or a derivation tree, we
can look for a way to generate an abstract syntax tree (AST) or a variation of it.
This is justifiable because, from the computational viewpoint of a compiler (and
not from a purely linguistic approach), it is advisable to have an AST, mainly
because it only captures relevant information for the subsequent phases of the
compilation process.

The semantic analysis is used in compilers mainly to perform two tasks:
in general, to verify characteristics dependent of the context (for example, not
using a variable that has not been declared previously) and in particular to per-
form type checking. Regarding natural language, we think that based on the
grammar that is used to analyze it, in principle a MG, it is possible to verify
the characteristics dependent of the context, reason why the syntactic analyzer
would perform this task directly. In this way, it would not be necessary to add
a semantic analyzer. On the other hand, it would be interesting to consider the
possibility of defining a type system for natural language, particularly based on
Curry-Howard’s [16] isomorphism approach. This, from a linguistic approach,
would be useful as a mean to study and understand natural language phenom-
ena, and from the computational viewpoint, it would lead us to consider the
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necessity to formally prove that natural language is Turing-complete, or even
ask the question of whether natural language has a computational power bigger
than that of a Turing machine. From the very point of view of the compiler, it
would help to detect (statically, meaning, in compilation time) input programs
that make no sense such as: dos más cuatro más Roberto. Given that at the
moment there is no semantic analyzer, this kind of errors must be detected in
execution time in the style of compilers of languages with dynamic typing (for
example, the way the Ikarus Scheme [7] and Chez Scheme [6] compilers do).

In regards to code generation, instead of generating specific target code, it
could first generate code for a convenient intermediate representation (for exam-
ple, we think that for a natural language compiler, a variation of lambda calculus
would be a good choice) and from this, generate specific code for one or several
target languages, that is to say, our design would become a retargetable com-
piler design. This type of compilers is common for programming languages, for
example, GCC generates code for more than 20 different architectures including
the x86.

In Sect. 4, we will show how to build a prototype of a compiler that imple-
ments the proposed architecture. As source language, we will use arithmetic
expressions written in natural language and Python code as target language.

3 Grammar

This section is dedicated to present the CFG and the MG that respectively
generate the language of arithmetic expressions written in natural language that
will be the source language of the prototype of our compiler.

First, we present the CFG in Fig. 3a with the purpose that it serves as a
point of reference to understand the corresponding MG shown in Fig. 3b. It is
worth mentioning that these grammars impose the usual precedence rules.

E → T E′

| T
E′ → P T E′

| P T
T → N T ′

| N
T ′ → M N T ′

| M N
P → más
M → por
N → num

(a) CFG

〈=T =E′ E〉(ε)
〈=T E〉(ε)
〈=P =T =E′ E′〉(ε)
〈=P = T E′〉(ε)
〈=N =T ′ T 〉(ε)
〈=N T 〉(ε)
〈=M =N =T ′ T ′〉(ε)
〈=M =N T ′〉(ε)
〈P 〉(más)
〈M〉(por)
〈N〉(num)

(b) MG

Fig. 3. Arithmetic expressions grammars

At first sight, we can notice that there is a one-to-one correspondence between
each of the CFG’s rules and the correspondent way of representing them in a
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MG. This makes sense if we recall that MGs are more expressive than CFGs,
that is, a CFG can be written as a particular case of a MG. An obvious question
is, if the language of arithmetic expressions written in natural language can be
generated with a CFG, then why to use a MG? The answer is that the language
of arithmetic expressions is our minimum basic starting source language. Our
strategy is to extend our MG progressively so it generates more and more natural
language statements. This would be unachievable with a CFG because in Sect. 1
we saw that the consensus is that CFGs are not capable of completely generating
natural language.

Next, we will sketch a more accurate definition of a MG, following Sta-
bler’s [17] presentation, with the purpose of gaining intuition of the way these
grammars work. Our explanation does not pretend to be deep or detailed, but to
take a look at this type of grammars. For a more formal and deep study, please
consult [17] directly.

A minimalist grammar G is a 4-tuple G = (V,Cat, Lex,F) where
V = (P ∪ I), (non-syntactic features)
Cat = (base ∪ select ∪ licensors ∪ licensees), (syntactic features)
Lex is a set of expressions built from V and Cat, (the lexicon)
F = {merge,move} is a set of partial functions
from tuples of expressions to expressions.

(the generating functions)

The language defined by such a grammar is the closure of the lexicon under
the structure building functions L(G) = CL(Lex,F).

As an exposition, we could explain each of the components of a MG intro-
ducing them as a generalization of its corresponding counterpart in a CFG.
In this way, V which is also called vocabulary, would correspond to the set of
terminal symbols of a CFG. For its part, Cat would correspond to the set of
nonterminal symbols; more accurately the subset base would be equivalent to
the nonterminals of a CFG whereas the other subsets of Cat have not a CFG
counterpart. In rough, the subset select = {=x,=X,X= | x ∈ base} indicates the
symbols on which the structure building merge operates on, whereas the subsets
licensees = {-case, -wh, . . .} and lincesors = {+case,+CASE,+wh,+WH, . . .}
indicate the symbols (within an expression) on which move operates. The Lex
set would correspond to the set of sentential forms of a CFG; the main differ-
ence is that instead of strings, in a MG, trees are used, since Stabler defines the
expressions as trees inside Lex. Finally, F can be regarded as high level functions
that work on these trees (expressions) that are absent in a CFG and that allows
doing more complex operations, particularly the two that Chomsky proposes
in [5], namely merge and move which he argues are part of natural language.
It is worth mentioning that in the same way that, from the productions of a
CFG one can infer each of a CFG’s components; based on the notation used in
Fig. 3b, one can also infer each of a MG’s components, so it is not necessary to
write them explicitly. Stabler uses this notation in [18].
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4 Compiler Prototype Implementation

In this section, we will describe how to conduct the implementation of a proto-
type of the compiler design we propose.

As basis, we took the implementation made in Python of the Stabler’s MG
top-down beam parser which is available in [19]. Our first task is to encode our
grammar from Fig. 3b in Python so it can be a valid input of this parser which
is shown as follows:

#file arithmeticesp .py
g = [ ([], [(’sel’, ’T’), (’sel’, ’E1’), (’cat’, ’E’)]),

([], [(’sel’, ’T’), (’cat’, ’E’)]),
([], [(’sel’, ’P’), (’sel’, ’T’), (’sel’, ’E1’), (’cat’, ’E1’)]),
([], [(’sel’, ’P’), (’sel’, ’T’), (’cat’, ’E1’)]),
([], [(’sel’, ’N’), (’sel’, ’T1’), (’cat’, ’T’)]),
([], [(’sel’, ’N’), (’cat’, ’T’)]),
([], [(’sel’,’M’), (’sel’,’N’), (’sel’,’T1’), (’cat’,’T1’)]),
([], [(’sel’,’M’), (’sel’,’N’), (’cat’,’T1’)]),
([’más’],[(’cat’, ’P’)]),
([’por’],[(’cat’, ’M’)]),
([’cero’], [(’cat’, ’N’)]),
([’uno’], [(’cat’, ’N’)]),
([’dos’], [(’cat’, ’N’)]),
([’tres’], [(’cat’, ’N’)]),
([’cuatro’], [(’cat’, ’N’)]),
([’cinco’], [(’cat’, ’N’)]),
([’seis’], [(’cat’, ’N’)]),
([’siete’], [(’cat’, ’N’)]),
([’ocho’], [(’cat’, ’N’)]),
([’nueve’], [(’cat’, ’N’)]),]

Note that instead of having the token num , at the moment that there is no
lexical analyzer available, the parser for simplicity directly recognizes only the
numbers from zero to nine.

Now, we will see the behavior of this analyzer. To start its execution we write:

python mgtdbp.py arithmeticesp E 0.0001

If we request it to analyze the input “cinco más dos por cuatro”, the follow-
ing output is obtained:

: cinco más dos por cuatro

parse found

0.0116989612579 seconds

(h for help):

which indicates that the analysis has been successful. Now, we request through
the d option to generate the derivation tree pertinent to this analysis and it
generates the tree of Fig. 4 as a result.

Now, we are interested in how from this tree we can generate the Python code
corresponding to our input statement. Analyzing the structure and information
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*

*

:: =T =E1 E *

*

 :: =N =T1 T cuatro :: N

*

*

 :: =M =N T1 por :: M

dos :: N

*

*

 :: =P =T E1 más :: P

*

 :: =N T cinco :: N

Fig. 4. Derivation tree of “cinco más dos por cuatro”

the tree contains, the answer is: by means of a postorder traversal starting by
the right child.

In this manner, we add a small code generator that performs a postorder
traversal, visiting in a recursive way: the right child, the left child, and the root
of the derivation tree that the parser generates. In addition, we add the option
of executing the Python code produced by this generator. Then, the generation
and execution of the output code are requested through the option cgae, as
follows:

(h for help): cgae

Python code generated: 5+2*4

Code evaluation in Python: 13

and as we can see, precisely the expected result is obtained and with it, the first
basic minimum prototype that implements our proposed design of a natural
language compiler.

We end this section showing the output corresponding to a slightly more
complex example (Fig. 5):

: cinco más dos por cuatro más tres por siete

parse found

0.0524749755859 seconds

(h for help):

*

*

 :: =T =E1 E *

*

 :: =N =T1 T siete :: N

*

*

 :: =M =N T1 por :: M

tres :: N

*

*

*

 :: =P =T =E1 E1 más :: P

*

*

 :: =N =T1 T cuatro :: N

*

*

 :: =M =N T1 por :: M

dos :: N

*

*

 :: =P =T E1 más :: P

*

 :: =N T cinco :: N

Fig. 5. Derivation tree of “cinco más dos por cuatro más tres por siete”
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(h for help): cgae

Python code generated: 5+2*4+3*7

Code evaluation in Python: 34

If you want to test with more inputs, consult the details of the code generator
implementation or of the other compiler’s components, please refer to the code
of the compiler prototype directly (available in [22]).

5 Prototype Evaluation and Results

Our general strategy to evaluate our compiler prototype is to write a set of tests
which consists in a set of arithmetic expressions written in natural language
together with its corresponding numeric representation and evaluation. In this
way, our plan is to enter the arithmetic expression written in natural language
in our compiler prototype and then verify that the generated output is in fact
the numeric representation and evaluation written in advance. If both agree, we
succeeded, otherwise, there is an error. For example, we write dos más tres
2+3 5 in advance; then, we enter dos más tres in our compiler, the compiler
generates 2+3 5 as output and finally we check that in fact 2+3 5 (the output)
is equal to 2+3 5 (written in advance); if for some reason they are not equal,
there is an error.

To avoid writing the tests set by hand, we automated this process by devel-
oping a test generator:

python testg.py itests.txt ovrf.txt 100 20

This generates a set of 100 input tests where each arithmetic expression has
at most 20 operands. In file itest.txt the arithmetic expressions written in
natural language were placed (together with the necessary instructions to ask
the compiler to translate each of them):

cinco más tres mas seis más nueve por tres

cgae

n

uno por cinco por cinco

cgae

n

...

whereas in file ovrf.txt their corresponding numeric representations and eval-
uations were written as:

5+3+6+9*3 41

1*5*5 25

...
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now, in a Unix system we can enter the file itests.txt as the compiler’s input
and write the output in out.txt as follows:

python mgtdbp.py arithmeticesp E

0.0000000000000000000000001 < itests.txt > out.txt

next, we clean the unnecessary output information generated by the compiler:

python clean.py out.txt outc.txt

and the cleaned output (in file outc.txt) is:

5+3+6+9*3 41

1*5*5 25

...

Finally, we have to check that each of these numeric representations and evalu-
ations are equal as those written in advance, that is, to check that each of these
inside the file outc.txt are the same as those in ovrf.txt. One simple way to
verify this is by checking that files ovrf.txt and outc.txt are exactly equal,
this can be carried out in a Unix system using the cmp command:

cmp ovrf.txt outc.txt

if there is no output (as here) both are equal.
We conducted several experiments with up to 300 arithmetic expressions each

one with 50 operands at most and all of them were correct. These experiments
were done on a Linux desktop machine with a 1.9 GHz Intel i7 processor. The
evaluation tools used in this section are available together with the compiler
prototype in [22].

6 Conclusions and Future Work

Building a natural language compiler has been one of the most difficult objec-
tives to achieve since the beginnings of artificial intelligence. We considered that
the main problem to build a natural language compiler in the same sense pro-
gramming language compilers are built today is the natural language syntactic
analysis. Due to this, our proposed idea is very simple; to use a natural language
syntactic analyzer as front-end and then simply perform the subsequent typical
phases of the compilation process of a programming language. In other words, to
take the classic design of a programming language compiler as basis, but instead
of using a parser that only works with CFGs (like the majority of programming
language compilers do) use a parser that works with some type of grammars, in
principle MGs, that are capable of expressing natural language.
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Throughout this article, we showed that it is possible to build a compiler
that implements this idea in practice and that can be used in real life. Of course,
this is only a first step that marks the beginning of a long way to walk in the
future. Now, we want to support a wider language than simply the language of
arithmetic expressions written in natural language. In order to achieve this, our
plan is to progressively add more and more natural language statements. Cer-
tainly, in this work it might happen that by adding a statement a MG grammar
might not be able to express it; however, we think that this would be far from
being negative given that this would offer practical evidence that MGs are not
able to model all natural language. If this were the case, a possible alternative
would be that with the earned feedback, an attempt to strengthen the definition
of a MG would be made in order for it to express what is required.

A more radical option would be to use the range concatenation grammars
(RCGs) [3,4] which are known for being more expressive grammars than MGs
while still, the complexity of its syntactic analysis is polynomial [13], which
makes them an ideal candidate to be used in our compiler. At this point, the
reader might ask why if RCGs have such ideal properties for our purposes they
were not used instead of using MGs. We considered that our main contribution
is the natural language compiler’s design and architecture that we proposed.
To develop a first prototype that would implement this design, we decided to
use MGs partly because they are the most expressive of the MCSGs and partly
because as Jäger [10] mentions, the majority of experts agree that natural lan-
guages are MG languages so, if this is true, there is no need to use more expressive
grammars. This is one of the things we wish to confirm in the future. On the
other hand, the fact that we have experimented with MGs does not stop us at
all from experimenting at par with RCGs; this is another task we plan to do as
future work.

All in all, we consider that this work is a first step that opens a path to
explore in the future. As a final goal, we think that it is in fact possible to reach
the elusive objective of building a natural language compiler.
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Abstract. Text classifiers that extract their features with pure statis-
tical methods are not very useful when there is an extended range of
types to classify. They also lack a deeper understanding of the classified
data. The use of some semantic methods can improve the efficiency and
effectiveness of the purely quantitative approach. This work explores the
use of a semantic approach based on a similarity measure to build a
vector model containing some semantic evidence. This vector model is
used to improve a Maximum Entropy-based text classifier. Experiments
show that the F-measures obtained using this approach are competitive.
One may conclude that the use of semantic analysis is an excellent com-
plement to statistical approaches and produces better performance and
high-grade results.

Keywords: Organizational knowledge · Knowledge management
Semantic technology · Semantic web · Text classification

1 Introduction

The text classification is an integral part of any pattern recognition system.
In this way, the classifier is a fundamental piece in the study of the under-
standing and comprehension of the human knowledge by the computers. The
classifier lines up the knowledge according to specific criteria that help to focus
and address more efficiently. Mirończuz et al. in [23] make a review of classifiers
that extract their classification features with statistical methods. However, these
approaches are less effective when there is a poor understanding of the data or
when there is an extended range of types of contents to classify. To overcome
these statistics issues, this work has turned to use more semantic approaches.
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This proposal uses similarity models to select representative characteristics
in the text classification; particularly, in extraction task on natural language
sources. These models lead to detect if there is semantic evidence, a type of cor-
relation of the meaning between texts and provide a filter of relevant features.
The text classification is based on developing a process to extract semantic evi-
dence and build a similarity measure between the n-grams of some texts to be
classified. This work explores some classification models based on semantics,
semantic distribution models, and similarity measures. Two probability distri-
bution models: Naive Bayes and Maximum Entropy (MaxEnt) are enhanced
with this semantic approach. Diverse methods have been proposed to classify
the text. However, these methods still have limitations in the way that they do
not consider semantic evidence or semantic relations between the characteristics
extracted. Therefore, they may overlook some essential elements which could be
necessary for text classification. Machine learning-based text classification has
recently shown great promise. Further, it has been shown that well-chosen fea-
tures can improve classification accuracy substantially or reduce the amount of
training data needed to obtain the desired level of performance [6].

The fundamental contributions are: (1) A three steps strategy to build a
classifier with semantics is presented. (2) Experimental results to illustrate the
efficiency and effectiveness of the algorithms are described. (3) It is shown that
this classifier can adapt to any number of categories, without the need for re-
training or fine-tuning.

2 Related Work

Since computing syntactic tools emerged to analyze information, the text classi-
fication has been evolving and has had several different types of models that were
proposed for estimating continuous representations of the words. Bag of words
(BOW) [11] is a highly efficient model due to its simplicity (economic comput-
ing); however, since the order of the words is not kept, there is a significant loss
in their meaning or ambiguity.

According to Bayesian’s classification, described in [3], this model is of simple
implementation, and it has a good computing performance. But, since it is semi-
supervised learning, it requires a significant amount of trained data in order to
obtain good results. The same as BOW, it does not consider syntactic structures
and, even less, semantic structures. The Vector Space Models [28] are highly
used in the practice because they are useful in high dimensional spaces, even
with very small training sample sizes. They use a subset of training points in the
decision function (called support vectors), so they also are memory efficient [29].
Nevertheless, the number of features is much higher than the number of samples
and avoiding over-fitting in choosing kernel functions, and regularization terms
are crucial. All of them have been acceptable performance solutions but are based
on statistical data to set the relation of a word with the class. Therefore, being the
aim of this work to create a model of classification based on semantic assumption,
it has been initiated with the statistical approaches as a starting point so, in
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further works, there is a baseline to evaluate works where the formal semantic
techniques are used. Although this work does not reach a formal semantic model
properly, it follows its bases as semantic fields and traits.

3 Distributional Semantics Approaches

The DS is a branch of study that explores how statistical analysis of large cor-
pora, and in particular word distributions and statistical, can be used to model
semantics [16]. In this work, the Latent Semantic Analysis (LSA) and Word2Vec
models were chosen because they are two of the most active for word meaning
representation, although we do not discard other works such as [25] to mention
a few.

The LSA [14] extracts and stands for the meaning of the words in context
through statistics treatments applied to a large body of texts. It was developed
to capture hidden word patterns in a text document. It is important to highlight
that the semantic is taken by understanding terms as references. Mapping of
discrete entities in a space and a process simplification with a dimensionality
reduction are characteristics that make LSA particularly attractive. However,
LSA requires a relatively high computational performance and memory in com-
parison to other information retrieval techniques and the difficulty in determining
the optimal number of dimensions to use [15].

The Word2vec [20,21] consists of two neural network language models [1].
It uses vector-oriented reasoning between words and defining features of Neural
Network Language Model, where the words are depicted as high dimensional
real-valued vectors and generate a representation model. It aims to identify con-
textual patterns that get some semantic evidence. Thus, it develops a framework
using a model of Recurrent Neural Networks (RNN) that preserves a track of
each analyzed sentence hence representing the text with striking syntactic and
semantic properties although the model does not have any knowledge of syntax,
morphology or semantics. Although it is purely statistical, in [13] the author
shows that semantic relationships are often preserved in vector operations on
word vectors. Recent optimizations were in [21]. Here, the knowledge encoded
in the Word2vec space is integrated with Hyper-parameter free, highly inter-
pretable, and naturally incorporated and it leads to high retrieval accuracy.

The comparative analysis [1,4], shows an intrinsic difference between LSA
and Word2vec. Such a difference is that while LSA is a counter-based model,
Word2vec is a prediction-based model. Word2vec is used in this proposal since it
obtained better results in prediction inference. However, it should be mentioned
that Word2vec’s performance decrease in small corpora is grounded and it needs
several training data to fit its high number of parameters.

4 Semantic Approaches

This work regards the semantic approaches to the ones that are based on the
explicit relation between their elements. Usually, their structures are formed by
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graphs or ontologies. These models are of high interest since they are based on
pre-established hierarchies and rules that favor the results of the text classifica-
tion.

There are a few text classification studies that use isolated semantic analysis
to classify. However, approaches such as [19] compared with probabilistic statisti-
cal model, the association rule method pays more attention to utilize association
relation among features for classification. Other approaches use WordNet [22],
a lexical semantic network in which nodes correspond to word senses. Séaghdha
[30] uses graph-based kernels [32] on WordNet for a classification and attains very
good performance according with SemEval-2012 [31]. Up to now, the previously
described approaches achieve good results in specific domains, but they are lim-
ited because they use pre-built structures with rules to succeed and supervision
is required. Compared with them, this study approach generates semantic struc-
tures of texts in the natural language that serve as features in the text classifica-
tions and avoids limitations of the approaches previously described. To achieve
this, it is proposed to combine the previous DS approaches and the described
NLP tasks, together with the ontologies and the rules association methods to
have a new classification model. The following section describes a fundamental
concept for the generation of semantic structures or proxies.

5 Semantic Evidence

The semantic evidence is linked to the existence of enough connections between
the features of two or more elements for sustained evidence and a semantic
related to their meaning (meaning of the compared). Such connections are
obtained by measuring the space and distance between the elements. Tools of
semantic measure estimate the strength of the semantic relationship between
units of language through a number according to the comparison of information
supporting their meaning. In other words; Semitic evidence is depicted by a value
that indicates a grade of the relation between one word and its features, accord-
ing to with to this competition with another word and its characteristics. Such
comparison only can measure with semantic that which we will review later.

The semantic measures compare the relatedness or the similarity of one, or
more than one, of the elements. Harispe et al. [10] defines the semantic related-
ness as the strength of the semantic interactions between two elements with no
restrictions on the types of the semantic links, as well as the semantic similar-
ity as a subset of the notion of semantic relatedness only considering taxonomic
relationships in the evaluation of the semantic interaction between two elements.
Thus, to extract semantic evidence, there is a great variety of measuring met-
rics that may be. However, all of them, as a whole, are based on strengths and
relations.

Once the evidence is obtained, semantic proxies can be generated, which are
the features of a word, originated by the existence of the relations between the
semantic elements, e.g., words and concepts; that is, what similar properties are
there between the terms based on their meanings. It is important to mention
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that the quality of the proxies depends, in a high grade, on the techniques that
these semantic measures use.

5.1 Similarity Measure

In this work, semantic evidence that is sustained by the similarity of a word was
used. The measures between words and features are obtained through Semantic
Measures models that are the approaches designed for comparing semantic enti-
ties such as units of language, e.g., words, sentences, or concepts and instances
defined into knowledge bases. Tversky, in his Studies of Similarity [36], proposed
a Feature Model that can be used to analyze the similarity relations between
words according to a feature-matching function F which makes use of their com-
mon and distinct features. Thus, the similarity is formally described as:

simF (u, v) = F (U ∩ V,U \ V, V \ U) (1)

where U and V are sets of features, F increases when distinct common features
are added or removed. Therefore, for the aim of this study, only the featured
shared have been used. The differences between U and V are excluded since,
in the vector, they represent distant elements. There is a lack of meaning in
common, also known as semantic scarcity or non-semantic element. Tversky [36]
proposed two models, the contrast model simCM and the ratio model simRM

to compare two objects u and v represented through sets of features U and V

simRM (u, v) =
αf(u ∩ v)

αf(u ∩ v) + βf(u − v) + γf(v − u)
(2)

The symmetry of the measures produced by the two models can be tuned accord-
ing to the parameters α and β. This enables the design of asymmetric measures.
The major constructs of the feature model is the function f which is used to
capture the salience (outstanding feature of a stimulus such as intensity or fre-
quency) of a (set of) features [36]. Therefore, the operators, ∩ and ∪ are based
on feature matching (F ) and the function f evaluates the contribution of the
common or distinct features to estimate the similarity. In this approach, the
ratio model similarity is used as a possible way of normalization. Figuring out
the similarity according with the Ratio Feature Model, it happens that if w1 =
beer and w2 = soda are is compared (where their features were extracted from
Wikipedia sources). So, it is obtained that,

A =

⎡
⎢⎢⎢⎢⎣

barley
yeast
alcohol
hop
fermented

⎤
⎥⎥⎥⎥⎦

, B =

⎡
⎢⎢⎢⎢⎣

sugar
carbonate
drink
sweetened
flavorings

⎤
⎥⎥⎥⎥⎦

A ∪ B = C

A matrix that includes features of each term was generated, and each of the
term-feature distances was determined by
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D =

⎡
⎢⎢⎢⎣

c1 p(w1, c1) p(w2, c1) . . . p(wn, c1)
c2 p(w1, c2) p(w2, c2) . . . p(wn, c2)
...

...
...

. . .
...

cn p(w1, cn) p(w2, cn) . . . p(wn, cn)

⎤
⎥⎥⎥⎦ =

cn p(w1, cn)p(w2, cn)⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

barley 0.529 0.346
yeast 0.517 0.386

alcohol 0.555 0.435
hop 0.512 0.365

fermented 0.600 0.493
sugar 0.527 0.444

carbonate 0.555 0.580
drink 0.771 0.562

sweetened 0.528 0.487
flavorings 0.443 0.451

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

The first column is formed by characteristics; the second column is the result
of the similarity between word 1 and characteristic 1; the third column is the
similarity between word 2 and characteristic 1.

Then, just the values with an acceptable similarity degree must be kept. To
do so, the longest distance between the features will be fixed as an acceptable
limit, e.g. In the matrix C, the closest relation/linear distance that exists between
sugar respecting soda, which is 0.444. Any lower value will not be considered (in
other words, there is a lack of semantic similarity). At last, the array is sorted
according to with the Model of Features; to do so, the current terms features are
turned on in order to obtain the following binary arrays:

u = {1, 1, 1, 1, 1, 1, 1, 1, 1, 0}, v = {0, 0, 0, 0, 1, 0, 1, 1, 1, 1}
where α = 2, β = 1 and γ = 1, and f the cardinality of sets,

u ∩ v is the set of positions {i|ui = vi = 1}
u \ v is the set of positions {i|ui = 1, vi = 0}
v \ u is the set of positions {i|ui = 0, vi = 1}

substituting, it is found that

simRM (P,Q) =
2|{5, 7, 8, 9}|

2|{5, 7, 8, 9}| + |{1, 2, 3, 4, 6}| + |{9}| =
8

8 + 5 + 1
= 0.571

When α = 0 instead of a similarity function we get a distance function. Thus,
the result is an index of similarity based on features. For this example, features
extracted from a vector of Wikipedia are used; however, it is possible to use
n-features from different sources. It is necessary to consider that the semantic
evidence factor must be homogenized in all the cases.

There are more measures similar to this model, more distinguish are
Minkowski Lp Distance metric simLP

[18], Cosine similarity simCOS [34] and
Pearson’s product-moment correlation simPER [33]. However, for this study,
there is no much improvement if a more complex variation of the model is used.
The model proposal of this work uses the semantic evidence model as binary
units to determine the meaning, understanding this meaning as distance and
closeness of a word respecting another. These measure metrics do not consider
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the context nor logic questions as inferences (though, perhaps there would be
some more complex models where they are introduced). It has been noted that
they are simple mathematical approaches; but, that in a first instance, they could
be a starting point for more complex analysis, such as the ones of language pro-
cessing.

The proposed method relies on to prove the classification methods previously
mentioned with the intention of comparing results (particularly, commercial clas-
sifiers of an open-closed domain). Especially to know the evidence degree of
semantics (SemEval is used to compare the results and to obtain the percentage
of effectiveness), and so, to determine if the methods succeeded in a similar way
as the one obtained through formal semantic analysis. Regarding the preparation
of the components, all the vectors were created by using the WMD algorithm.
The corpses came from different sources, especially Spanish corpuses like Ancora
lexicons [35], SenSem (Sentence Semantics) [9], Real Academia Española (RAE)
[27], and Wikipedia were taken. Besides, Wordnet version three was used as
similarity framework and as a validation method in the WMD vectors (recently
created); however, WordNet is not finished in Spanish, so a translation English-
Spanish was required to enable the language. To cleanse the terms, the algo-
rithms of fuzzy lookup based on Valentin’s works were used, for label lookup
[38], for the entity matching. For the Natural Language Processing, the Stan-
ford CoreNLP framework was used. It was useful that the 3.9 version included
the Spanish universal dependencies.

6 Semantic Classification Process

The earlier tasks of text cleaning were essential for the classification process
because they might affect the quality of the final result. The scope of this docu-
ment is limited only to the classification task. Nevertheless, it is outstanding to
mention [12], which proposes a broad reference in spelling correction and noise
channel methods.

The semantic classification process consists of three main tasks. The first task
determines the existence in the lexicon of the word to be classified. There are two
types of reference sources: formals, that means they belong to an organization or
group that formalizes the word and assigns one or more definitions, for example,
dictionaries or encyclopedias. Also, the second source is the open communities
or public domain. The kind of reference source helps to classify the role of the
word. The formal sources provide technical terms as classes also called TBox
statements, while the other open-resources are taken as an instance, an individual
or are called ABox.

The second task aims to find semantic evidence in words to be classified,
in another way, that is, extracting relevant features that support the relations
with more strength between concepts. The semantic proxies are generated and,
later, will be used in the building of a graph that supports the classification.
The searching process of semantic evidence is composed of three sub-tasks: 1.
The definitions of the words to be classified in reference sources are sought.
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2. The named entities are recognized and extracted using Gibbs Sampling [5],
these elements are natural to extract and can measure the percentage of entities
found. 3. The lexical elements are extracted to give support such as nouns,
verbs, and some adjectives, and dependence analysis is used to prioritize the
links, discard features and establish relevance in the base of the closeness of the
root element of the sentences. The result of this last task is a semantic-graph,
where the concepts depict the features extracted from the term to be classified.
In this task, it is found that the more iterations, the more characteristics can be
extracted. Despite this, the higher the computing process exponentially grows.

In the third task, the terms that were found with a high similitude were
selected. The measure is made using vectors. For practical use in this work, it
has been established that the lesser scale, the higher the semantic relation, and
the opposite happens at a higher distance (the lowest the semantic relation).
Thus, features with the highest semantic evidence are selected. A matrix M
is created where the classes and distance values from every feature are settled.
Using M, a model of probability (MaxEnt) is trained to re-classify the new values.
The last step consists of using the trained model with the word to classify. The
result is an ordered list with the classes that have a higher percentage.

6.1 An Example of Classification

After trying Decision Trees and Naive Bayes [17], it was determined that the
classification for MaxEnt [24] has better performance for this type of text clas-
sification. The MaxEnt formula used here is described as:

p(c|d) =
1

Z(d)
exp(

∑
i

λifi(d, c)), Z(d) =
∑
c

exp(
∑
i

λifi(d, c)) (3)

where c is a characteristic and d is a document, with each fi(d, c) is a fea-
ture, λi is a parameter to be estimated Z(d) is simply the normalizing fac-
tor to ensure a proper probability. A set of weights are parameterized witch
combine the joint-features that are generated from a feature set by an encod-
ing. For example, if Heineken is to be classified based on the catalog of prod-
ucts of the United Nations (UN), it is necessary to extract from Wikipedia
definition, where the information retrieval task returned two proxies, labels =
{barley, beer, alcohol, bottle, pilsner}. And, from the UN catalog, five potential
classifiers are found: UN = {beverage, substance,music, toys, drugs}. Now, M
is equal to the similarity that was obtained from every classifying-label,

M =

⎛
⎜⎜⎜⎜⎝

label p1 p2 p3

beverage a : 0.549 b : 0.407 b : 0.301
substance a : 0.310 b : 0.298 c : 0.335

music a : 0.211 b : 0.229 d : 0.263
toys a : 0.291 b : 0.244 e : 0.355

drugs a : 0.271 g : 0.239 h : 0.208

⎞
⎟⎟⎟⎟⎠

Please note that the features pn may vary according to each classifier; thus, the
beverage contains the labels a, b and d while the classifier substance contains
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the property c that is unique. Classifiers with less similarity, such as drugs, have
features g and h. The amount and heterogeneity of classifiers do not affect the
model of MaxEnt and allows to use classifiers yet with different feature-labels.
Finally, a MaxEnt is applied to the M matrix, and the result is:

⎛
⎜⎜⎝

label score

beverage 0.77
substance 0.43

music 0.27
toys 0.25

⎞
⎟⎟⎠

That is, Heineken is 0.77 similar to a beverage. Here, the label “beverage” has
a better score, so it is chosen as the class. Lastly, in case of having groups of
classes MaxEnt can be used in a series of iterations, where the pre-configured
catalogues are organized in groups. That means that every family-level requires
a sub-series of new classifications using formula 3.

7 Experimentation and Results

In order to prove this model, A prototype that classifies products and services
according to the United Nations Standard Products and Services Catalogue
(UNSPSC) [37] was built. The aim was to know the model performance in a real
environment where the words are connected with previously defined catalogues.
Table 1 shows the taxonomy of the catalog [8], that is a structure with four levels
called Segment, Family, Class, and Commodity. The segments are divided into
four groups which are ordered in a way that represents how value is added to
products in the supply chain.

Because the open datasets do not contain information about categories, a new
dataset with 100 terms to be classified was built, starting out of the Goodrela-
tions Dataset [7] (an open data set of services and products) and the labels were
included manually. These were divided into four different groups: a are con-
cepts, e.g., beer. b are individuals, such as beer brands, for example, Heineken.
c are terms composed by nuns, for example, Economic politics; and finally, d is
composed verbs form the most complicated group, for example: eating fast, or
adjectives, like European Economic Community.

Table 1. Example of the UNSPSC taxonomy.

Level Description

Segment The logical aggregation of families for analytical purposes

Family A commonly recognized group of inter-related commodity categories

Class A group of commodities sharing a common use or function

Commodity A group of substitutable products or services
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Semantic evidence was obtained from different sources like Wikipedia, Wiki-
Dic, RAE, and WordNet. Two similar classifiers were selected to compare with
our proposal: Paralleldots [26] and FastText [2], this approaches are semi-
supervised and utilize similar methods.

Table 2 demonstrate that the semi-supervised classifiers are more successful
in classifying conceptual words, mainly because the training dataset has a large
number of conceptual terms. However, to classify words like individuals or com-
pound data the results were poor. The proposed classifier has more certainty in
classifying any words, even with words that were never trained. In general, the
classification of concepts is the one that has the best results. The classification
of individuals goes as low as 0.79; however, there are some critical ambiguity
issues in here, e.g., the term Heineken could be understood as a company, a
product, the last name or as a city. Due to this classifier is limited to products
and services, heuristics were included to just filter these two groups. The classi-
fication of compound concepts, that is, they contain two or more nouns, or they
are formed out of verbs, are much more difficult to be classified.

It was found that the complexity of classifying terms is in the task was the
semantic evidence is extracted, that is, were the features of a term is searched.
The space vector model does not consider the language issues; that means, they
do not interpret the meaning of the words. The relation is given statistically and,
even though they have a good result, yet semantically speaking, there is not a
real comprehension. So, the complex terms do not have good results.

Table 2. Results from the classifier experiments using the F1 score.

Type Our proposal Paralleldots FastText Complexity

Concept 0.79 0.92 0.82 Low

Individual 0.68 0.32 0.21 Low

Composed by noun 0.58 0.28 0.19 High

Composed by verb & adj. 0.48 0.10 0.07 High

8 Conclusions

Tversky’s is an elementary linear model. Up to this point, it is possible to sum-
marize that there are several techniques to classify text, where SVMs have been
the best results given in quantitative scenarios. In SVMs, the distances between
found words for the relation in a determined text might create the empiric effect
of Semantic-Evidence that is required to have a similarity measure. However,
this effect, even though is good, it lacks a formal analysis of both terms. So, the
SVM is essential to find more semantic evidence and to generate proxies with
more semantic meaning. Moreover, techniques of formal semantic analysis could
benefit the tasks of the generation of proxies.
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The result of this work proves that it is possible to make a classification
of word by using semantic measures and improving statistics models. It was
possible to use different resources and compare the results and then to have
a better-extracted feature and, consequently, a better classification. However,
the classification remained limited, and it worked well with isolated words. It is
pending for future works to make some adaptations to improve the process and
so identify compound words and the scope of the classification could be higher.
Incorporation of formal semantic techniques, like compositional and interpre-
tative, will help in the retrieval module because this technique gives a better
understanding of the language than syntactic and statistical approaches.
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Abstract. We present a feature-rich system for automatic evaluation of
surface text coherence in Czech essays written by native and non-native
speakers. The EVALD system, in addition to basic features covering
spelling, vocabulary, morphology and syntax, stands on two main pillars
representing the features closely related to the phenomenon of surface
coherence: discourse relations and coreference. Newly we add a third
pillar, features targeting topic–focus articulation (sentence information
structure). Therefore, we propose and implement a procedure for dis-
closing topic–focus articulation by marking contextual boundness in the
text automatically. The experiments show that EVALD enriched with
topic–focus articulation features succeeds in outperforming the original
system. Further experiments show that the system for essays written by
non-native speakers exhibits different signs in terms of importance of
individual feature sets and the size of the training data than the system
for native speakers.

1 Introduction

This work deals with the automated evaluation of surface coherence in Czech
texts. Given a text, the task is to assign to it a grade that reflects to what extent
the surface coherence is maintained in the text. Specifically, we target texts in
form of essays written by native speakers of Czech as well as by learners of Czech
as a foreign language. Such automated evaluator could then be used by teachers
to facilitate their work in grading the school essays and also by students who
can verify their writing skills in an instant.

In order to address this task, we utilize the EVALD (Evaluator of Discourse)
system, which is currently available in two variants: EVALD 2.0 [14] and EVALD
2.0 for Foreigners [15]. EVALD 2.0 targets essays written by native speakers and
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evaluates their surface coherence in terms of the scale commonly used in Czech
high schools: grades 1–5 (excellent–fail). The variant for foreigners adopts the
internationally recognized scale established by Common European Framework
of Reference for Languages (CEFR), comprising six grades A1–C2 (beginner–
mastery).

The EVALD system takes advantage of two types of features: (i) features
that use information from lower layers of language description, namely spelling,
vocabulary, morphology and syntax, and (ii) text features directly related to sur-
face coherence and reaching also beyond the sentence boundaries. Regarding the
latter type of features, the system so far stands on two main pillars, represented
by features exploiting (1) coreference, and (2) discourse relations.

In this work, we add a third main pillar – features exploiting topic–focus
articulation (sentence information structure). This extension not only makes the
system more robust, but it also improves its performance. We then conduct
follow-up experiments on the complete system, showing that the variants for
native speakers and foreigners considerably differ in two aspects: (1) which types
of features play a key role in the evaluation, and (2) how well they could exploit
additional training data.

The paper is structured as follows. Section 2 presents the EVALD system
and its processing stages. Section 3 describes how we address the topic–focus
articulation. In Sect. 4, we describe the datasets on which the system is trained
and tested. Then two experimental parts follow. While the first one in Sect. 5
evaluates the topic–focus articulation extension, the second one in Sect. 6 carries
out an analysis of the entire system. Finally, we compare our work with related
works in Sect. 7 and conclude in Sect. 8.

2 EVALD

EVALD is a pair of applications for automatic evaluation of surface coherence in
Czech essays written by native (L1) and non-native (L2) speakers, respectively
[23]. The system automatically assigns a grade on an appropriate scale to the
given text, i.e. 1–5 (excellent–fail) for L1, and A1–C2 (beginner–mastery) for
L2.

The decision making of EVALD is based on standard supervised learning. It
thus must be trained on a set of documents that have been manually labeled
with grades of surface coherence. The system first preprocesses the documents
and augments them with rich linguistic annotation. The annotated text is then
described by a set of manually designed features, which are fed along with labels
into the machine learning method. We elaborate on these steps in the following
text.

Text Preprocessing. First, the system performs an automatic analysis of the
raw text data, starting with tokenization and sentence segmentation, and pro-
ceeding to morphological analysis/disambiguation, surface-syntax parsing and
deep-syntax (tectogrammatical) parsing, following the annotation framework of
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the Prague Dependency Treebank (PDT).1 For the analysis from the raw text
up to the tectogrammatical layer, the system uses a pre-defined scenario for
Czech text analysis in Treex, a modular system for natural language processing
[30].

On top of the automatically parsed dependency trees of the tectogrammatical
layer, additional Treex modules perform automatic annotation of phenomena
closely related to the surface coherence. These phenomena form the three main
pillars of the EVALD system. These are:

– explicit discourse relations, i.e. relations expressed by discourse connectives2

(see [22] for details),
– coreference relations (see [16] for details),
– topic–focus articulation represented by a property of contextual boundness

(see Sect. 3 of this paper).

Feature Extraction. From the pre-processed texts, the EVALD system
extracts a list of 180 features, divided into the following feature sets: spelling
(2 features), vocabulary (4 features), morphology (26 features), syntax (19 fea-
tures), discourse (24 features), coreference (94 features), and newly topic–focus
articulation (TFA; 11 features). Table 1 gives an overview of types of features in
the individual feature sets, including the newly added feature set for the topic–
focus articulation.

Learning Method. The extracted features are subsequently processed by the
Random Forest algorithm implemented in the Waikato Environment for Knowl-
edge Analysis (WEKA) toolkit [7].3 As a result, the system assigns a mark to
the text, evaluating the level of the text coherence: 1–5 for L1, and A1–C2 for
L2.

3 Topic–Focus Articulation

Along with discourse relations and coreference (and anaphora generally), topic–
focus articulation (TFA; also known as sentence information structure) is
1 The Prague Dependency Treebank (for its last version 3.5 see [6]) is a corpus of

Czech newspaper texts (containing almost 50 thousand sentences) with a multi-
layer annotation in the theoretical framework of the Functional Generative Descrip-
tion, see [26,27]: it contains manual annotation on morphological, surface syntactic
and deep semantico-syntactic (tectogrammatical) layers. On top of the dependency
trees of the tectogrammatical layer, the PDT also contains manual annotation of
coreference, discourse relations including annotation of discourse connectives, and
topic–focus articulation.

2 As a theoretical background for capturing discourse relations in text, the approach
described in [19] is used. It is based on the approach used for the annotation of
the Penn Discourse Treebank 2.0 (PDTB; [20]). Both these approaches are lexically
based and aim at capturing local discourse relations between clauses, sentences, or
short spans of text.

3 Weka toolkit ver. 3.8.0, downloaded from http://www.cs.waikato.ac.nz/ml/weka/.

http://www.cs.waikato.ac.nz/ml/weka/
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Table 1. Overview of feature sets in the EVALD systems. Please note that all absolute
numbers are normalized to the length of the text.

Feature set Overview of features in the set

Spelling Number of typos, number of punctuation marks

Vocabulary Richness of vocabulary expressed by several measures,
average length of words

Morphology Percentage of individual cases, parts of speech, degrees
of comparison, verb tenses, moods, etc.

Syntax Average sentence length, percentage of sentences
without a predicate, number and types of dependent
clauses, structural complexity of the dependency tree
(number of levels, numbers of branches at various
levels), etc.

Discourse Quantity and variety of discourse connectives
(intra-sentential, inter-sentential, coordinating,
subordinating), percentages of four basic classes of
types of discourse relations (temporal, contingency,
contrast, expansion) and numbers of most frequent
connectives, etc.

Coreference Proportion of 21 different pronoun subtypes, variety of
pronouns, percentage of null subjects and several
concrete (most commonly used) pronouns, number of
coreference chains (intra-sentential, inter-sentential)
and distribution of their lengths, etc.

TFA Variety of rhematizers (focalizers), number of
sentences with a predicate on the first or second
position, percentage of (contrastive-) contextually
bound and non-bound words (more precisely: nodes in
the tectogrammatical tree), percentage of SVO and
OVS sentences, position of enclitics, percentage of
coreference links going from a topic part of one
sentence to the focus part of the previous sentence, etc.

considered one of key elements contributing to text coherence (see, e.g., [32]). It
deals both with the word order within individual sentences, as well as with the
way the text is built from sentence to sentence, i.e. how a sentence connects to
the previous one – the most common connections being “continuous topic”, see
Example 1, and “progression of focus”, see Example 2.4

(1) Lucia has a dog. She likes taking it for a walk each day.
(2) Lucia has a dog . It is a yorkshire terrier.

4 A similar phenomenon based on the Centering Theory [9] and its theoretical con-
tribution to evaluation of the text coherence (especially of so-called “rough shifts”)
was studied in [12].
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The theory of topic–focus articulation has been established within the theo-
retical framework of the Functional Generative Description (see [4]). It describes
a bipartition of a sentence into its topic and focus parts, based on a principle of
aboutness: the topic is the part of the sentence that is spoken about, while the
focus is the part of the sentence that declares something about the topic.5

In [3] and [21], the authors show that this bipartition can be automatically
derived from contextual boundness of individual nodes in the dependency tree
of the tectogrammatical representation of the sentence. Each element (node)6

of the underlying structure of the sentence (tectogrammatical dependency tree)
carries the feature “contextually bound” or “contextually non-bound”. In addi-
tion, contextually bound elements in the topic of the sentence can be either
contrastive, or non-contrastive. Contrastive contextually bound sentence mem-
bers differ from the non-contrastive ones in the presence of a contrastive stress
and in their semantic content – they express contrast to some previous context
(e.g. at home – abroad).

Annotation of Contextual Boundness in EVALD. The algorithm for auto-
matic annotation of contextual boundness used in the EVALD system is an
extension of the algorithm for a pre-annotation of contextual boundness pub-
lished in [13]. The original rule-based algorithm was now newly re-implemented
as a module in Treex and – in order to improve coverage of the annotation – sup-
plemented by many additional rules. The hand-made rules exploit information
from all levels of (automatic) text processing in Treex (mostly focusing on infor-
mation from the deep syntactic – tectogrammatical – layer), see three simplified
examples 3, 4 and 5 of such rules (more details in [13]):

(3) Nodes representing the main predicate of the sentence whose lemma does
not appear in the previous sentence are marked as contextually non-bound.

(4) Nodes representing an anaphor of a coreference relation are marked as con-
textually bound.

(5) Nodes representing a free modification specifying the governing noun that is
contextually non-bound are marked also as contextually non-bound.

The original system [13] was intended as a first step in a manual annotation
of the data and therefore used only highly reliable annotation rules, covering
only 41% of TFA-relevant nodes,7 with precision of 96%. The goal of the new
system was to perform a fully automatic annotation of contextual boundness of
(most of) the TFA-relevant tectogrammatical nodes, and to this end, it needed
to resort also to less reliable rules. The 12 rules (or schemas of rules) from the
original system were modified in this manner and further supplemented with
11 additional rules (or schemas of rules). The final version of the annotation
5 The topic/focus categories in general do not need to overlap with given/new infor-

mation (see [5]).
6 With some exceptions, see below.
7 Some types of tectogrammatical nodes, such as coordinating nodes, are not TFA-

relevant, i.e. not annotated as contextual bound or non-bound.
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procedure covers 94% of all TFA-relevant nodes, with precision of 83%. Table 2
summarizes the results of the automatic annotation of contextual boundness,
measured on the evaluation test data of the Prague Dependency Treebank.8

Table 2. Results of the automatic annotation of contextual boundness measured on
the evaluation test data of the Prague Dependency Treebank; b stands for contextually
bound, cb for contrastive contextually bound, nb for contextually non-bound, ‘-’ for
not automatically annotated.

PDT\auto b cb nb -

b 17 596 194 3 018 1 701

cb 741 114 1 110 1 771

nb 6 074 27 36 917 1 063

4 Datasets

In the experiments, we utilize two datasets described in detail in [16]. One dataset
consists of texts written by Czech native speakers (L1), the other one by non-
native speakers (learners) of Czech (L2). The datasets have been compiled from
several language acquisition corpora available for Czech, namely the MERLIN
corpus [1], CzeSL-SGT/AKCES 5 [24], and Skript2012/AKCES 1 [25]. Table 3
gives basic statistics about the size of the two datasets and numbers of documents
labeled with a particular grade. As the datasets are of a medium size, we do not
split them to fixed training and testing portions. We rather exploit all the data
for both training and testing in a 10-fold cross-validation fashion.

Table 3. Basic statistics about the datasets for L1 and L2, in total and for individual
marks.

L1 dataset 1 2 3 4 5 Total

# documents 484 149 121 239 125 1 118

# sentences 20 986 4 449 2 913 3 382 939 32 669

# tokens 301 238 65 684 40 054 43 797 11 379 462 152

L2 dataset A1 A2 B1 B2 C1 C2 Total

# documents 174 176 171 157 105 162 945

# sentences 1 802 2 179 2 930 2 302 1 498 10 870 21 581

# tokens 15 555 21 750 27 223 37 717 21 959 143 845 268 049

8 The whole data of the Prague Dependency Treebank have been manually annotated
for contextual boundness, see [18].
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5 Evaluation of the TFA Extension of EVALD

We have conducted several experiments to test whether the new feature set that
captures topic–focus articulation proves useful for the overall performance of the
EVALD system. The new system containing the TFA extension is denoted as
EVALD-All+TFA in the following. First, we describe the evaluation measures
and the baseline systems.

Evaluation Measures. A straigthforward measure that can be applied for this
task is the standard accuracy. We report it, too, but only as a complementary
measure.

As the datasets are compiled from multiple sources, their distribution over
grades should be considered random. The true distribution of grades would be
almost impossible to acquire. It thus seems to be the best strategy to treat the
data as if the grades were equally balanced.

The macro-averaged F-score satisfies this requirement. For every grade, pre-
cision and recall must be first calculated and combined in F-scores. The F-scores
are subsequently averaged over all grades, i.e. sum of the F-scores is divided by
the number of grades.

Baseline Systems. We compare performance of the TFA extension with two
baselines, representing previous versions of the EVALD systems. EVALD-Coref
is the version of the system proposed and evaluated in [16]. It incorporates
vocabulary, discourse and coreference features.9 EVALD-All is the version that
involves all the features described in Sect. 2, except for the TFA features.

Evaluation. Table 4 shows results of the evaluation using 10-fold cross-
validation. Most importantly, the EVALD system with the TFA extension out-
performs both baselines, both for L1 and L2. It shows that the TFA features
positively contribute to predicting the surface coherence level of a text, which in
general confirms that topic–focus articulation is one of key aspects in maintain-
ing surface coherence.

We also observe a gap of around 15 points between F-scores achieved on
the L1 and the L2 datasets. It may indicate that estimating the level of surface
coherence is far more difficult in the texts written by native speakers than in the
texts created by learners of Czech as a foreign language.

Finally, a disproportion between the accuracy and the macro-averaged F-
score on the L1 dataset is a consequence of the skewed distribution of grades in
this dataset (see Table 3). Note, e.g., that documents labeled with the mark 1
are four times more frequent than those labeled with the mark 3.

9 In [16], they distinguish pronoun and coreference features. Here, we denote the union
of these two sets as coreference features.
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Table 4. Performance of the EVALD systems augmented with the TFA features com-
pared with the two previous versions of the system.

System L1 L2

Macro-F Acc (%) Macro-F Acc (%)

EVALD-Coref 46.0 65.7 59.0 64.3

EVALD-All 45.8 66.2 60.7 65.6

EVALD-All+TFA 47.5 67.0 62.9 68.0

Table 5. Ablation analysis – performance of the EVALD systems with individual
feature sets removed.

System L1 L2

Macro-F Acc (%) Macro-F Acc (%)

EVALD-All+TFA 47.5 67.0 62.9 68.0

– spelling 47.0 66.7 59.8 65.0

– vocabulary 44.9 65.5 59.9 65.3

– morphology 47.5 66.7 60.3 65.8

– syntax 46.3 66.7 62.0 67.0

– discourse 45.6 66.2 60.8 65.3

– coreference 44.6 65.8 61.3 65.6

– TFA 45.8 66.2 60.7 65.6

6 Overall Quality of the System

Ablation Analysis. The present results of extending the EVALD system with
the TFA features as well as the results from the previous works extending it with
discourse-related features [22] and coreference-related features [16] all show that
these phenomena are valuable indicators of the level of surface coherence, even
if they are modeled automatically. Nevertheless, the comparison among these
works is not entirely fair, as the EVALD system has been gradually enriched also
with other features of different kinds, namely spelling, vocabulary, morphology
and syntax.

We thus carry out an ablation study, which removes each of the feature sets
from the full EVALD-All+TFA configuration, one at a time. Results in Table 5
show that the importance of individual feature sets crucially depends on whether
the task is being solved on L1 or L2 texts. The only feature set that seems to be
among the most valuable ones for both the datasets are the vocabulary features.
Richness of the vocabulary thus appears to be the key factor that can signal the
level of surface coherence in essays, regardless of whether they were written by
native speakers of Czech or learners of Czech as a foreign language.
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When it comes to the other feature sets, their impact on performance con-
siderably differs between the datasets. As for the L1 texts, the most valuable
features reflect the aspects closely related to surface coherence: coreference, dis-
course relations and TFA. On the other hand, the power of the morphology,
spelling and syntax features to distinguish between the grades is weaker on such
texts. It suggests that if a native speaker makes mistakes in surface coherence,
it would be signaled by errors in higher levels of language description. Since
EVALD is far from modeling these higher levels in their full extent, that is prob-
ably also the reason why it performs much worse on the texts written by native
speakers.

Performance of EVALD on the L2 dataset paints a different picture. Coref-
erence features have the weakest effect, while spelling and morphology features
play an important role here. It suggests that if a learner of Czech as a for-
eign language makes mistakes in surface coherence, it is probable that they are
accompanied by errors in spelling or morphology.

Fig. 1. Learning curves for L1 and L2. (Color figure online)

Learning Curves. Even though performance of the EVALD system has
improved with the TFA feature set, it is still far from perfect, especially for the
L1 essays. A question arises whether collecting more training data would help.
Figure 1 shows learning curves for the EVALD-All+TFA configuration of the
system applied on test portions of the L1 (blue solid curve) and the L2 dataset
(orange dashed curve). It was conducted by replacing the full training data with
their sample of a specified size for each fold of the 10-fold cross-validation, while
the test data remained unchanged.

Whereas the learning curve on the L1 dataset seems to have reached its peak
with less than 200 training documents, the curve for the L2 dataset appears to
be growing further. It suggests that the performance of the system for evaluating
surface text coherence in texts written by foreigners has a potential to slightly
improve with more data. On the other hand, EVALD for texts written by native
speakers is in its current form unlikely to perform better with more training
data.
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7 Related Work

In the following text, we give an overview of similar and also different approaches
in related work and – if possible – compare our results with results presented
there. In several cases, we re-evaluated our system to meet evaluation criteria
of the related work (a smaller number of predicted classes). Note that in most
of the cases, the other systems predict a mark for the overall quality of a text,
while our system predicts a mark for a level of local coherence in a text. The
comparison of performances of the systems needs to be viewed with this fact
in mind, i.e. not only as a comparison of the systems, but possibly also as a
comparison of the difficulty of the two different tasks.

Hancke and Meurers [8] use 1 027 German learner texts from the MERLIN
corpus divided into a training set (721 texts) and a test set (302 texts), both sets
unbalanced, with classes A1–C1. They process the texts up to the surface syntax
layer, extract several groups of features (morphological, lexical, a few groups of
syntactic features), and use the sequential minimal optimization (SMO) classifier
from the WEKA toolkit to predict the overall CEFR level mark of each text
(i.e. not a mark for coherence). They test various combinations of the groups
of features, with results varying from 57.2% to 62.7% in terms of accuracy.
Using all feature groups at once, the system performed worse than any smaller
combination of the feature groups (57.2%) and even worse than the lexical group
of features alone (60.5%).

Volodina et al. [29] predict the overall CEFR mark on the same scale of A1–
C1 in 339 Swedish L2 texts. Their feature set consists of 61 features (lexical,
morphological, syntactic and semantic features). Using again the SMO classifier
from the WEKA toolkit, they report 67% accuracy (on an unbalanced data set).

If similarly restricted only to documents with A1–C1 marks, our EVALD
system performs on Czech L2 essays with 63% accuracy on an unbalanced set.
Our results are comparable to numbers reported in [8], and slightly worse than
those reported in [29].

Vajjala and Lõo [28] perform experiments on 879 Estonian learner texts,
predicting the overall CEFR level of the texts. They restrict only to predicting
four CEFR levels: A2–C1. Combining lexical and morphological features and
using the SMO algorithm from the WEKA toolkit, they reach 79% accuracy
and 78.5 macro-averaged F-score on an unbalanced set. If we restrict EVALD
for L2 to documents with classes A2–C1, it performs with 65% accuracy and 59
F-score points. Looking at numbers only, their system for Estonian significantly
outperforms our system for Czech, however, note that their system targets the
overall grade.

Zesch et al. [31] present result of experiments with a set of 96 essays of L2
learners of German, predicting one of three marks (good, fair, poor) as an overall
evaluation of the essays. Their system uses a large set of lexical and morpho-
logical features (961 features in total) and with the Naive Bayes algorithm and
10-fold cross validation achieves an accuracy of 77%.

For L1, Ostling et al. [17] developed a system for grading high school essays
in Swedish with one of four overall marks. It is based on a linear discriminant
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analysis and incorporates lexical and morphological features. They test the sys-
tem on a corpus of 1 702 essays with the leave-one-out evaluation method and
report the 62.2% accuracy (on an unbalanced data set).

For English, there are also works that focus directly on the evaluation of text
coherence (mostly in L1 texts). They, however, evaluate their models on the task
of text ordering ranking, comparing an original text with a text created from
the original one by a random permutation of its sentences, assuming that the
original text is always more coherent than the shuffled one. This allows using raw
data with no annotation of grades for training and testing the models, but the
performance of such experiment setups are incomparable with the classification
task that we focus on. Lin et al. [10] use a discourse parser that automatically
annotates a text with discourse relations in the PDTB style, i.e. a framework
similar to our approach that captures local coherence of the text. Their system
further studies and evaluates a sequence of discourse relations in the text and
their transitions, thus assessing global coherence of the text. Feng et al. [2], on
the other hand, base their representation of discourse on the Rhetorical Structure
Theory [11, RST], which aims from the beginning at a representation of global
coherence of a text. They use a parser that annotates the full hierarchical tree-
like representation of coherence relations in the text and show that their system
slightly outperforms systems based on local coherence models only.10

8 Conclusion

In this paper, we introduced an extension to EVALD, a system for automated
evaluation of surface coherence in Czech. The extension targets topic–focus artic-
ulation and its incorporation to EVALD leads to improvement in terms of macro-
averaged F-score of more than 1.5% points for both variants of the system. We
also showed that the variants for native speakers (L1) and foreigners (L2) consid-
erably differ in two aspects. First, while the system for L2 texts can benefit from
low-level features (e.g. spelling and morphology), it is features more related to
the meaning (e.g. coreference, discourse relations, TFA) that play a more impor-
tant role in the system for L1 texts. The only exception is vocabulary features,
which are vital in both variants. Second, with the current approach, evaluation of
text coherence in L1 texts seems to be much harder than in L2 texts; it indicates
that differences in mastering the language at various levels of learners of Czech as
a foreign language (L2) are more pronounced than similar differences for native
speakers (L1). Finally, unlike in the case of evaluating L2 texts, additional L1
training data appear not to help anymore.

10 Apart from L1 texts, they also evaluate the system on L2 essays manually annotated
with a mark for “text organization”, however not as a classification task but again
as a pairwise ranking only.
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Abstract. Cross-Language Text Summarization generates summaries
in a language different from the language of the source documents. Recent
methods use information from both languages to generate summaries
with the most informative sentences. However, these methods have per-
formance that can vary according to languages, which can reduce the
quality of summaries. In this paper, we propose a compressive framework
to generate cross-language summaries. In order to analyze performance
and especially stability, we tested our system and extractive baselines
on a dataset available in four languages (English, French, Portuguese,
and Spanish) to generate English and French summaries. An automatic
evaluation showed that our method outperformed extractive state-of-art
CLTS methods with better and more stable ROUGE scores for all lan-
guages.

1 Introduction

Cross-Language Text Summarization (CLTS) aims to generate a summary of a
document, where the summary language differs from the document language.
Many of the state-of-the-art methods for CLTS are of the extractive class. They
mainly differ on how they compute sentence similarities and alleviate the risk
that translation errors are introduced in the produced summary.

Previous works analyze the CLTS only between two languages for a given
dataset, which does not demonstrate the stability of methods for different texts
and languages. Recent works carried out compressive approaches based on neural
networks, phrase segmentation, and graph theory [1–3]. Among these models,
Linhares Pontes et al. introduced the use of chunks and two compression methods
at the sentence and multi-sentence levels to improve the informativeness of cross-
language summaries [3].

In this paper, we adapt the method presented in [3] to perform CLTS for
several languages. More precisely, we modified the creation of chunks and we

c© Springer Nature Switzerland AG 2018
I. Batyrshin et al. (Eds.): MICAI 2018, LNAI 11289, pp. 109–118, 2018.
https://doi.org/10.1007/978-3-030-04497-8_9
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simplified their multi-sentence compression method to be able to analyze sev-
eral languages and compress small clusters of similar sentences. To demonstrate
the stability of our system, we extend the MultiLing Pilot dataset [4] with two
Romance languages (Portuguese and Spanish) to test our system to generate
{French, Portuguese, Spanish}-to-English and {English, Portuguese, Spanish}-
to-French cross-language summaries. Finally, we carried out an automatic eval-
uation to make a systematic performance analysis of systems, which details the
characteristics of each language and their impacts on the cross-language sum-
maries.

The remainder of this paper is organized as follows. Section 2 details our
contributions to the compressive CLTS approach. In Sect. 3, we describe the
most recent works about CLTS. Section 4 reports the results achieved on the
extended version of the MultiLing 2011 dataset and the analysis of cross-language
summaries. Finally, conclusions and future work are set out in Sect. 5.

2 Compressive Cross-Language Text Summarization

Following the approach proposed by Linhares Pontes et al. [3], we combined
the analysis of documents in the source and the target languages, with Multi-
Sentence Compression (MSC) to generate more informative summaries. We
expanded this approach in three ways.

In order to simplify and to extend the analysis to several languages, we only
use Multi-Word Expressions for the English target language and we replace the
analysis of parallel phrases with syntactic patterns to create chunks. Then, we
also optimized the MSC method for small clusters by removing the analysis of
3-grams. Unfortunately, we have not found any available dataset for sentence
compression in other languages; therefore, we restrict the use of compressive
methods to MSC. Finally, differently from [3], compressed versions of sentences
were considered in the CoRank method instead of the only original versions, in
order to estimate the relevance of sentences for summaries.

The following subsections highlight our contributions to the architecture of
the method presented in [3].

2.1 Preprocessing

Initially, source texts are translated into English and French with the Google
Translate system1, which was used in the majority of the state-of-the-art CLTS
methods [2,3,5].

Then, a chunk-level tokenization is performed on the target language side
[6,7]. We applied two simple syntactic patterns to identify useful structures:
< (ADJ)∗(NP |NC)+ > for English and < (ADJ)∗(NP |NC)+(ADJ)∗ > for
French, where ADJ stands for adjective, NP for proper noun and NC for common
noun. We also use the Stanford CoreNLP tool [8] for the English translations.

1 https://translate.google.com.

https://translate.google.com
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This tool detects phrasal verbs, proper names, idioms and so on. Unfortunately,
we did not find a similar tool for French; consequently, the French chunk-level
tokenization is limited to the syntactic pattern.

2.2 Multi-Sentence Compression

We aim to generate a single, short, and informative compression from clusters
of similar sentences. Therefore, we use the Linhares Pontes et al.’s method [3]
to create clusters of similar sentences based on their similarity in the source and
the target languages.

As the majority of clusters are composed of few similar sentences (normally
two or three sentences), 3-grams are not frequent and the associated score is
of little interest for the compress process. Therefore, we simplify the Linhares
Pontes et al.’s method [3,9] to process MSC guided only by the cohesion of words
and keywords.

Our MSC method looks for a sentence that has a good cohesion and the
maximum of keywords, inside a word graph built for each cluster of similar
sentences according to the method devised by Filippova [10]. In this graph, arcs
between two vertices representing words (or chunks) are weighted by a cohesion
score that is defined by the frequency of these words inside the cluster. Vertices
are labeled depending on whether they are or not a keyword identified by the
Latent Dirichlet Allocation (LDA) method inside the cluster (see [3] for more
details). From these scores and labels, the MSC problem is expressed as the
following objective:

minimize
( ∑

(i,j)∈A

w(i, j) · xi,j − k ·
∑
l∈L

bl

)
(1)

where xij indicates the existence of the arc (i, j) in the solution, w(i, j) is the
cohesion of the words i and j, L is the set of labels (each representing a keyword),
bl indicates the existence of a chunk with a keyword l in the solution, k is the
keyword bonus of the graph2. Finally, we generate the 50 best solutions according
to the objective (1) and we select the compression with the lowest normalized
score (Eq. 2) as the best compression:

score(c) =
eopt(c)

||c|| , (2)

where opt(c) is the score of the compression c from Eq. 1. We restrict the MSC
method to the sentences in the target language in order to avoid errors generated
by machine translation, which would be applied in a post-processing step on
compressed sentences.

2 The keyword bonus is defined by the geometric average of all weight arcs in the
graph and aims at favoring compressions with several keywords.
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2.3 CoRank Method

Sentences are scored based on their information in both languages using the
CoRank method [5] which analyzes sentences in each language separately, but
also between languages (Eqs. 3–7).

u = α · (M̃sc)Tu + β · (M̃tg,sc)Tv (3)

v = α · (M̃tg)Tv + β · (M̃tg,sc)Tu (4)

M tg
ij =

{
cosine(stgi , stgj ), if i �= j

0 otherwise
(5)

M sc
ij =

{
cosine(ssci , sscj ), if i �= j

0 otherwise
(6)

Mtg,sc
ij =

√
cosine(ssci , sscj ) × cosine(stgi , stgj ) (7)

where Mtg and Msc are normalized to M̃
tg

and M̃
sc

, respectively, to make the
sum of each row equal to 1. u and v denote the relevance of the source and target
language sentences, respectively. α and β specify the relative contributions to
the final scores from the information in the source and the target languages,
with α + β = 1.

Finally, summaries are generated with the most relevant sentences in the
target language. We add a sentence/compression to the summary only if it is
sufficiently different from the sentences/compressions already in the summary.

3 Related Work

Cross-Language Text Summarization schemes can be divided in early and late
translations, and joint analysis. The early translation first translates documents
to the target language, then it summarizes these translated documents using only
information of these translations. The late translation scheme does the reverse.
The joint analysis combines the information from both languages to extract the
most relevant information.

Regarding the analysis of machine translation quality, Wan et al. [11] and
Boudin et al. [12] used sentence features (sentence length, number of punctu-
ation marks, number of phrases in the parse tree) to estimate the translation
quality of a sentence. Wan et al. used an annotated dataset made of pairs of
English-Chinese sentences with translation quality scores to train their Support
Vector Machine (SVM) regression method. Finally, sentences that have a high
translation quality and a high informativeness were selected for the summaries.
Similarly, Boudin et al. trained an e-SVR using a dataset composed of English
and automatic French translation sentences to calculate the translation qual-
ity based on the NIST metrics. Then, they used the PageRank algorithm to
estimate the relevance of sentences based on their similarities and translation
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quality. Yao et al. devised a phrase-based model to jointly carry out sentence
scoring and sentence compression [1]. They developed a scoring scheme for the
CLTS task based on a submodular term of compressed sentences and a bounded
distortion penalty term.

Wan [5] leverages the information in the source and in the target language
for cross-language summarization. He proposed two graph-based summariza-
tion methods (SimFusion and CoRank) for the English-to-Chinese CLTS task.
The first method linearly fuses the English-side and Chinese-side similarities for
measuring Chinese sentence similarity. In a nutshell, this method adapts the
PageRank algorithm to calculate the relevance of sentences, where the weight
arcs are obtained by the linear combination of the cosine similarity of pairs of
sentences for each language. The CoRank method was described in Sect. 2.3.

Recently, Wan et al. [2] carried out the cross-language document summariza-
tion task by extraction and ranking of multiple summaries in the target language.
They analyzed many summaries in order to produce high-quality summaries
for every kind of documents. Their method uses a top-K ensemble ranking for
candidate summary, based on features that characterize the quality of a candi-
date summary. They used multiple text summarization and machine translation
methods to generate the summaries.

In order to generate abstractive cross-lingual summaries, Zhang et al. [13]
extended the work of Bing et al. [14] that constructs new sentences by exploring
noun/verb phrases. Their method first constructs a pool of concepts and facts
represented by phrases in English and Chinese translation sentences. Then new
sentences are generated by selecting and merging informative phrases in both
languages to maximize the salience of phrases and meanwhile satisfy the sentence
construction constraints. They employ integer linear optimization for conducting
phrase selection and merging simultaneously in order to generate informative
cross-lingual summaries with a good translation quality. This method generates
abstractive summaries; however, the framework to identify concepts and facts
only works for English, which prevents this method from being extended for
other languages.

4 Experimental Evaluation

We estimate the performance of our approach in relation to the early and the
late translations, SimFusion and CoRank methods3,4. All systems generate sum-
maries containing a maximum of 250 words with the best scored sentences with-
out redundant sentences. We regard a similarity score (cosine similarity) with
a threshold θ of 0.6 to create clusters of similar sentences for the MSC5 and a
threshold θ of 0.5 to remove redundant sentences in the summary generation.

3 We used the same configuration for SimFusion and CoRank as described in [3].
4 Unfortunately, the majority of state-of-the-art systems in CLTS are not available.

Therefore, we only considered extractive systems in our analysis.
5 We use the same threshold θ of 0.5 described in [3] for French-to-English cross-

language summaries.



114 E. L. Pontes et al.

4.1 Datasets

We used the English and French language versions of the MultiLing Pilot 2011
dataset [4]. This dataset contains 10 topics which have 10 source texts and 3 refer-
ence summaries per topic. These summaries are composed of 250 words. In order
to extend the analysis to other languages, English source texts were translated
into the Portuguese and Spanish languages by native speakers6. Specifically, we
use English, French, Portuguese, and Spanish texts to test our system.

4.2 Evaluation

An automatic evaluation with ROUGE [15] was carried out to compare the
differences between the distribution of n-grams of the candidate summary and a
set of reference summaries. More specifically, we used unigram (ROUGE-1 or R-
1), bigram (ROUGE or R-2), and skip-gram (ROUGE-SU4 or R-SU4) analyses.

Table 1 describes the ROUGE f-scores obtained by each system to generate
French summaries from English, Portuguese, and Spanish source texts. Despite
using the information from both languages, the SimFusion method achieved com-
parable results with respect to the early and late approaches. On the contrary,
CoRank and our approach consistently obtained better results than other base-
lines, with at least an absolute difference of 0.035 in ROUGE-1 for all languages.
The MSC method improved the CoRank method by generating more informative
compressions for all languages. The last two lines show that chunks helped our
MSC method to generate slightly more informative summaries (better ROUGE-1
scores).

Table 1. ROUGE f-scores for cross-language summaries from English, Portuguese, and
Spanish languages to French language.

Methods English Portuguese Spanish

R-1 R-2 R-SU4 R-1 R-2 R-SU4 R-1 R-2 R-SU4

Late 0.4190 0.0965 0.1588 0.4403 0.1128 0.1746 0.4371 0.1133 0.1738

Early 0.4223 0.1007 0.1631 0.4386 0.1110 0.1743 0.4363 0.1143 0.1729

SimFusion 0.4240 0.1004 0.1637 0.4368 0.1105 0.1735 0.4350 0.1125 0.1723

CoRank 0.4733 0.1379 0.1963 0.4723 0.1460 0.2006 0.4713 0.1387 0.1942

Our approach 0.4831 0.1460 0.2030 0.4784 0.1511 0.2045 0.4825 0.1481 0.2050

Our approach w/o

chunks

0.4817 0.1463 0.2021 0.4784 0.1518 0.2044 0.4805 0.1486 0.2056

The Multiling dataset is composed of 10 topics in several languages; however,
these topics are expressed in different ways for each language. These dissimilari-
ties implies a variety of vocabulary sizes and sentence lengths, and, consequently,

6 The extension of the MultiLing Pilot 2011 dataset is available at: http://dev.
termwatch.es/∼fresa/CORPUS/TS/.

http://dev.termwatch.es/~fresa/CORPUS/TS/
http://dev.termwatch.es/~fresa/CORPUS/TS/
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of outputs of the MT system from each source language (Table 2). The biggest
difference in the statistics is between English source texts and its French transla-
tion vocabulary. French translations significantly increased the vocabulary from
English source texts and the number of words. These translations also are longer
than source texts, except for the Spanish that has similar characteristics. Our
simple syntactic pattern created similar numbers of chunks for all languages
with the same average length. The addition of these simple chunks did not sig-
nificantly improve the informativeness of our compressions.

Table 2. Statistics of datasets and their translation to French.

English Portuguese Spanish

Source Fr-Translation Source Fr-Translation Source Fr-Translation

#words 36,109 39,960 37,339 39,302 40,440 40,269

#vocabulary 8,077 8,770 8,694 8,572 8,808 8,744

#sentences 1,816 1,816 2,002 2,002 1,787 1,787

sentence length 19.9 22.0 18.6 19.6 22.6 22.5

#chunks – 1,615 – 1,579 – 1,606

Average length of chunks – 2.1 – 2.1 – 2.1

These differences also act on the clustering process and the MSC method.
Table 3 details the number and the average size of clusters with at least two
French sentences translated from each source language. French translations from
Portuguese produced the shortest compressions (18.6 words) while compressions
from Spanish had the highest compression ratio. With respect to other languages,
the similarity of the sentences translated from English is lower, which leads to
fewer clusters. Summaries from Spanish have a larger proportion of compressions
in the summaries than other languages.

Table 3. Statistics about clusters and compressions for texts translated into French.

English Portuguese Spanish

#clusters 50 70 75

Average size of clusters 2.2 2.7 2.8

Average length of clusters 29.1 25.6 35.4

Average length of compressions 21.7 18.6 23.5

Average number of compressions in summaries 0.7 0.9 1.3

Average compression rate of compressions 74.6% 72.6% 66.4%

We apply a similar analysis for the generation of English summaries from
French, Portuguese, and Spanish source texts. As observed before for French
summaries, the joint analysis still outperformed other baselines (Table 4). While
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CoRank obtained a large range of ROUGE scores among different languages
(ROUGE-1 between 0.4602 and 0.4715), our approach obtained the best ROUGE
scores for all languages with a small difference of ROUGE scores (ROUGE-
1 between 0.4725 and 0.4743), which proves that our method generates more
stable cross-language summaries for several languages. Chunks spot by the syn-
tactic pattern and the Stanford CoreNLP helped our approach to produce more
informative compressions, which results in better ROUGE scores.

Table 4. ROUGE f-scores for cross-language summaries from French, Portuguese, and
Spanish languages to English language.

Methods French Portuguese Spanish

R-1 R-2 R-SU4 R-1 R-2 R-SU4 R-1 R-2 R-SU4

Late 0.4149 0.1030 0.1594 0.4161 0.1010 0.1576 0.4107 0.1083 0.1603

Early 0.4163 0.1021 0.1602 0.4135 0.1003 0.1580 0.4148 0.1132 0.1644

SimFusion 0.4179 0.1042 0.1607 0.4157 0.0999 0.1582 0.4099 0.1103 0.1616

CoRank 0.4645 0.1326 0.1939 0.4715 0.1415 0.2015 0.4602 0.1414 0.1966

Our approach 0.4727 0.1375 0.1969 0.4743 0.1466 0.2047 0.4725 0.1458 0.2027

Our approach w/o

chunks

0.4704 0.1391 0.1963 0.4731 0.1444 0.2037 0.4648 0.1393 0.1975

English translations have fewer words and a smaller vocabulary (difference
bigger than 1,000 words) than source texts (Table 5). These translations also
have shorter sentences and a more similar vocabulary size than French transla-
tions and source texts. The combination of syntactic patterns and the Stanford
CoreNLP led to the same characteristics of chunks in terms of numbers and
sizes.

Table 5. Statistics of datasets and their translation to English.

French Portuguese Spanish

Source En-Translation Source En-Translation Source En-Translation

#words 41,071 35,929 37,339 35,244 40,440 37,066

#vocabulary 8,837 7,718 8,694 7,615 8,808 7,703

#sentences 2,000 2,000 2,002 2,002 1,787 1,787

sentence length 20.5 18.0 18.6 17.6 22.6 20.7

#chunks – 4,302 – 4,327 – 4,324

Average length of chunks – 2.3 – 2.3 – 2.3

Table 6 details the clustering and the compression processes for the English
translations. These translations from French source texts have more clusters
because we used a smaller similarity threshold to consider two sentences as simi-
lar. English summaries from French have more compressions because of the large
number of clusters.
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Table 6. Statistics about clusters and compressions for English translated texts.

French Portuguese Spanish

#clusters 128 69 84

Average size of clusters 2.7 2.7 2.8

Average length of clusters 22.1 19.2 27.0

Average length of compressions 16.4 16.3 21.1

Average number of compressions in summaries 2.5 0.9 1.5

Average compression rate of compressions 74.2% 84.9% 78.1%

French and Portuguese source texts have almost the same number of sen-
tences, while English and Spanish source texts have fewer sentences. Comparing
the results of English and French translations, English compressions are shorter
than French compressions. The use of chunks in MSC improved the results of our
cross-language summaries, especially for English translations that have chunks
that are more numerous and complex than French translations.

To sum up, our approach has shown to be more stable than extractive meth-
ods, thus generating more informative cross-language summaries with consistent
ROUGE scores measured in several languages.

5 Conclusion

Cross-Language Text Summarization (CLTS) produces a summary in a target
language from documents written in a source language. It implies a combination
of the processes of automatic summarization and machine translation. Unfortu-
nately, this combination produces errors, thereby reducing the quality of sum-
maries. A joint analysis allows CLTS systems to extract relevant information
from source and target languages, which improves the generation of extrac-
tive cross-language summaries. Recent methods have proposed compressive and
abstractive approaches for CLTS; however, these methods use frameworks or
tools that are available in few languages, limiting the portability of these methods
to other languages. Our Multi-Sentence Compression (MSC) approach generates
informative compressions from several perspectives (translations from different
languages) and achieves stable ROUGE results for all languages. In addition,
our method can be easily adapted to other languages.

As future work, we plan to reduce the number of errors generated from the
pipeline made of the compression and machine translation processes by devel-
oping a Neural Network method to jointly translate and compress sentences. It
would also be interesting to include a neural language model to correct possible
errors produced during the sentence compression process.
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1 LIA - Université d’Avignon et des Pays de Vaucluse, 339 chemin des Meinajaries,
84140 Avignon, France

carlos-emiliano.gonzalez-gallardo@alumni.univ-avignon.fr,
juan-manuel.torres@univ-avignon.fr
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Abstract. Sentence Boundary Detection (SBD) has been a major
research topic since Automatic Speech Recognition transcripts have been
used for further Natural Language Processing tasks like Part of Speech
Tagging, Question Answering or Automatic Summarization. But what
about evaluation? Do standard evaluation metrics like precision, recall,
F-score or classification error; and more important, evaluating an auto-
matic system against a unique reference is enough to conclude how well
a SBD system is performing given the final application of the transcript?
In this paper we propose Window-based Sentence Boundary Evaluation
(WiSeBE), a semi-supervised metric for evaluating Sentence Boundary
Detection systems based on multi-reference (dis)agreement. We evalu-
ate and compare the performance of different SBD systems over a set
of Youtube transcripts using WiSeBE and standard metrics. This dou-
ble evaluation gives an understanding of how WiSeBE is a more reliable
metric for the SBD task.

Keywords: Sentence Boundary Detection · Evaluation
Transcripts · Human judgment

1 Introduction

The goal of Automatic Speech Recognition (ASR) is to transform spoken data
into a written representation, thus enabling natural human-machine interaction
[33] with further Natural Language Processing (NLP) tasks. Machine transla-
tion, question answering, semantic parsing, POS tagging, sentiment analysis and
automatic text summarization; originally developed to work with formal writ-
ten texts, can be applied over the transcripts made by ASR systems [2,25,31].
However, before applying any of these NLP tasks a segmentation process called
Sentence Boundary Detection (SBD) should be performed over ASR transcripts
to reach a minimal syntactic information in the text.

To measure the performance of a SBD system, the automatically segmented
transcript is evaluated against a single reference normally done by a human. But
c© Springer Nature Switzerland AG 2018
I. Batyrshin et al. (Eds.): MICAI 2018, LNAI 11289, pp. 119–131, 2018.
https://doi.org/10.1007/978-3-030-04497-8_10
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given a transcript, does it exist a unique reference? Or, is it possible that the
same transcript could be segmented in five different ways by five different people
in the same conditions? If so, which one is correct; and more important, how
to fairly evaluate the automatically segmented transcript? These questions are
the foundations of Window-based Sentence Boundary Evaluation (WiSeBE), a
new semi-supervised metric for evaluating SBD systems based on multi-reference
(dis)agreement.

The rest of this article is organized as follows. In Sect. 2 we set the frame of
SBD and how it is normally evaluated. WiSeBE is formally described in Sect. 3,
followed by a multi-reference evaluation in Sect. 4. Further analysis of WiSeBE
and discussion over the method and alternative multi-reference evaluation is
presented in Sect. 5. Finally, Sect. 6 concludes the paper.

2 Sentence Boundary Detection

Sentence Boundary Detection (SBD) has been a major research topic science
ASR moved to more general domains as conversational speech [17,24,26]. Per-
formance of ASR systems has improved over the years with the inclusion and
combination of new Deep Neural Networks methods [5,9,33]. As a general rule,
the output of ASR systems lacks of any syntactic information such as capital-
ization and sentence boundaries, showing the interest of ASR systems to obtain
the correct sequence of words with almost no concern of the overall structure of
the document [8].

Similar to SBD is the Punctuation Marks Disambiguation (PMD) or Sentence
Boundary Disambiguation. This task aims to segment a formal written text into
well formed sentences based on the existent punctuation marks [11,19,20,29]. In
this context a sentence is defined (for English) by the Cambridge Dictionary1

as:

“a group of words, usually containing a verb, that expresses a thought in
the form of a statement, question, instruction, or exclamation and starts

with a capital letter when written”.

PMD carries certain complications, some given the ambiguity of punctuation
marks within a sentence. A period can denote an acronym, an abbreviation, the
end of the sentence or a combination of them as in the following example:

The U.S. president, Mr. Donald Trump, is meeting with the F.B.I.
director Christopher A. Wray next Thursday at 8 p.m.

However its difficulties, DPM profits of morphological and lexical information
to achieve a correct sentence segmentation. By contrast, segmenting an ASR
transcript should be done without any (or almost any) lexical information and
a flurry definition of sentence.

1 https://dictionary.cambridge.org/.

https://dictionary.cambridge.org/
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The obvious division in spoken language may be considered speaker utter-
ances. However, in a normal conversation or even in a monologue, the way ideas
are organized differs largely from written text. This differences, added to disflu-
encies like revisions, repetitions, restarts, interruptions and hesitations make the
definition of a sentence unclear thus complicating the segmentation task [27].
Table 1 exemplifies some of the difficulties that are present when working with
spoken language.

Table 1. Sentence Boundary Detection example

Speech transcript SBD applied to transcript

two two women can look out after
a kid so bad as a man and a
woman can so you can have a you
can have a mother and a father
that that still don’t do right with
the kid and you can have to men
that can so as long as the love
each other as long as they love
each other it doesn’t matter

two // two women can look out
after a kid so bad as a man and a
woman can // so you can have a
// you can have a mother and a
father that // that still don’t do
right with the kid and you can
have to men that can // so as
long as the love each other // as
long as they love each other it
doesn’t matter//

Stolcke and Shriberg [26] considered a set of linguistic structures as segments
including the following list:

– Complete sentences
– Stand-alone sentences
– Disfluent sentences aborted in mid-utterance
– Interjections
– Back-channel responses.

In [17], Meteer and Iyer divided speaker utterances into segments, consisting
each of a single independent clause. A segment was considered to begin either
at the beginning of an utterance, or after the end of the preceding segment. Any
dysfluency between the end of the previous segments and the begging of current
one was considered part of the current segments.

Rott and Červa [23] aimed to summarize news delivered orally segmenting the
transcripts into “something that is similar to sentences”. They used a syntactic
analyzer to identify the phrases within the text.

A wide study focused in unbalanced data for the SBD task was performed
by Liu et al. [15]. During this study they followed the segmentation scheme pro-
posed by the Linguistic Data Consortium2 on the Simple Metadata Annotation
Specification V5.0 guideline (SimpleMDE V5.0) [27], dividing the transcripts in
Semantic Units.
2 https://www.ldc.upenn.edu/.

https://www.ldc.upenn.edu/
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A Semantic Unit (SU) is considered to be an atomic element of the transcript
that manages to express a complete thought or idea on the part of the speaker
[27]. Sometimes a SU corresponds to the equivalent of a sentence in written text,
but other times (the most part of them) a SU corresponds to a phrase or a single
word.

SUs seem to be an inclusive conception of a segment, they embrace different
previous segment definitions and are flexible enough to deal with the majority
of spoken language troubles. For these reasons we will adopt SUs as our segment
definition.

2.1 Sentence Boundary Evaluation

SBD research has been focused on two different aspects; features and methods.
Regarding the features, some work focused on acoustic elements like pauses
duration, fundamental frequencies, energy, rate of speech, volume change and
speaker turn [10,12,14].

The other kind of features used in SBD are textual or lexical features. They
rely on the transcript content to extract features like bag-of-word, POS tags or
word embeddings [7,12,16,18,23,26,30]. Mixture of acoustic and lexical features
have also been explored [1,13,14,32], which is advantageous when both audio
signal and transcript are available.

With respect to the methods used for SBD, they mostly rely on statisti-
cal/neural machine translation [12,22], language models [8,15,18,26], conditional
random fields [16,30] and deep neural networks [3,7,29].

Despite their differences in features and/or methodology, almost all previous
cited research share a common element; the evaluation methodology. Metrics as
Precision, Recall, F1-score, Classification Error Rate and Slot Error Rate (SER)
are used to evaluate the proposed system against one reference. As discussed
in Sect. 1, further NLP tasks rely on the result of SBD, meaning that is crucial
to have a good segmentation. But comparing the output of a system against a
unique reference will provide a reliable score to decide if the system is good or
bad?

Bohac et al. [1] compared the human ability to punctuate recognized spon-
taneous speech. They asked 10 people (correctors) to punctuate about 30 min of
ASR transcripts in Czech. For an average of 3,962 words, the punctuation marks
placed by correctors varied between 557 and 801; this means a difference of 244
segments for the same transcript. Over all correctors, the absolute consensus for
period (.) was only 4.6% caused by the replacement of other punctuation marks
as semicolons (;) and exclamation marks (!). These results are understandable if
we consider the difficulties presented previously in this section.

To our knowledge, the amount of studies that have tried to target the sentence
boundary evaluation with a multi-reference approach is very small. In [1], Bohac
et al. evaluated the overall punctuation accuracy for Czech in a straightforward
multi-reference framework. They considered a period (.) valid if at least five of
their 10 correctors agreed on its position.
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Kolář and Lamel [13] considered two independent references to evaluate their
system and proposed two approaches. The fist one was to calculate the SER for
each of one the two available references and then compute their mean. They
found this approach to be very strict because for those boundaries where no
agreement between references existed, the system was going to be partially wrong
even the fact that it has correctly predicted the boundary. Their second app-
roach tried to moderate the number of unjust penalizations. For this case, a
classification was considered incorrect only if it didn’t match either of the two
references.

These two examples exemplify the real need and some straightforward solu-
tions for multi-reference evaluation metrics. However, we think that it is possible
to consider in a more inclusive approach the similarities and differences that mul-
tiple references could provide into a sentence boundary evaluation protocol.

3 Window-Based Sentence Boundary Evaluation

Window-Based Sentence Boundary Evaluation (WiSeBE) is a semi-automatic
multi-reference sentence boundary evaluation protocol which considers the per-
formance of a candidate segmentation over a set of segmentation references and
the agreement between those references.

Let R = {R1, R2, ..., Rm} be the set of all available references given a tran-
script T = {t1, t2, ..., tn}, where tj is the jth word in the transcript; a reference
Ri is defined as a binary vector in terms of the existent SU boundaries in T .

Ri = {b1, b2, ..., bn} (1)

where

bj =
{

1 if tj is a boundary
0 otherwise

Given a transcript T , the candidate segmentation CT is defined similar to Ri.

CT = {b1, b2, ..., bn} (2)

where

bj =
{

1 if tj is a boundary
0 otherwise

3.1 General Reference and Agreement Ratio

A General Reference (RG) is then constructed to calculate the agreement ratio
between all references in. It is defined by the boundary frequencies of each ref-
erence Ri ∈ R.

RG = {d1, d2, ..., dn} (3)

where
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dj =
m∑

i=1

tij ∀tj ∈ T, dj = [0,m] (4)

The Agreement Ratio (RGAR
) is needed to get a numerical value of the dis-

tribution of SU boundaries over R. A value of RGAR
close to 0 means a low

agreement between references in R, while RGAR
= 1 means a perfect agreement

(∀Ri ∈ R, Ri = Ri+1|i = 1, ...,m − 1) in R.

RGAR
=

RGPB

RGHA

(5)

In the equation above, RGPB
corresponds to the ponderated common boundaries

of RG and RGHA
to its hypothetical maximum agreement.

RGPB
=

n∑
j=1

dj [dj ≥ 2] (6)

RGHA
= m ×

∑
dj∈RG

1 [dj �= 0] (7)

3.2 Window-Boundaries Reference

In Sect. 2 we discussed about how disfluencies complicate SU segmentation. In a
multi-reference environment this causes disagreement between references around
a same SU boundary. The way WiSeBE handle disagreements produced by dis-
fluencies is with a Window-boundaries Reference (RW ) defined as:

RW = {w1, w2, ..., wp} (8)

where each window wk considers one or more boundaries dj from RG with a
window separation limit equal to RWl

.

wk = {dj , dj+1, dj+2, ...} (9)

3.3 WiSeBE

WiSeBE is a normalized score dependent of (1) the performance of CT over RW

and (2) the agreement between all references in R. It is defined as:

WiSeBE = F1RW
× RGAR

WiSeBE = [0, 1] (10)

where F1RW
corresponds to the harmonic mean of precision and recall of CT

with respect to RW (Eq. 11), while RGAR
is the agreement ratio defined in (5).

RGAR
can be interpreted as a scaling factor; a low value will penalize the overall

WiSeBE score given the low agreement between references. By contrast, for a
high agreement in R (RGAR

≈ 1), WiSeBE ≈ F1RW
.
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F1RW
= 2 × precisionRW

× recallRW

precisionRW
+ recallRW

(11)

precisionRW
=

∑
bj∈CT

1 [bj = 1, bj ∈ w ∀w ∈ RW ]∑
bj∈CT

1 [bj = 1]
(12)

recallRW
=

∑
wk∈RW

1 [wk � b ∀b ∈ CT ]
p

(13)

Equations 12 and 13 describe precision and recall of CT with respect to RW .
Precision is the number of boundaries bj inside any window wk from RW divided
by the total number of boundaries bj in CT . Recall corresponds to the number
of windows w with at least one boundary b divided by the number of windows
w in RW .

4 Evaluating with WiSeBE

To exemplify the WiSeBE score we evaluated and compared the performance
of two different SBD systems over a set of YouTube videos in a multi-reference
environment. The first system (S1) employs a Convolutional Neural Network to
determine if the middle word of a sliding window corresponds to a SU bound-
ary or not [6]. The second approach (S2) by contrast, introduces a bidirectional
Recurrent Neural Network model with attention mechanism for boundary detec-
tion [28].

In a first glance we performed the evaluation of the systems against each
one of the references independently. Then, we implemented a multi-reference
evaluation with WiSeBE.

4.1 Dataset

We focused evaluation over a small but diversified dataset composed by 10
YouTube videos in the English language in the news context. The selected videos
cover different topics like technology, human rights, terrorism and politics with
a length variation between 2 and 10 min. To encourage the diversity of content
format we included newscasts, interviews, reports and round tables.

During the transcription phase we opted for a manual transcription process
because we observed that using transcripts from an ASR system will difficult
in a large degree the manual segmentation process. The number of words per
transcript oscilate between 271 and 1,602 with a total number of 8,080.

We gave clear instructions to three evaluators (ref1, ref2, ref3) of how seg-
mentation was needed to be perform, including the SU concept and how punctu-
ation marks were going to be taken into account. Periods (.), question marks (?),
exclamation marks (!) and semicolons (;) were considered SU delimiters (bound-
aries) while colons (:) and commas (,) were considered as internal SU marks.
The number of segments per transcript and reference can be seen in Table 2. An
interesting remark is that ref3 assigns about 43% less boundaries than the mean
of the other two references.
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Table 2. Manual dataset segmentation

Reference v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 Total

ref1 38 42 17 11 55 87 109 72 55 16 502

ref2 33 42 16 14 54 98 92 65 51 20 485

ref3 23 20 10 6 39 39 76 30 29 9 281

4.2 Evaluation

We ran both systems (S1 & S2) over the manually transcribed videos obtaining
the number of boundaries shown in Table 3. In general, it can be seen that S1
predicts 27% more segments than S2. This difference can affect the performance
of S1, increasing its probabilities of false positives.

Table 3. Automatic dataset segmentation

System v1 v2 v3 v4 v5 v6 v7 v8 v9 v10 Total

S1 53 38 15 13 54 108 106 70 71 11 539

S2 38 37 12 11 36 92 86 46 53 13 424

Table 4 condenses the performance of both systems evaluated against each
one of the references independently. If we focus on F1 scores, performance of both
systems varies depending of the reference. For ref1, S1 was better in 5 occasions
with respect of S2; S1 was better in 2 occasions only for ref2; S1 overperformed
S2 in 3 occasions concerning ref3 and in 4 occasions for mean (bold).

Also from Table 4 we can observe that ref1 has a bigger similarity to S1 in
5 occasions compared to other two references, while ref2 is more similar to S2
in 7 transcripts (underline).

After computing the mean F1 scores over the transcripts, it can be concluded
that in average S2 had a better performance segmenting the dataset compared
to S1, obtaining a F1 score equal to 0.510. But... What about the complexity of
the dataset? Regardless all references have been considered, nor agreement or
disagreement between them has been taken into account.

All values related to the WiSeBE score are displayed in Table 5. The Agree-
ment Ratio (RGAR

) between references oscillates between 0.525 for v8 and 0.767
for v5. The lower the RGAR

, the bigger the penalization WiSeBE will give to
the final score. A good example is S2 for transcript v4 where F1RW

reaches a
value of 0.800, but after considering RGAR

the WiSeBE score falls to 0.462.
It is feasible to think that if all references are taken into account at the same

time during evaluation (F1RW
), the score will be bigger compared to an average

of independent evaluations (F1mean); however this is not always true. That is
the case of S1 in v10, which present a slight decrease for F1RW

compared to
F1mean.
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Table 4. Independent multi-reference evaluation

Transcript System ref1 ref2 ref3 Mean

P R F1 P R F1 P R F1 P R F1

v1 S1 0.396 0.553 0.462 0.377 0.606 0.465 0.264 0.609 0.368 0.346 0.589 0.432

S2 0.474 0.474 0.474 0.474 0.545 0.507 0.368 0.6087 0.459 0.439 0.543 0.480

v2 S1 0.605 0.548 0.575 0.711 0.643 0.675 0.368 0.700 0.483 0.561 0.630 0.578

S2 0.595 0.524 0.557 0.676 0.595 0.633 0.351 0.650 0.456 0.541 0.590 0.549

v3 S1 0.333 0.294 0.313 0.267 0.250 0.258 0.200 0.300 0.240 0.267 0.281 0.270

S2 0.417 0.294 0.345 0.417 0.313 0.357 0.250 0.300 0.273 0.361 0.302 0.325

v4 S1 0.615 0.571 0.593 0.462 0.545 0.500 0.308 0.667 0.421 0.462 0.595 0.505

S2 0.909 0.714 0.800 0.818 0.818 0.818 0.455 0.833 0.588 0.727 0.789 0.735

v5 S1 0.630 0.618 0.624 0.593 0.593 0.593 0.481 0.667 0.560 0.568 0.626 0.592

S2 0.667 0.436 0.527 0.611 0.407 0.489 0.500 0.462 0.480 0.593 0.435 0.499

v6 S1 0.491 0.541 0.515 0.454 0.563 0.503 0.213 0.590 0.313 0.386 0.565 0.443

S2 0.500 0.469 0.484 0.522 0.552 0.536 0.250 0.590 0.351 0.4234 0.537 0.457

v7 S1 0.594 0.578 0.586 0.462 0.533 0.495 0.406 0.566 0.473 0.487 0.559 0.518

S2 0.663 0.523 0.585 0.558 0.522 0.539 0.465 0.526 0.494 0.562 0.524 0.539

v8 S1 0.443 0.477 0.459 0.514 0.500 0.507 0.229 0.533 0.320 0.395 0.503 0.429

S2 0.609 0.431 0.505 0.652 0.417 0.508 0.370 0.567 0.447 0.543 0.471 0.487

v9 S1 0.437 0.564 0.492 0.451 0.627 0.525 0.254 0.621 0.360 0.380 0.603 0.459

S2 0.623 0.600 0.611 0.585 0.608 0.596 0.321 0.586 0.414 0.509 0.598 0.541

v10 S1 0.818 0.450 0.581 0.818 0.450 0.581 0.455 0.556 0.500 0.697 0.523 0.582

S2 0.692 0.450 0.545 0.615 0.500 0.552 0.308 0.444 0.364 0.538 0.4645 0.487

Mean scores S1 — 0.520 — 0.510 — 0.404 — 0.481

S2 — 0.543 — 0.554 — 0.433 — 0.510

An important remark is the behavior of S1 and S2 concerning v6. If evalu-
ated without considering any (dis)agreement between references (F1mean), S2
overperforms S1; this is inverted once the systems are evaluated with WiSeBE.

5 Discussion

5.1 RGA R
and Fleiss’ Kappa correlation

In Sect. 3 we described the WiSeBE score and how it relies on the RGAR
value

to scale the performance of CT over RW . RGAR
can intuitively be consider an

agreement value over all elements of R. To test this hypothesis, we computed
the Pearson correlation coefficient (PCC) [21] between RGAR

and the Fleiss’
Kappa [4] of each video in the dataset (κR).

A linear correlation between RGAR
and κR can be observed in Table 6. This

is confirmed by a PCC value equal to 0.890, which means a very strong positive
linear correlation between them.

5.2 F1mean vs. WiSeBE

Results form Table 5 may give an idea that WiSeBE is just an scaled F1mean.
While it is true that they show a linear correlation, WiSeBE may produce a
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Table 5. WiSeBE evaluation

Transcript System F1mean F1RW RGAR WiSeBE

v1 S1 0.432 0.495 0.691 0.342

S2 0.480 0.513 0.354

v2 S1 0.578 0.659 0.688 0.453

S2 0.549 0.595 0.409

v3 S1 0.270 0.303 0.684 0.207

S2 0.325 0.400 0.274

v4 S1 0.505 0.593 0.578 0.342

S2 0.735 0.800 0.462

v5 S1 0.592 0.614 0.767 0.471

S2 0.499 0.500 0.383

v6 S1 0.443 0.550 0.541 0.298

S2 0.457 0.535 0.289

v7 S1 0.518 0.592 0.617 0.366

S2 0.539 0.606 0.374

v8 S1 0.429 0.494 0.525 0.259

S2 0.487 0.508 0.267

v9 S1 0.459 0.569 0.604 0.344

S2 0.541 0.667 0.403

v10 S1 0.582 0.581 0.619 0.359

S2 0.487 0.545 0.338

Mean scores S1 0.481 0.545 0.631 0.344

S2 0.510 0.567 0.355

Table 6. Agreement within dataset

Agreement metric v1 v2 v3 v4 v5 v6 v7 v8 v9 v10

RGAR
0.691 0.688 0.684 0.578 0.767 0.541 0.617 0.525 0.604 0.619

κR 0.776 0.697 0.757 0.696 0.839 0.630 0.743 0.655 0.704 0.718

different system ranking than F1mean given the integral multi-reference principle
it follows. However, what we consider the most profitable about WiSeBE is the
twofold inclusion of all available references it performs. First, the construction of
RW to provide a more inclusive reference against to whom be evaluated and then,
the computation of RGAR

, which scales the result depending of the agreement
between references.
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6 Conclusions

In this paper we presented WiSeBE, a semi-automatic multi-reference sentence
boundary evaluation protocol based on the necessity of having a more reliable
way for evaluating the SBD task. We showed how WiSeBE is an inclusive metric
which not only evaluates the performance of a system against all references, but
also takes into account the agreement between them. According to your point
of view, this inclusivity is very important given the difficulties that are present
when working with spoken language and the possible disagreements that a task
like SBD could provoke.

WiSeBE shows to be correlated with standard SBD metrics, however we
want to measure its correlation with extrinsic evaluations techniques like auto-
matic summarization and machine translation.
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Abstract. The authors of the article offer new readability formulas for
academic texts which provide a comparatively higher degree of accuracy
than other Russian readability formulas. The results achieved are due to
using original syntactic, lexical and frequency metrics ignored in previous
research on Russian readability. The methods applied by the authors
include Ridge and linear regression. The new readability formulas were
computed on the Corpus of secondary school textbooks on Social Studies
and then validated on the Corpus with the total size of 1 mln. tokens.
The perspectives of the research lie in further modification of the formula
for texts of various genres.
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1 Introduction

Modern readability studies have lately become interdisciplinary and continue
engaging more researchers all over the world. The main reason for this is obvi-
ous: the increased number of failures to reach readers with a printed (electronic)
text. As target audiences of companies, authorities and organizations become
more receptive to audio and visual signals, quality requirements to printed texts
grow exponentially and the task to enhance reading outcomes is becoming cru-
cial. As the world itself and human activities are becoming more sophisticated
the task to create comprehensible texts has become even more difficult: writers
have to use more elaborate words and longer constructions to describe the world.
One of the areas where improving the quality of reading materials is especially
important and even indispensable is education. It is also true about Russia: after
all social and political changes in 1990-s and 2000-s, the country is experiencing
a real educational crisis [15,16]. Analysis also proves that the complicated lan-
guage of school textbooks remains one of the burning issues in Russia today1.
The quality of educational (printed) material depends largely on the skill of the

1 https://www.hse.ru/news/122263399.html.
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author, expertise and experience of the editor. At the moment the Ministry of
Education is expected to develop new standards of school textbooks expertise2.
In this regard, the creation of reliable and universally accepted methods of auto-
mated verification of text complexity and readability is an urgent task. Another
aspect in readability studies is an increasing need for leveled texts, i.e. texts pro-
filed for different readers, in various areas. When performed manually it is time
consuming, resource intensive and extremely costly. Therefore an automated
tool performing the same functions is very desirable. In this paper we present
the research aimed at measuring text complexity of Russian academic texts and
offer results of our studies on various metrics of academic texts which success-
fully allow to profile a text for potential readers’ linguistic abilities correlated
with a particular grade level.

The current study was conducted to answer two research questions:

(1) How do ‘classical’ readability metrics work in the corpus of Russian academic
texts?

(2) How do the new metrics, offered by the authors of the article, correlate with
readability of Russian academic texts?

2 Related Work

The history of Text readability studies are the research aimed at extending the
list of text metrics correlating with text complexity. It is also a history of criti-
cism of readability formulas and doubts that the ideal formula profiling the text
and the reader may never be derived. In the middle of the last century [5] and
[2] proved that the correlation between factors that affect text comprehension
is so great that only a few are enough to measure text complexity, but in their
search for discovering correlations between text metrics and comprehension lev-
els, researchers only increased the number of metrics: all over the world there
have been conducted thousands of experiments with over 200 different text fea-
tures. At present, there are over two hundred formulas of readability: Gunning
fog index, Coleman Liau index, Flesch Kincaid Grade Level etc. for texts in
many languages: English, French, German, Dutch, Swedish, Russian and other
languages. Below we offer a brief history of views on each of the variable used
by the authors in the current research.

2.1 Average Length of Sentences and Words, ASL, ASW

The very first two metrics introduced by Rudolf Flesch and Kincaid in 1948,
i.e. ASL (average sentence length (in words)) and ASW (average word length
in syllables) [2], are nowadays core components in the majority of readability
formulas (see [1]). E.g. English Flesch reading ease, FRE = 206,835 – 1,015
ASL – 84, 6 ASW. It distributes ASL and ASW within the readability range as
follows:
2 https://www.kommersant.ru/doc/3614360.

https://www.kommersant.ru/doc/3614360
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– 100: The text is very easy to read. The average sentence length is 12 or fewer
words. There are no words longer than 2 syllables.

– 65: The text is written in plain English. The average sentence length is from
15 to 20 words. An average word consists of 2 syllables.

– 30: The text is rather difficult to read. Sentences contain up to 25 words.
Words are disyllabic.

– 0: The text is very difficult to read. An average sentence is 37 words long. An
average word has more than 2 syllables.

2.2 Percentage of Long Words in Text, PLW

PLW has been calculated differently in various studies depending on the unit of
measurement: either it is a number of characters in a word (letters) or syllables.
E.g. one of the variables in Carl-Hugo Björnsson (1968) readability formula for
Swedish known as Lix, is the percentage of long words, i.e. words of more than
six letters: Lix = WL + SL, where, WL = percentage of words of more than
six letters; SL = average number of words per sentence. But as the parameter
is different in languages of different morphological types: in analytical languages
words are shorter as they have fewer affixes (e.g., in English or in Spanish), while
in synthetic languages with their highly developed system of morphemes (e.g.
German, Ukranian) words are typically longer. Based on the discriminant anal-
ysis of 49 text variables in Russian academic texts [4] arrived at the conclusion
that the best correlation (among others) between text metrics and readability
are (1) the percentage of words of 11 letters and more and (2) the percentage of
words of 13 letters and more.

In many readability formulas for European languages the word length is
measured in syllables and researchers use a variable of the so-called ‘complex
words’ which are typically defined as polysyllabic or multisyllabic words. In
English, Spanish and French a polysyllabic word is a word made up of three
or more syllables. For instance, the SMOG Readability Formula for English
computes readability in the following way: SMOG grade = 3 + Square Root
of Polysyllable Count (McLaughlin, 1969). Matskovskii [7] proposes to calculate
readability of Russian texts based on the percentage of words of 4 or more
syllables: Russian text readability = (0.62 × ASL) + (0.123 × percentage of
words in the text of 3 or more syllables) + 0.051. Another indirect reason to
consider 4, not 3 syllable words as ‘complex’ in Russian is proposed by I.V.
Oborneva [8] who proved that on average an English word (2.97 syllables) is one
syllable shorter than a Russian word (3.29 syllables). Thus, in our studies we
also observe correlation of 4-syllable words with text readability.

2.3 Type Token Ratio, TTR

For years researchers have been offering different views and developing tools
to measure ‘lexical diversity’ or ‘lexical density’ of a text. One of the metrics
used in many studies is the so-called ‘lexical richness of the text’, i.e. type-
token ratio, the ratio of types of words (unique words) to the total number of



Readability Formula for Russian Texts 135

words (tokens) in the text [11]. However, later it was proved to be very sensitive
to the size of the text. Thus, a number of reformulation of TTR have been
offered since that. For example, for Swedish texts a common lexical density
measure is OVIX, a word variation index (see [12]), calculated with the help of
the natural logarithm. Cvrček and Chlumská [13] introduced two more metrics:
(1) standardized (normalized) TTR, the sTTR, which is calculated for every
thousand words and (2) zTTR, calculated as the ration of the observed TTR
and the reference TTR. Unfortunately none of TTR metrics performs accurately
and stable enough in a discourse (see [9,14]).

3 Corpus Description

For the research purposes we compiled a Corpus of two collections of texts (see
[17]). The first collection of 7 texts derived as a result of OCR and postprocessing
of textbooks on Social Studies by L.N. Bogolubov is marked in the Corpus as
“BOG”. The textbooks used cover the range of 6 – 11 Grade Levels of secondary
and high schools in the Russian Federation. The second collection of 7 texts
of textbooks on Social Studies by A.F. Nikitin marked “NIK” in the Corpus
comprises the Grade levels of 5 – 11. Both sets of textbooks are from the “Federal
List of Textbooks Recommended by the Ministry of Education and Science of
the Russian Federation to Use in Secondary and High Schools”3. In the study we
refer to the joined collection of textbooks as Russian Readability Corpus (RRC).
To ensure reproducibility of results, we uploaded the corpus on the website4, but
for copyright purposes we had to shuffle the order of sentences in the uploaded
texts of the Corpus. This shuffling, indeed, does not affect the values of features
under study as they do not depend on sentence order. Table 1 below provides a
numerical description of the RRC.

Table 1. Corpus parameters

Document Tokens Sentences Syllables Document Tokens Sentences Syllables

1 19,412 1,482 39,964 8 23,019 2,275 42,512

2 26,72 1,907 60,977 9 19,619 1,399 40,739

3 58,391 3,441 138,509 10 28,349 2,009 59,239

4 50,828 2,977 121,407 11 48,844 3,614 108,523

5 90,12 5,051 218,984 12 53,273 3,389 123,358

6 117,251 6,25 287,068 13 47,267 2,711 112,487

7 116,12 6,326 299,019 14 45,943 2,549 111,995

3 http://www.fpu.edu.ru/fpu/.
4 http://kpfu.ru/slozhnost-tekstov-304364.html.

http://www.fpu.edu.ru/fpu/
http://kpfu.ru/slozhnost-tekstov-304364.html
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4 Processing of Texts in the Corpus

For the sake of convenience, we have processed all the texts of the Corpus in the
same way. The preprocessing included tokenization, splitting text into sentences
(or rather ‘sequences of text separated by periods’) and part-of-speech tagging
(using the TreeTagger for Russian5). During the preprocessing stage we catego-
rized two types of outliers and excluded (1) excessively long sequences of words
(longer than 120 words) and (2) sequences shorter than five words. The long
sequences proved to be either quotations from legal acts, e.g. Constitution of the
Russian Federation, or lists generated by the textbook authors to save space in
the textbooks. Short sequences of words (separated from nearby sentences with
periods) appear to be either names of chapters and sections of books or results of
incorrect sentence splitting. The quotations from legal acts were excluded on the
presumption that they do not present academic discourse patterns but are typi-
cal of legal discourse. The lists and titles with grammatical structures of Nominal
Phrases are viewed as outliers and were also excluded from the Corpus as they
lack complete grammatical structure of a sentence. The exclusion of those ‘sen-
tences’ from the Corpus is viewed by the authors as an important preprocessing
stage as their metrics may, to a greater extend, influence the average sentence
length used in all existing readability formulas. The research shows, that in the
Russian discourse, the average sentence length depending on the genre and type
of a text varies from ten to 30.

To ensure reproducibility of results, we uploaded the corpus on a website
thus providing its availability online6. As textbooks we use are protected by
copyright rules we shuffled the order of sentences in the Corpus thus limiting the
possibility to use the texts in the Corpus for research only.

4.1 Sampling from the Corpus

The RRC contains 14 documents and thus by no means presents a representative
sample of the population of all the school textbooks under study. Building a
larger corpus is difficult, as it would violate some of the key principles: we either
use new texts from different domains, or texts will come from different authors
with different writing styles. Both cases of this kind may add noise to the dataset.

In order to overcome the issue of collection size, the following procedure of
sampling from the corpus is suggested. The first issue in sampling from the
corpus, as Biber (1990) puts it, “concerns the sampling of texts: how linguistic
features are distributed across texts and across registers, and how many texts
must be collected for the total corpus and for each register to represent those
distributions?”. Having compared the internal variations of the two texts in the
corpus, Biber (1990) concludes that text samples of 1000 words are representative
for the text categories under study.

5 http://www.cis.uni-muenchen.de/∼schmid/tools/TreeTagger/.
6 http://kpfu.ru/portal/docs/F1554781210/shuffled.zip.

http://www.cis.uni-muenchen.de/~schmid/tools/TreeTagger/
http://kpfu.ru/portal/docs/F1554781210/shuffled.zip
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Both dependent variables (such as readability value) and independent vari-
ables (such as ASL) measured for a sample of a text should be close to the
complexity value of the whole text. This assumption means, that starting from
a certain subset (or sample) of sentences, text complexity of the sample will be
almost the same as text complexity of the whole document from corpus. The
sample corpus size was set to 5000 tokens. However, preserving order of tokens
and sentences is important, otherwise the sampled texts will be less natural,
even though they could carry the main features of the documents from the cor-
pus. Thus, we sample 5000 token sequences from each document. We calculate
features for readability analysis using the described sampling technique.

5 Text Features for Readability Analysis

In this study we have explored an extended feature set for text readability mod-
eling:

– average number of words per sentence (ASL);
– average number of syllables per word (ASW);
– percentage of long words in text (PLW);
– type-token ratio (TTR), in four variants:

• type-token ratio for all tokens (TTR);
• type-token ratio for Nouns only (TTR N);
• type-token ratio for Verbs only (TTR V);
• type-token ratio for Adjectives only (TTR A);

– TTR-based ratio of (TTR A + TTR N)/TTR V; at a later stage we denote
this feature as(NAV).;

– a relation between number of unique words in text: (number of unique Adjec-
tives + number of unique Nouns)/(number of unique Verbs); at a later stage
we denote this feature (UNAV).

The target feature for prediction is the grade level of the text. The feature is
represented as real number. The relevance of the set of the above listed features
for English text complexity modeling was studied by McNamara et al. in [21].
The features were calculated in the following way.

ASL =
total words

total sentences
The ASL metric, i.e. the average sentence length (in words), is a core component
in the majority of all readability formulas (see [1]).

ASW =
total syllables
total words

The number of syllables was calculated as the number of vowels in a word. In
Russian this heuristic gives appropriately good results. If a word does not contain
vowels (e.g. some prepositions) it is attached to the adjacent word with vowels.
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PLW =
total words with 4 and more syllables

total words

TTR =
total unique tokens

total tokens

Table 2. Features calculated in Russian readability corpus

Document ASL ASW PLW TTR TTR N TTR V TTR A NAV UNAV GRADE

1 13.1 2.06 0.17 0.36 0.42 0.52 0.57 1.91 2.19 6

2 14.01 2.28 0.22 0.37 0.38 0.54 0.52 1.67 2.93 7

3 16.97 2.37 0.25 0.35 0.36 0.54 0.45 1.48 2.81 8

4 17.07 2.39 0.26 0.32 0.32 0.52 0.4 1.39 2.81 9

5 17.84 2.43 0.26 0.34 0.35 0.55 0.42 1.39 3.66 10

6 18.76 2.45 0.26 0.34 0.35 0.55 0.45 1.46 3.06 10.5

7 18.36 2.58 0.29 0.35 0.35 0.57 0.4 1.33 3.78 11.5

8 10.12 1.85 0.1 0.37 0.42 0.53 0.54 1.80 2.77 5

9 14.02 2.08 0.18 0.37 0.4 0.56 0.52 1.66 2.55 6

10 14.11 2.09 0.18 0.38 0.4 0.57 0.56 1.68 2.82 7

11 13.52 2.22 0.23 0.38 0.39 0.58 0.47 1.49 2.84 8

12 15.72 2.32 0.25 0.36 0.36 0.56 0.46 1.47 3.30 9

13 17.44 2.38 0.26 0.37 0.38 0.58 0.46 1.45 4.47 10

14 18.02 2.44 0.27 0.32 0.32 0.53 0.39 1.35 3.55 11

6 Model Selection

The problem of readability prediction can be formulated as a regression model.
Indeed, most popular readability formulas are simple linear models that use one
or several text features. In this section we analyze several regression models
for readability prediction. As candidate regression models we consider a simple
linear regression, a polynomial regression (i.e. a case when regression is built with
the use of polynomial features). Additionally, we measure relative importance
of the selected features. To this end, we use a feature selection technique that
is based on the F-test. Finally, we apply regularization in order to find a subset
of features most useful in prediction. In the end of the section we provide new
formulas for readability prediction along with their performance evaluation based
on the mean squared error (MSE) measure.

6.1 Linear Models and Feature Selection

Univariate Linear Regression Tests. First, we select features based on the
Pearson correlation coefficient between each parameter and the grade level. We
use the whole dataset from Table 2 as input data and select top-K (K = 1..8)
features. The results of the experiment are presented in form of the ordered list
of feature tuples.
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– ASW, p-value = 8.76 · 10−7

– ASL, p-value = 2.71 · 10−6

– PLW, p-value = 3.79 · 10−6

– NAV, p-value = 1.03 · 10−5

– TTR A, p-value = 4.76 · 10−5

– TTR N, p-value = 3.07 · 10−4

– UNAV, p-value = 1.95 · 10−3

– TTR, p-value = 0.0215
– TTR V, p-value = 0.379

The second approach to feature selection is the recursive feature elimination.
Method starts with full set of features and tries to eliminate features one by one.
The result of this method is elimination of two features: TTR and TTR V. In
comparison to the previous technique it confirms that those two features can be
eliminated from further investigation.

6.2 Building a Linear Model with Regularization

After elimination of “TTR” and “TTR V” we can build a simpler and robust
linear model for prediction. The common approach to build such formula is to
regularize the coefficients in linear regression. This can be done in several ways,
including Lasso (L1) regularization, Ridge regression and Elastic-Net regular-
ization [22]. In Table 3 we provide results of building linear regression with the
three approaches to regularization. The higher the absolute value of a coefficient,
the more important corresponding feature is.

Table 3. Building a linear readability models with regularization

Regularization type PLW UNAV TTR N TTR A ASL ASW NAV

Lasso 0.00 0.78 0.00 0.00 0.32 2.45 −2.10

Ridge 0.35 0.82 −0.35 −0.95 0.36 1.84 −1.69

Elastic-Net 0.00 0.83 0.00 −0.15 0.44 1.23 −1.46

Table 3 shows that ASL and ASW are useful features as well as NAV and
UNAV. Corresponding values in a column (weights of a feature) for each feature
are close to each other in different regularization techniques. These features could
be a basis for a more robust readability formula.

The resulting linear formulas with 2, 3 and 4 features are presented in Table 4.
The table contains coefficients (weighs) of corresponding features. In order to
measure performance of models, we use well-known measures: mean squared
error (MSE) and mean absolute error (MAE).

MSE =
1
N

∑
(Ypredicted − Yobserved)2
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Table 4. Coefficients of linear models.

Model name ASL ASW UNAV NAV Intercept

M0 0.28 6.2 - - −10.12

M1 0.24 3.48 0.75 −2.38 −1.87

M2 0.26 3.55 - −3.74 2.07

M3 0.25 4.98 0.89 - −9.53

M4 - - 0.89 −8.42 18.6

MAE =
1
N

∑
|Ypredicted − Yobserved|

Finally, we have run a brute-force search for a formula that can give lowest
MSE in training set. The following formulas with 4 and 5 regressors are provided
below:

F4 = 0.83UNAV − 6.73TTR A + 0.24ASL + 3.36ASW − 2.41

F5 = 0.81UNAV − 5.47TTR A + 0.24ASL + 3.28ASW − 0.6NAV − 1.79

Additionally, we experimented with a polynomial regression (of degree 2 and
3). The selected features were squared before fitting a linear model and the Ridge
regression was then applied to select better features.

6.3 Building a Quadratic Model with Regularization

An alternative way to build a readability formula is making multiplication of
features and hence producing more complex quadratic model. For instance, given
a list of 3 features: ASL, ASW and NAV, one could generate the following list
of 6 feature products: ASL ASL, ASW ASL, ASW ASW, ASL NAV, ASW NAV
and NAV NAV. These new features are used to fit a linear regression model,
making it possible to explore combinations of existing features as terms in the
readability formula. Note, that initial three features are added to the final set
of features. Thus, the resulting formula will have 10 parameters overall (9 for
features and 1 for the intercept). In the experiment with a quadratic model, the
initial set of features is limited to the following: ASW, ASL, UNAV and NAV.
After generation of feature products, the set of features contains 15 features (1
for the intercept, 4 initial features, and 10 features generated as pair products).

We also tried three different regularization techniques, but Lasso and Elastic-
Net performed outrageously bad. In contrast, Ridge regression performed better
than the existing linear models. In fact, during validation the absolute error
exceeded 1.0 only three times. The formula for the quadratic model (Q) is the
following (the intercept was fitted to zero):
Q = – 0.124ASL + 0.018 ASW – 0.007 UNAV + 0.007 NAV –0.003 ASL2 +
+ 0.184 ASL ASW + 0.097 ASL UNAV – 0.158 ASL NAV + 0.09 ASW2 +
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+ 0.091 ASW UNAV + 0.023 ASW NAV – 0.157 UNAV2 –
– 0.079 UNAV NAV + 0.058 NAV2 .

In the rest of this section we provide evaluation of the derived formulas and
compare them with the existing formulas for readability of Russian texts.

6.4 Evaluation of Models Performance

Given the small size of the corpus, to evaluate formulas we use Leave-One-Out
Cross-validation (LOOCV). In this setting test set contains a single text and the
training set contains all remaining documents. Thus, in corpus of 14 documents
it is possible to generate 14 splits. For each such split we build a model, evaluate
MSE and then calculate the average. The result of LOOCV is provided in Table 5.

Table 5. Performance of models measured with LOOCV.

Linear Quadratic

M0 M1 M2 M3 M4 F4 F5 Q

LOOCV MSE 0.76 0.74 0.68 0.67 1.13 0.62 0.83 0.54

MSE on training set 0.42 0.25 0.34 0.28 0.58 0.24 0.24 0.18

LOOCV MAE 0.73 0.76 0.72 0.68 0.85 0.72 0.84 0.68

MAE on training set 0.55 0.44 0.49 0.45 0.62 0.44 0.44 0.37

6.5 Comparison to Existing Readability Formulas

The Flesh Reading Ease formula was adopted for the Russian language only
in the late 1970-s: first by M.S. Matskovskiy in 1976. Later, I.V. Oborneva has
proposed a readability formula for Russian. In 1976, M.S. Matskovskiy computed
the first readability formula for the Russian language:

Z1 = 0.62ASL + 0.123X3 + 0.051,

where Z1 is text readability (or difficulty), ASL is the average sentence length
(in words); X3 is the percentage of words of more than 3 syllable in the text.
Another formula which became quite popular in Russian readability studies is
the one developed by I.V. Oborneva (2005):

Z2 = 0.5ASL + 8.4ASW − 15.59,

To compute the coefficients in the formula, the researcher compared:

– the average length of syllables in English and Russian words in 100 parallel
English-Russian literary texts and;

– the percentage of multi-syllable words in dictionaries for Russian and English.
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I.V. Oborneva concluded that an average English word is formed of 2.97
syllables, while an average Russian word consists of 3.29 syllables. We evaluate
the formulas Z1, Z2 on the corpus compiled for the study and compare the results
of readability prediction for each text separately. Results of the comparison are
provided in Figs. 1 and 2.

Fig. 1. Comparison of the formulas Z1, Z2,M3 and Q on the “BOG” subcorpus of the
Russian academic corpus. Dashed line represents the ground truth.

7 Analysis of Results

By now there have been formed two approaches to automatic assessment of text
complexity. The classical approach, which we pursue in this paper, implies select-
ing a limited number of most relevant parameters for estimating text complexity
and developing a text complexity formula based on the linear regression method.
Another approach presupposing selecting the largest possible number of parame-
ters - 100 or more - and applying a classifier such as Random Forest. The second
approach is applied, in particular, in works of Reynolds [18], Laposhina [19] and
Sadov [20]. The drawback of this approach is lack of transparency for the end-
user. As for the first approach it proved to be useful for testing and applying TTR
metrics measured on the Corpus of Russian academic texts. For the first time
in Russian readability studies we applied a two-step method including assess-
ment of correlation of coefficients, using Ridge regression and other methods
of selecting the most informative parameters and finally we applied modified
TTR parameters. As a result, in the new linear formula designed to measure
Russian texts readability we use three parameters: ASW, ASL, UNAV ((number
of unique Adjectives + number of unique Nouns)/(number of unique Verbs)).
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Fig. 2. Comparison of the formulas Z1, Z2,M3 and Q on the “NIK” subcorpus of the
Russian academic corpus. Dashed line represents the ground truth.

The curves in Figs. 1 and 2 show that the new formula provides a much higher
accuracy measuring text complexity than the formula of I.V. Oborneva and a
better accuracy than the formula of M.S. Matskovskiy. Another formula offered
by the authors is also innovative in terms of its being not linear but quadratic.
It also provides a higher accuracy in comparison with linear ones. However, it
is not intuitively perceivable, and the achieved improvement in accuracy is not
comparatively much higher. Taking into account that in this and previous works
of the authors a rather large number of basic parameters (at the sentence level)
of a text were explored and obtained improvements in accuracy is relatively
not high, we can make a preliminary conclusion that as a result of the studies
conducted we managed to develop models close to optimal.

8 Conclusion

The article offers new formulas to measure the level of complexity of Russian
texts. This study is carried out on a text corpus of secondary and high school
textbooks in Social Studies that we compiled earlier. We show that the previously
proposed formulas do not correctly determine complexity level of academic texts
in Russian. Solving the problem we studied and applied a number of parameters
which were never used in Russian text complexity assessment, though success-
fully applied for assessing English and other languages text complexity. We offer
original metrics in two innovative readability formulas, i.e. a quadratic (intro-
duced for the first time in Russian readability studies) and linear. The accuracy
of both exceeds the accuracy of all previously computed readability formulas for
Russian texts. The latter does not imply the research conducted is to be viewed
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as final, allowing no further studies or disputes on the matter. As the number as
well as sets of linguistic metrics are almost infinite, some other combinations of
text metrics may provide better results. The predominant number of studies on
Russian text complexity so far have been performed on morphological, lexical
and syntactic levels: neither paragraph nor text level features have ever become
text complexity metrics. That is where we see perspectives of Russian readability
studies.
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Abstract. The paper studies grammar for workflow translating including
semantic analysis. The main purpose of the translation is to expand the methods
of semantic analysis of the grammatical model of distributed workflows due to
the capabilities of the translation language. The article describes grammar,
algorithm of its construction, differences from usual RV-grammar and author’s
modifications. At the end of the work the result of the experiment of translating
the BPMN language diagrams into a temporary Petri net is presented.

Keywords: Automated systems � Diagrammatic models � Workflows
Automaton grammars � Timed Petri nets � Diagram translation

1 Introduction

Large manufacturing enterprises have complex business processes. Management of
business processes while providing customers with services and products has become
key for such enterprises [9]. As a rule, the analysis of a large amount of information is
necessary for decision-making by the manager. It uses data mining, data warehousing,
on-line analytical processing to obtain unbiased useful information [5]. In most cases,
the presentation format of business processes (for example, BPMN, IDEF3, eEPC)
should be translated into a modeling format that is understandable for modeling tools
[11]. When analyzing business processes for errors, designers are forced to translate the
internal representation of the system work flows into a view that is suitable for mod-
eling [8]. Diagrammatic model of visual modeling languages (e.g. UML [1], IDEF [2],
eEPC [3], BPMN [4], SharePoint, ER, DFD) are widely used in the practice of
designing complex automated systems (as) especially at the conceptual stage [5]. Such
languages are flexible and allow you to build diagrams that can be applied to different
subject areas. The flexibility of languages is due to the incompleteness or informality of
their description, as a result of which the resulting diagrams can be interpreted
ambiguously. Machine processing of such graphic diagrams is difficult [11]. Language
flexibility can lead to a family of languages, i.e. many languages that conceptually have
a common basis but different interpretation specific to the subject area of their appli-
cation. Most of the existing approaches consider such languages in isolation, although
it is sufficient to determine the generalizing semantics for the language family (perhaps
for some elements it will be abstract) and to specialize the semantic component of the
individual elements of the language and (or) the diagram before its interpretation.
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The paper has the following structure. Section 2 has related work that short
describes major relevant research studies. Section 3 provides a brief overview of the
semantics of graphical languages. Section 4 contains RVTITg-grammar. Section 5
presents the example RVTITg-grammar for basic BPMN. Conclusions and further
research directions are presented in Conclusion.

2 Related Work

The authors investigate some works that consider the specification of document flow,
verification and translation. Several papers focused on the definition of formal
semantics and validation methods for workflows using Petri nets, process algebra,
abstract state machine, see for example [12–22]. In [18, 19], Decker and Weske pro-
pose a Petri net-based formalism for determining choreographies, properties as real-
izability and local applicability, and a method for verifying these two properties.
However, they consider only synchronous communication and does not explore the
association with languages modeling of interaction of a high-level BPMN. Bultan and
Fu [23] determine a sufficient condition for analyzing the feasibility of choreographies
defined using UML collaboration diagrams (CD). In [24], Salaün and Bultan modify
and extend this work with the feasibility analysis method by adding a synchronization
message among peers. This method controls the realizability of CDs for bounded
asynchronous communication. The feasibility problem for Message sequence diagrams
(MSCs) has also been studied (e.g. [25, 26]). In [26], the authors offer bounded MSCS
graphs which are bounded by BPMN 2.0 because branching and looping behavior are
not supported by CDs and MSCs (there is no selection in CDs, there are no some
looping behaviors in MSCs, and only Self-loops in CDs). In [27] BPMN behavior is
studied from the semantic point of view and several BPMN patterns are proposed. This
work is not theoretically justified and is not complete, it discusses only some of the
laws. Lohmann and Wolf [28] propose to analyze existing patterns and control them
with compatible patterns. In [29], the authors focused on the translation of BPMN into
the algebra of processes for the analysis of choreography using model checking and
equivalence. The main limitation of these methods is that they do not work when there
are different types of diagrams at the same time, which means that in some cases the
input diagrams cannot be analyzed.

3 The Semantics of Graphical Languages

All existing graphic languages can be divided into the following types according to the
language formality

1. Formal. The syntax and semantics of such languages are formally defined.
2. Semi-formal. The syntax of the language is formal, and semantics can have different

interpretations.
3. Informal. The syntax and semantics of the language are informal [6].
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The vast majority of popular graphic languages are semi-formal. For them, it is
worth investigating the methods of formalization. In [5, 8, 9, 11–29] mainly offer to
give a semantic technicality language in the following ways:

1. To specialize the language. To give it some capabilities of the language to simplify
it, to give new opportunities that will positively affect formalization.

2. To determine the semantics dynamically. Dynamic semantics involves the trans-
formation of the diagrams of the basic graphic language into a target language.

The second method is more promising, because it makes it possible to implement
diagrams of different graphic languages on the basis of one universal tool. The method
develops the ideas of primitive libraries. In this case, libraries store the interpretation of
the graphical image in terms of the target graphic or text language. And there can be
several interpretations for the same image, each of them is assigned a unique name to
avoid ambiguous interpretation and incorrect use. The target language is a more formal
language relative to the base language.

4 RVTITg-Grammar

RVTITg-grammar (Timed RV-grammar for graphic translation) is an RVTI-grammar
(Timed RV-grammar [7]) development in which the grammar scheme products are
expanded to store the correspondence in terms of the target formal description, and the
internal memory stores the information necessary for the translation process [7, 10].
Temporal RVT-grammar of a language L (G) is an ordered n-tuple of eleventh non-
empty sets

G ¼ V ;U;R; ~R;M;F;C;E;R; T ; r0
� � ð1Þ

where V ¼ ve; e ¼ 1; L
� �

is auxiliary alphabet; U ¼ ue; e ¼ 1;K
� �

is auxiliary
alphabet of the target language; R ¼ at; t ¼ 1; T

� �
is terminal alphabet graphic lan-

guage; ~R ¼ ~at; t¼ 1; T
� �

is quasi terminal alphabet; M ¼ TT [ TN is combining ter-
minal (TT) and non-terminal (TN) characters of the target language;
F = {generate_input(), generate_output(), select_output(), stick_connection_points()}
is many translation functions for working with elements of the set; C is set of clock
identifiers; E is the set of temporal relations “Before”, “During”, “After” (initialization of
the clock {c : = 0}, relations of the form {c * x}, where x the variable (the identifier of
the clock), c is a constant, * ε{=, <, � , >, � }); R ¼ ri; i ¼ 0; I

� �
is grammar G

schema (set of names of complexes of products, each complex ri consists of a subset Pij

of products ri ¼ Pij; j ¼ 1; J
� �

); T 2 t1; t2; t3. . .; tnf g is a set of time stamps; r0 2 R is
RV-axiom grammar.

Graphical objects containing more than one input or output are loaded with
translation functions from the set to ensure that the inputs and outputs of such objects
match the base and target languages. Assignment of translation functions and opera-
tions performed by them.
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1. generate_input() is a formation of a set of input connection points, except for the
one on which this graphic object was reached. It is performed in the primary
analysis of graphical objects containing more than one input.

2. generate_output() is a formation of a set of outgoing connection points. It is per-
formed in the primary analysis of graphical objects containing more than one
output, or when the only output is supposed to be used as a link – label, i.e. it is
necessary to change the direction of analysis.

3. select_output() is a select the outgoing connection point of the element as the
continuer of the target language chain. An event function that is executed for
graphical circuits with a dynamically changing number of outgoing connection
points after the formation of a set of connection points for outgoing connections, it
is selected from such points. In General, the selection algorithm is not regulated, i.e.
the choice is random.

4. stick_connection_points() is a link connection points and object. An event function
that is performed when secondary graphical objects that contain more than one
input are analyzed. Binds the incoming link to the connection point of the object,
information about which is stored in the internal memory.

The presence of these functions allows you to create an algorithm for building the
output chain, the main operations in which are the selection of the point – continuer
analysis for objects containing more than one output, and the layout of a complete
sequence of already analyzed objects containing more than one input, and associated
with them analyzed objects. The order of application of functions is shown in Fig. 1.

Begin

Yes

Secondary
Analisys

End

Primary 
Analysis?No Yes

More than one 
entry?

generate_input()

Yes

No

More than one 
output?

generate_output()

Yes

No

More than one 
entry?

stick_connection_points()

Yes

No

Are there several 
successors?

select_output()

Yes

Is there 
a point 

successor?

Go to the point 
successor

YesNo

Fig. 1. The main algorithm of translation.
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For Fig. 2 all possible display options are presented. Table 1 describes the corre-
sponding types of the choice of the successor and the application of f function. On the
maps (see Fig. 2) hollow points show the guide points, shaded – the points through
which the analyzer reaches the graphical object, and filled with points – all other
incoming and outgoing points. In the following tables, the encoding of translation
functions is accepted. The value fgi in the table cells corresponds to the function call
generate_input(), fgo is a generate_output(), fso is a select_output(), fscp is a stick_con-
nection_point().

a b c d

e f g h

Fig. 2. Possible display types.

Table 1. A description of the possible representation types.

Representation description Translating functions Succesors

With one directional output (Fig. 2a) No Directed output
With one input (Fig. 2b) No No, selected from the

number of label links
With one input and several non-
directional outputs (Fig. 2c)

fgo is a selects all
outputs

fso or selected from the
number of label links

With one input and several outputs,
including the directional (Fig. 2d)

fgo is a selects all
outputs except
directional

Directed output

With multiple inputs and one non-
directional output (Fig. 2e)

fgi, fgo are selects all
outputs

No, selected from the
number of label links

With multiple inputs and one
directional output (Fig. 2f)

fgi Directed output

With multiple inputs and multiple
non-directional outputs (Fig. 2g)

fgi, fgo are selects all
outputs

fso or selected from the
number of label links

With multiple inputs and multiple
outputs, including directional
(Fig. 2h)

fgi, fgo are selects all
outputs except
directional

Directed output
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5 Example RVTITg-Grammar for Basic BPMN

The base language from which the broadcast will be produced is a well-known BPMN.
A standard Business Process Model and Notation (BPMN) will provide businesses
with the capability of understanding their internal business procedures in a graphical
notation and will give organizations the ability to communicate these procedures in a
standard manner [4]. The BPMN specification also provides a mapping between the
graphics of the notation and the underlying constructs of execution languages, par-
ticularly Business Process Execution Language (BPEL) [4]. As a translation language,
a timed Petri net was chosen. Representation in terms of the timed Petri network for the
language elements of the BPMN presented in Table 2.

Table 2. Representation in terms of the timed Petri network for the language elements of the
BPMN.

Element name BPMN representation Timed Petri nets representation

A Start event
a0

B End event
ak

C Action

D Exclusive gateway EG

E Parallel gateway

F Intermediate  event “Timer”

H Link flow
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Final tabular form RVTg-grammar for the languages BPMN and timed Petri nets
are presented in Table 3.

When the analysis is complete, the stores in the internal memory of the target
language must be empty and all tape cells must contain the “0” character. Checking the
memory status is described by the operation indicated by the “” symbol. Take an
example of an abstract diagram in BPMN. It is depicted in the Fig. 3.

Representation of temporal BPMN diagram example in timed Petri nets presented
in Fig. 4.

Table 3. Translation grammar example.

N State Quasi
term

Next
state

Operation with memory
Base language Target language

1 r0 A0 r1 Ø Ø

2 r1 rel r3 Ø Ø

3 r2 labelEG r3 W2(b
1m, bt(6)) W2(b

3m)
4 labelPG r3 W2(b

2m, bt(6)) W2(b
4m)

5 r3 Ai r1 Ø Ø

6 Aim r1 Ø Ø

7 Ait r1 W1(ts
t(6)) Ø

8 Akl r2 Ø/W3(!e
1m, !e2m) Ø/W3(!e

3m, !e4m)
9 Ak r4 Ø Ø

10 A r1 W1(ts
t(6)) Ø

11 Ait r3 W1(ts
t(6)) Ø

12 EGc r1 W1( t1m
n�1ð Þ

)/W3(k = 1) W1( t3m
n�1ð Þ

)/W3(k = 1)
13 EG r2 W1(1

t(1), kt(2))/W3(e
t(2),

k! = 1)
W1(1

t(7), kt(8))/W3(e
t(8),

k! = 1)
14 _EG r2 W1(inc(m

t(1))/W3(m
t

(1) < kt(2))
W1(inc(m

t(7))/W3(m
t

(7) < kt(8))
15 _EGe r1 W1( t1m

n�1ð Þ
)/W3(m

t(1) = kt
(2), p! = 1)

W1( t3m
n�1ð Þ

)/W3(m
t(7) = kt

(8), p! = 1)
16 _EGme r1 o/W3(m

t(1) = kt(2), p = 1) o/W3(m
t(7) = kt(8), p = 1)

17 PGf r1 W1( t2m
n�1ð Þ

)/W3(k = 1) W1( t4m
n�1ð Þ

)/W3(k = 1)
18 PG r2 W1(1

t(3), kt(4))/W3(e
t(3),

k! = 1)
W1(1

t(9), kt(10))/W3(e
t(9),

k! = 1)
19 _PG r2 W1(inc(m

t(3))/W3(m
t

(3) < kt(4))
W1(inc(m

t(9))/W3(m
t

(9) < kt(10))
20 _PGe r1 W1( t2m

n�1ð Þ
)/W3(m

t(3) = kt
(4), p! = 1)

W1( t4m
n�1ð Þ

)/W3(m
t(9) = kt

(10), p! = 1)
21 _PGje r1 W1( t2m

n�1ð Þ
)/W3(m

t(3) = kt
(4), p = 1)

W1( t4m
n�1ð Þ

)/W3(m
t(9) = kt

(10), p = 1)
22 r4 no_label r5 * *
23 r5
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6 Conclusions

Presented RVTITg-grammar based on RVTI-grammar, which takes into account the
temporal characteristics and broadcast diagrammatically models in different graphical
languages. An example of the translation of BPMN diagrams into a timed Petri net.
Further directions of work are the expansion of the possibilities of semantic analysis of
diagrammatic models from the point of view of coordinating text attributes of diagrams
with project documentation.

A1
Ait

A2

A3

2 hours

Ak

X

1 hour 1 hour

1 hour

5 hours

Fig. 3. Temporal BPMN diagram example.

A1

A3 (time = 2)A2 (time = 1)

t2 (time < 5)

t1

t3 (time >= 5)

t5

t7

rel

t4

t6

rel

rel rel

It

Fig. 4. Representation of temporal BPMN diagram example in timed Petri nets.
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Abstract. In this paper we propose a simple but powerful method of extracting
key client requests from bank chat logs. Many companies nowadays are inter-
ested in building a chat bot to optimize their business, and are ready to provide
chat bot developers with large amounts of data, but such data often need special
preparation to be successfully used for a chat bot system. We propose a method
of data preparation which includes not only data cleaning but also data mining:
we extract key notions from chat logs and retrieve typical client requests in
generalized form. The method uses simple metrics as well as word embeddings
and additional semantic resources to extract typical client requests from client-
manager chat logs.

Keywords: Chat logs � Chat bot � Keywords � Collocations � Client requests

1 Introduction

Building a successful chat bot system is an important NLP task nowadays, especially in
banking industry. Most companies are undoubtedly willing to introduce a chat bot
system into their business (if they have not done it already for some reasons). They
collect large amounts of data (for example, logs of manager-client dialogues) which can
be used by chat bot developers to train chat bot systems, however, such data often need
cleaning and special preparation before they could be used as input for a dialogue
system. For example, such chat logs may (and do) contain numerous misprints,
repeated clarifying questions from clients and information totally irrelevant to the
subject of a client’s request.

In this paper we propose our method of filling this niche. In other words, we
propose a method of not only cleaning raw data, but of extracting key notions from the
text and, what is more important, retrieving typical client requests in generalized form.
As a result of such parsing of chat logs, we obtain not only request patterns (which
could be used in a chat bot system) but also key topics of the chat logs (which is a
useful side effect). Our request patterns are represented by noun and verb phrases and
consist of 2–3 words. Although most of them are not grammatically correct word
combinations, these phrases (according to the results of the experiments) clearly reflect
the purpose of the underlying clients’ requests in 73% cases. In the other 27% cases,
although the request might be unclear, the general topic of the request is obvious.
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2 Related Work

In a few recent papers conversation logs between customers and managers are dealt
with, and similar (to our problem) tasks are being solved.

For example, in [4], over 170 thousand chat logs are analyzed to determine the
factors which affect customer’s satisfaction. The authors use an existing state-of-the-art
sentiment analysis tool and conduct surface statistical analysis of the chat logs corpus
(e.g., extract discriminative n-grams indicating customers’ dissatisfaction).

N-gram-based approach (in combination with self-customized hyperlink-induced
topic search (HITS) algorithm) is used in [1] to solve the problem of finding over-
lapping users’ interests and their social ties based on users’ chat logs.

In [5] healthcare chat logs mining task is solved: the authors present a new prob-
abilistic model for the extraction of topics in chat logs.

In terms of NLP tasks, the task closest to ours is topic modelling. In topic modelling
community, the most widely used approach relies on the use of generative probabilistic
models and includes techniques like singular value decomposition (see LDA, for
example). However, such method is rather costly when it comes to implementation.
Another group of methods coming from the neural networks community is represented
by word embedding techniques (e.g., word2vec by Google, fastText by Facebook). The
latter techniques are convenient to use and not as costly as LSA/LDA-based ones,
therefore, in our research, we follow such an approach. Our topic modelling algorithm
is based on the combination of shallow statistical metrics, word embeddings and
specific semantic resources (YARN – Yet Another Russian WordNet [2] and the
dictionary of Russian word formation [6]).

3 Data

Our data consist of 58267 chat logs of dialogues (668200 written messages) between
bank managers and clients in Russian. The data are anonymized and annotated with
tags referring to the authors of messages.

4 Method

Our client requests extraction method consists of several stages. Firstly, chat logs are
lemmatized using MyStem1 and then cleaned. As our raw data are full of misprints and
mistakes made by bank clients in their questions to managers, we apply the following
procedure: all the words (in their lemma form) are checked against a universal word
embedding Russian model from RusVectores [3] (with vocabulary size of about 400
thousand words). Out-of-vocabulary words (not found in the RusVectores vector
model) are compared to the in-the-vocabulary words, and if Levenshtein distance
between an out-of-vocabulary word and in-the vocabulary word is 1 and word length is

1 Morphological analyzer for Russian by Yandex (https://tech.yandex.ru/mystem/).
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at least 4 letters, they are considered equal, and the appropriate replacements are
conducted in the whole text.

Secondly, after the data are cleaned, we calculate frequencies of 1- and 2-grams (on
the lemma level) occurring in the data. Then we adjust the obtained scores: the scores
of words in title case, geographical locations, person names, foreign words and quo-
tations are multiplied by special coefficients (values of these coefficients are selected
empirically as a result of preliminary experiments). We further extract top n most
frequent lemma collocations using Normalized Pointwise Mutual Information (NPMI),
where n is also selected empirically as 1000 with threshold value set to 3. Then these
collocations are checked against the large word embeddings model from RusVectores
(this model contains collocations as well as single words). Finally, only the collocations
present in the RusVectores model are selected.

Thirdly, having obtained a list of top frequent words (with frequency value above
the threshold value) and collocations together with their adjusted frequency scores, we
merge synonymous words and phrases into single notions (to be able to work on the
notions level further). Words or phrases are merged into single notions if they are either
synonymous in terms of words embedding model or in terms of YARN-based dataset,
or if they share the same root. Since Euclidean product is a costly procedure for a large
chat logs corpus, instead of calculating semantic similarity scores for each pair of
words from the lexicon, we expand words or phrase by checking up their top n (where
n is empirically set to 20) similar words/phrases in terms of (a) the large Russian words
embedding model from RusVectores, (b) the YARN-based dataset where similarity
scores of each pair of words are calculated as Jaccard scores between their synsets,
(c) the words formation dictionary. Synonymous words and phrases from (a), (b) and
(c), together with the original words and phrases, constitute generalized notions. They
are added to these notions if their similarity scores (the scores between the new and the
original words) are not less than the empirically set threshold values and if these words
or phrases already occur in the chat logs corpus. If they are not present in the corpus,
but their similarity scores are high enough (higher than 0.9 – another empirically set
coefficient), they are also added to our generalized notions.

Thus, some of the words or phrases from the lexicon (top frequent words and
collocations) are expanded so that they become a set of words/phrases denoting some
notions relevant to the bank domain. After this expansion procedure, the original
weights of top frequent words and collocations are adjusted: if a word/phrase is a part
of a notion (i.e., has synonyms in the lexicon), its weight becomes higher than that of a
single word/phrase without any synonyms (it is multiplied by another empirically set
coefficient). The final adjustment to the scores of key words and phrases is made to
diminish the importance of common words which are not so relevant for bank domain:
the scores are multiplied by the inverse frequency of top 20% most frequent words
from the Russian National Corpus (the respective frequency values are freely available
at the RNC website2) multiplied by the empirically set coefficient. And finally, for each
notion (represented by a group of synonymous words or phrases) we select a title for
this notion using the following scheme: for each word/phrase inside the groups we

2 http://ruscorpora.ru/corpora-freq.html.
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search for common hypernyms (if present, one of such hypernyms becomes the title for
the notion), if some of the hypernyms are among the words in the group, then one of
such hypernyms becomes the title for the notion. If the title could not be selected using
hypernyms, then it is selected as the centroid (of all the words in the group) in terms of
vector space model.

Finally, we select top n nouns or noun phrases out of the collected list of notions,
and they constitute our key notions set.

Having collected the key notions from the corpus, we expand these notions to
obtain short phrases. These procedure is conducted in two stages.

Firstly, for each key notion found in the clients’ questions (here and further in the
paper we only consider the client part of the chat logs corpus) we collect adjectives,
adverbs and nouns occurring in the context of this notion (taking into account that
notions can be represented by several nouns or noun phrases we repeat the search
procedure for each of the words/phrases) with window size equal to 3. Then we
calculate Dice coefficient for the collected pairs of the original key notions and sur-
rounding adjectives/adverbs/verbs and select the collocations with Dice coefficient
values above the threshold.

Secondly, we repeat the procedure described in the previous paragraph, but this
time we only search for verbs in the context of the obtained collocations. If the
collocations already include verbs, they are skipped.

Finally, we obtain a list of triples which contain a key notion and a verb (obtained
at the second stage) and pairs of key notions and verbs (obtained at the first stage).
Such pairs and triples are supposed to represent typical client requests made to the bank
managers.

5 Results

Key notions (top 30) obtained as described in Sect. 4 are shown in Table 1
Top 30 requests are shown in Table 2. The requests where the purpose of the

client’s request is absolutely clear from the request pattern, and which are valid
according to the corpus of chat logs, are marked with “+” in the “Valid” column.

Thus, in 73% phrases from top-30 requests (22 phrases out of 30), the underlying
client’s request is clear and valid. In the 8 leftover phrases (27%) the topic of the
request is clear, but its purpose is not. For example, in “кapтa cчeт ип”/“card account
individual entrepreneur” the topic of the request has to do with the card linked to the
account of an individual entrepreneur, but it is not clear whether the client wants the
card to be linked to the account or closed, etc. It might be caused by the absence of a
verb in this particular request pattern. However, all the rest 7 invalid requests do
contain a verb and are still unclear as to the purpose of the client’s requests. If we get a
closer look at those patterns, we can see that in most of them the verb is too common
(while the general meaning of the phrase is conveyed by the noun phrase), and it
requires some context for a human to understand the meaning of the whole phrase (e.g.,
with verbs like “yкaзывaть”/specify, “ocтaвaтьcя”/remain, “пpoиcxoдить”/occur) –

i.e., such patterns evidently require some additional details to be included into them.
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To visualize the collected top key notions and phrases (including request patterns),
we built the respective graphs using Gephi3. In these graphs, the nodes correspond to
the notions (or phrases/requests), while the thickness of connections between them
indicates the frequency of co-occurrence of two notions (or requests) in the same chat
logs. Node communities (clusters) were identified using Gephi.

Table 1. Top 30 key notions

Title Words/phrases

cчeт/account cчeт/account
выпиcкa/extract выпиcкa/extract
плaтeж/payment плaтeж/payment
cтaтyc/status cтaтyc/status
плaтeжный
пopyчeниe/payment order

плaтeжкa, плaтeжный пopyчeниe, плaтeжoк,
пopyчeниe/payment order, order

cepтификaт/certificate cepтификaт, cepтификaция/certificate, certification
pacчeтный cчeт/checking
account

pacчeтный cчeт/checking account

пoлe/field пoлe/field
кoнтpaгeнт/contractor кoнтpaгeнт/contractor
дoкyмeнт/document дoкyмeнт/document
oгpaничeниe/limit oгpaничeниe/limit
зaпpoc/request зaпpoc/request
пoдпиcь/signature пoдпиcь/signature
фaйл/file плaгин, cкpипт, yтилитa, фaйл/plugin, script, tool, file
инфopмaция/information дaнныe, инфopмaция/data, information
peквизит/requisite peквизит/requisite
нoвый дизaйн/new design нoвый вepcия, нoвый дизaйн/new version, new design
дбo cбepбaнк/dbo sberbank дбo cбepбaнк/dbo sberbank
cмc/sms cмc/sms
пapoль/password пapoль/password
кoд/code кoд/code
peжим paбoтa/business
hours

peжим paбoтa/business hours

дeньги/money дeнeжки, дeнeжный cpeдcтвo, дeньги, cpeдcтвo/money,
cash, fund

cпpaвoчник/catalogue cпpaвoчник/catalogue
кapтa/card кapтa/card
кoнcyльтaция/consultation кoнcyльтaция/consultation
пocлeдний цифpa/last digit пocлeдний цифpa/last digit
aбc/asb aбc/asb
зaявлeниe/claim зaявлeниe/claim

3 https://gephi.org/.
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It can be seen from the graph in Fig. 1 that there are four clusters of key notions
which correspond to four different topics:

1. Bank card/account operations: “cчeт”/“account”, “кapтa”/“card”, “oпepaция”/
“operation”, “выпиcкa”/“extract”.

2. Payment issues: “плaтeж”/“payment”, “пopyчeниe”/“order”, “cтaтyc”/“status”.
3. Online banking system issues (errors, etc.): “cooбщeниe”/“message”, “oшибкa”/

“error”, “вxoд”/“login”.
4. SMS/password issues: “cмc”/“sms”, “пapoль”/“password”, “тeлeфoн”/“phone”,

“пoдтвepждeниe”/“confirmation”.

Table 2. Top 30 users’ requests

Request Valid

дeньги кapтa пepeвoдить/money card transfer +
дeньги cчeт пepeвoдить/money account transfer +
oгpaничeниe cчeт cнимaть/limit withdraw money +
дeйcтвиe пoдпиcь иcтeкaть/expiration date signature expire +
пoдпиcь cpoк иcтeкaть/signature expire +
кoppecпoндeнт cпpaвoчник oтcyтcтвoвaть/correspondent catalogue absent +
зaпиcь кoppecпoндeнт пoдтвepждaть/record correspondent confirm
кoд oшибкa пpoиcxoдить/code error occur
aбc cтaтyc oткaзывaть/asb status deny +
нeизвecтный кapтa пиcaть/unknown card say +
дeньги cчeт cпиcывaть/money account withdraw +
выпиcкa cчeт pacпeчaтывaть/extract account print +
кapтa cчeт ип/card account individual entrepreneur
дeньги cчeт пocтyпaть/money account transfer +
oгpaничeниe cчeт нaлaгaть/limit account impose +
oшибкa cepтификaт выдaвaть/error certificate show +
дoкyмeнт пoдпиcь пoдпиcывaть/document signature sign +
выпиcкa пepиoд pacпeчaтывaть/extract period print +
пoдpaздeлeниe ycлyгa нe пpeдocтaвлятьcя/department service not provide +
кapтa cчeт пpивязывaть/card account link +
выпиcкa пepиoд cфopмиpoвывaть/extract period generate +
oгpaничeниe cчeт oткpывaть/limit account open
oшибкa cepтификaт пpoиcxoдить/error certificate occur
зaпpoc cepтификaт coздaвaть/request certificate generate
кapтa нoмep ocтaвaтьcя/card number remain
дeйcтвиe cepтификaт зaкaнчивaть/certificate expire +
нoмep cчeт yкaзывaть/number account specify
oшибкa cepтификaт дeaктивиpoвaть/error certificate deactivate +
кoд cмc пpиxoдить/code sms come +
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The graph in Fig. 2 includes 5 clusters: obviously, one of the clusters from the
graph in Fig. 1 is split into two node communities. The graph in Fig. 2 is actually a
graph from Fig. 1 where key notion nodes are expanded with nodes corresponding to
key phrases (those obtained during stages 2 and 3 of the request patterns extraction
algorithm – see Sect. 4). In the second graph, there are five clusters: cluster #3 from the
first graph (online banking system issues) is split into two subclusters:

– catalogue of the banking system: “cпpaвoчник”/“catalogue”, “зaпиcь”/“record”,
“кoppecпoндeнт”/“correspondent”, “зaпиcь зaблoкиpoвaть”/“record block”,
“cпpaвoчник дoбaвлять”/“catalogue add”,

– operations in the banking system: “пoдпиcь”/“signature”, “дoкyмeнт пoдпиcь
пoдпиcывaть”/“document signature sign”, “пoдпиcaниe”/“signing”, “зaпpoc”/
“request”, “вxoд”/“login”.

In fact, the graph in Fig. 2 is incomplete due to space limits of the paper, but if all
the extracted request patterns were included in the graph, other clusters (i.e., #1, #2 or
#4) would probably also be split into subclusters describing key topics of the chat logs
in detail.

In both graphs key notions and phrases extracted from chat logs represent the main
topics mentioned in the corpus of chat logs, and each topic can easily be inferred from
the nodes (key notions and phrases) of the corresponding cluster in the graph. The
topics themselves meet one’s expectations about the content of bank chat logs.

Fig. 1. Graph of key notions extracted from bank chat logs
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6 Conclusion

In this paper we described a method of cleaning and mining bank chat logs. This
method can be used against logs of client-manager dialogues, not necessarily in
banking sphere, but in any industry where a chat bot system needs to be built.

The method proposed in this paper is quite simple and relies on the combined use
of simple metrics, word embeddings and semantic resources. We work with the Rus-
sian language, but the algorithms described in the paper are actually language
independent.

As a result, key notions referring to the key topics of chat logs, are obtained, but the
main outcome of the proposed algorithm is the list of request patterns: typical requests
of the clients represented by short 2–3 word phrases, and such request patterns can
undoubtedly be of great help for a chat bot system.

According to the results of the experiments, 73% of the extracted request patterns
clearly indicate the purpose of the corresponding request, while others only indicate the
general topic of the request. Our future work directions include the improvement of the

Fig. 2. Key notions and phrases (including request patterns) extracted from bank chat logs
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algorithm of request patterns construction (it is currently based on collocation metrics,
but more sophisticated methods could be used, e.g., the ones taking into account deeper
context of the key words or syntactic structure of the sentences).

Acknowledgements. The research is supported by the RSF grant 18-71-10094 in SPIIRAS.

References

1. Anwar, T., Abulaish, M.: A social graph based text mining framework for chat log
investigation. Digit. Invest.: Int. J. Digit. Forensics Incident Response 11(4), 349–362 (2014)

2. Braslavski, P., Ustalov, D., Mukhin, M.: A spinning wheel for YARN: user interface for a
crowdsourced thesaurus. In: Proceedings of the Demonstrations at the 14th Conference of the
European Chapter of the Association for Computational Linguistics, Gothenburg, Sweden,
pp. 101–104 (2014)

3. Kutuzov, A., Kuzmenko, E.: WebVectors: a toolkit for building web interfaces for vector
semantic models. In: Ignatov, D.I., et al. (eds.) AIST 2016. CCIS, vol. 661, pp. 155–161.
Springer, Cham (2017). https://doi.org/10.1007/978-3-319-52920-2_15

4. Park, K., Kim, J., Park, J., Cha, M.: Mining the Minds of Customers from Online Chat Logs
(2015). https://arxiv.org/pdf/1510.01801.pdf

5. Wang, T., Huang, Z., Gan, C.: On mining latent topics from healthcare chat logs. J. Biomed.
Inf. 61, 247–259 (2016)

6. Tikhonov, A.: Slovoobrazovatelnij slovar’ russkogo yazika v dvuh tomah: Ok 145000 Slov.
Russkiy Yazik, Moscow (1985)

164 E. Pronoza et al.

http://dx.doi.org/10.1007/978-3-319-52920-2_15
https://arxiv.org/pdf/1510.01801.pdf


A Knowledge-Based Methodology for
Building a Conversational Chatbot as an

Intelligent Tutor

Xavier Sánchez-Dı́az(B), Gilberto Ayala-Bastidas, Pedro Fonseca-Ortiz,
and Leonardo Garrido

Departamento de Computación Regional Norte, Tecnológico de Monterrey,
Eugenio Garza Sada 2501 Sur, Col. Tecnológico, 64849 Monterrey, Mexico

{A01170065,A00819406,A00805772,leonardo.garrido}@itesm.mx

Abstract. Chatbots are intelligent agents with which users can hold
conversations, usually via text or voice. In recent years, chatbots have
become popular in businesses focused on client service. Despite an
increasing interest for chatbots in education, clear information on how
to design them as intelligent tutors has been scarce. This paper presents
a formal methodology for designing and implementing a chatbot as an
intelligent tutor for a university level course. The methodology is built
upon first-order logic predicates which can be used in different commer-
cially available tools, and focuses on two phases: knowledge abstraction
and modeling, and conversation flow. As main result of this research, we
propose mathematical definitions to model conversation elements, rea-
soning processes and conflict resolution to formalize the methodology
and make it framework-independent.

Keywords: Chatbots · Knowledge modeling · Methodology
Conversation design · Intelligent tutoring

1 Introduction

Chatbots are computer programs designed to hold conversations with users using
natural language [15]. Some of them have human identities and personalities
to make the conversation more natural. Ranging from Twitter bots with ran-
dom responses to more complex counseling service agents, chatbots have become
increasingly common in recent years. According to Tsvetkova et al. [16], nearly
half of the online interactions between 2007 and 2015 involved a chatbot. They
have been documented for use in a variety of contexts, including education [7]
and commerce [3].

Chatbots have proven to be useful tools in academic courses, too. One exam-
ple is the development of Jill Watson, an intelligent tutor developed by Goel et
al. [5] at Georgia Tech for an artificial intelligence MOOC. Anderson et al. [2]
classify intelligent tutors as intelligent computer-aided instruction software which

c© Springer Nature Switzerland AG 2018
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can respond to a student’s specific problem-solving strategies. On the same note,
Reyes-González et al. [9] emphasize the importance of an individualized interac-
tive process between the tutor and the student. The effectiveness of Jill Watson
showed the potential of chatbots in a massive online class and is a fine example
of the new educational era where artificial intelligence may play a major roll. In
Goel’s words: “it represents an educational technology for supporting learning at
a big scale” [5]; sometimes so big that personalized attention from the instruc-
tor may result impossible. Using a conversational bot as an intelligent tutor has
some other advantages like the fact that it can be available 24/7, giving the
student the freedom of learning at their own pace, at any moment and from
anywhere with Internet access. Having a chatbot also lightens the work load of
the course instructor, as shown in [4].

With so many tools available to develop conversational agents nowadays, the
building and deployment of a chatbot may look fairly simple. However, provid-
ing the chatbot with suitable information to be able to work as an educational
tutor could be difficult. At the time of writing, information on how to design the
tutor is scarce and scattered across blog entries and articles which are focused
on the chatbot implementation rather than the design and modeling of knowl-
edge. Many of the current development tools (such as Dialogflow and Chatfuel)
only handle the implementation phase. The task of abstracting and organizing
knowledge is up to the instructor designers. Thus, a methodology for knowledge
abstraction and organization is essential, since having a conversation with an
instructor is rather different than chatting with a sales agent.

This work proposes a methodology that formally defines and models the chat-
bot structure as an intelligent tutor. Its aim is to help multidisciplinary teams
looking to design and implement chatbots in university courses. The method-
ology focuses on describing a first-order logic framework which can be imple-
mented on different commercially available tools, and sheds some light on how
to represent, expand and maintain the knowledge base.

The rest of the document is formatted as follows. Section 2 reviews human-
computer conversation methodologies and available technologies. Section 3 for-
malizes the chatbots concepts and describes the proposed framework. Implemen-
tation and a case study are then discussed in Sect. 4. Finally, Sect. 5 presents
concluding remarks.

2 A General Approach to Human-Computer
Conversation

When talking about human-computer conversation, the very first technologies
like ELIZA (1966) and ALICE (1995) come to mind due to their importance.
ELIZA was created to demonstrate that natural conversation with a computer
was possible, but failed to pass the Turing test since its implementation was
based on string matching and no context was taken into account for the written
responses. ALICE introduced the famous AIML (Artificial Intelligence Markup
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Language), which uses pattern matching rules to give ‘meaning’ to the actual
words: topic, themes and categories were now taken into account [10].

Since then, chatbots have come a long way. Mobile devices now include simple
chatbots which (or perhaps we should say whom) handle simple requests like
making phone calls and setting alarms. Furthermore, automation tools have
been developed for the creation of more complex chatbots and are now available
for commercial use. The ever-increasing presence of machine learning in daily life
has made the entire process of ‘thinking’ a bit more powerful than simple pattern
matching, and perhaps the most common examples are those available directly
from tech giants like Google, Facebook and Amazon. Despite each framework
having its own implementation details and limitations, most tools derive from
a general idea—receive raw data, give it meaning, and then act appropriately
according to a knowledge base. Figure 1 illustrates this process for a text-based
chatbot.

Fig. 1. General methodology for a text-based conversational agent

To process natural language, chatbots rely on pattern recognition and bigram
identification [14], a procedure which is usually handled by conversation frame-
works. However, it is up to the chatbot designers to generate the knowledge base
and provide the learning engine with appropriate examples.

3 Proposed Methodology

Our proposal considers two main phases:
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Knowledge Modeling. This phase determines how knowledge is represented
and stored in the knowledge base.

Conversation Flow. Both the lexicon used by the tutor and the order in which
ideas are presented should be defined in this phase.

This section presents the formal definitions and foundations of the proposed
methodology first. Later, each phase is described and contrasted with real-life
queries. Finally, since implementation details vary across different conversation
frameworks, they are not covered per se in the methodology. Nevertheless, con-
flict resolution and good implementation practices are broadly presented along
a case study.

3.1 Formal Definitions and Foundations

A chatbot can be described as a conversational agent which gives an appropriate
response when prompted with a known query. Formally speaking, a chatbot is a
function f of the form f : Q → R, which maps queries q ∈ Q to responses r ∈ R.

In order to give the appropriate response, the query must be converted from
natural language to a given entry in the knowledge base. This process consists
on breaking down the user input, i.e. a sentence, to identify key concepts of the
conversation. The most notable concepts at play are entities and intents.

An entity is an abstract object which holds relevance to the user. It can be
thought of both as a subject or an object in a conventional sentence: The quick
brown fox jumps over the lazy dog refers to a quick brown fox as a subject, and
to the lazy dog as the object. Both the subject and the object are entities in this
sense and can be grouped together into classes.

Intents, on the other hand, are abstract representations of the user’s inten-
tions. Since the user is asking a specific query, there must be something they
want to do or know. However, in conventional questions the intent is not always
present.

When a person asks, ‘Can you tell me what time it is? ’ their intention is to
find out the time. The imperative sentence ‘Show me my agenda’, for example,
can be rewritten as ‘Would you show me my agenda? ’ which is a question in
which the user wants their agenda (the entity) to be shown (the intent). Nev-
ertheless, there are some other queries where the intention cannot be extracted
from a rearrangement of their words. A user asking, ‘Why do we snore? ’ wants
to know the reason of why we snore when we sleep. The intention of finding out
the reason is not in the input text.

Queries as Functions of First-Order Logic. First-order logic is a branch
of the study of reasoning, dealing with inference and ‘belief’ management using
formulas in the form of predicates. It uses truth-functional connectives like ¬
(not), ∧ (and), ∨ (or) and many others; along the use of functions to describe
the state of a variable which is either true or false [8]. In the context of chatbots,
this truth value can be seen as the presence or the absence of a condition to
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trigger a response if it exists in the knowledge base. At first glance, intents may
resemble verbs in a common sentence, but in fact they are relations of variables
to a truth state: first-order logic functions. A query, then, has the form:

gn(t1, t2, . . . , tn) (1)

where gn ∈ G is an n-ary function symbol in the set of functions G, and ti is a
term in the set of terms T . The set of terms T is the set of known entities and
G is the set of known intents in the knowledge base.

For example, in the statement show(agenda), show() is a function which
receives a single parameter to generate a response. The entity agenda is then
shown to the user. Under this assumption, show(flight) could also be a possible
query, when the user wants to know the status of a recently booked flight. If
the user wanted to know the time right now, the function would look similar:
tell time(now). Another example could be tell time(here), in case the bot
is programmed to handle different time zones or countries. The query ‘What’s
the time in New Zealand? ’ could be translated to tell time(nz), or something
along those lines. In the question ‘What’s the difference between x86 and x64
architectures? ’ the intention is to know the difference between two entities,
the x86 and the x64 processor instruction sets. The relation here is associating a
pair of entities to a response, which is the difference between these two concepts.
Following the function notation used throughout this work, it can be written
as difference(x86, x64). The difference function is binary. However, n-ary
functions may be defined, as stated in Eq. 1.

It is important to consider that questions triggers are not stored in the knowl-
edge base as text. Instead, a first-order predicate with the form defined in Eq. 1
is built for each query. First-order logic has limited expressivity [13] since some
concepts which cannot be expressed using this formal system exist. Nevertheless,
an adequate delimitation of the agent’s reach can guide the knowledge model-
ing process, speeding up the implementation phase and reducing the training
complexity.

3.2 Phase I: Knowledge Modeling, Extraction and Storing

As described in Sect. 3.1, the sets of queries and responses are to be defined
first, and there are several ways to perform that task. To deal with knowledge
extraction and representation, for example, Huang et al. [6] use tuples of the
form <input, response>, which are constructed by ranking the replies of a web
forum thread as either ‘fascinating’, ‘acceptable’ or ‘unsuitable’. Ales et al. [1],
on the other hand, focus on automatic emotion detection of news headlines to
give meaning to the input using self-organizing maps. Both ideas revolve around
a medium-sized knowledge base, with a couple of concepts and queries.

However, a tutor designed for a college courses may deal with hundreds of dif-
ferent concepts and definitions. For this, the input of an expert is recommended,
especially if aiming for accurate pedagogical explanations using an adequate
lexicon. The tutor language may be either casual and relaxed, or a bit more
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abstract and rigorous depending on the context. For example, in the field of
mathematics—using abstract constructs and precise notations—the input from
an expert is advised, since technology alone does not guarantee that students
learn mathematics better than using only a regular textbook [12]. Moreover,
problem situations can be represented in several ways, even in natural language.
The use of an appropriate lexicon is important for students to incite them to
translate everyday situations to mathematical models [11].

In order to comply with the trigger-response approach, knowledge should
be separated into ‘units’, extracted from the expert and then laid down on a
knowledge base with certain queries in mind for each knowledge unit. Each
of these units represent a single query, a unique combination of functions and
parameters that yields a certain response.

Although many data structures exist to store the knowledge base, most chat-
bot conversation structures are based on trees [15]. Each node in the tree rep-
resents a unique response, from a simple greeting to detailed information about
previous queries. It is also important to note that in order for the conversa-
tion service to determine which response the user is looking for, the similarity
between the user input and all known queries must be calculated. This process is
usually done by machine learning algorithms using similarity measures between
sentences in which each word or character may represent a single dimension, and
its accuracy is refined by providing thousands of correctly labeled examples of
user inputs. Therefore, it is advised to group knowledge units by similarity of
the user input that will trigger them, rather than clustering by topic.

For instance, grouping the examples provided in Sect. 3.1 by intent, one can
see that all three queries using the function tell time have a similar input:

– What’s the time now?
– What time is it here?
– What is the time in New Zealand?

The tell time function input is somewhat different from that of the show
function, in which the phrase Show me is predominant. Creating branches
according to intents therefore reduces the complexity of the search.

3.3 Phase II: Conversation Flow

Once knowledge is separated into small atomic units, designing how to present
them is the next step. An efficient way to do that is the creation of a glossary
and a naming convention to keep track of the available queries and manage their
trigger order. For instance, for the creation of the intelligent tutor for the intro-
ductory mathematics course in our institution, each knowledge unit in the tree
was given a unique ID. The ID was generated automatically from abbreviations
of the names of the intents and the entities, with a hyphen separating the intent
from the entities, and the entities separated by a plus sign: def-N was used to
represent the definition of the natural numbers, corresponding to the question
‘What is a natural number? ’ or ‘What is the definition of natural numbers? ’.
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Some conversation frameworks allow entities to be grouped into categories, as
it is the case of IBM Watson. The glossary, then, may contain entities clustered
like the following:

– Numbers. Named sets of numbers, like natural numbers, integers, rationals,
reals, etc.

– Terms. Mathematical terms related to the course material, e.g. infinite dec-
imal expansion and numerical representation.

– Equations. Terms and notation specifically related to equations: linear equa-
tions system and solution of a linear equation.

– Proofs. Mathematical proofs that require a rigorous and a logical explana-
tion, for example proof that

√
2 is irrational or proof that the cardinalities of

the naturals and the integers are equal.
– Modifiers. Terms that modify the behavior of the bot. Usually used in con-

junction of already defined entities, like no solution [of something else] and
positive [something] or negative [something].

– Algebraic components. Terms related directly with algebraic procedures,
e.g. substitute or x of t, referring to the notation x(t).

– Wrong terms. This category could be used to encapsulate frequently asked
terms that are either mistaken or nonexistent. A fine example is the term
unreal numbers: since the set of rational numbers and irrational numbers
complement each other, unreal numbers should be a complement of the reals.
This is obviously a wrong assumption.

Entities are then combined with intents to formulate a unique set of condi-
tions that are needed to trigger their response, which were written by the expert
considering the pedagogical aspect of the language employed in the answer. In
this way, instructors can easily work along knowledge engineers to effectively
model the queries and generate the knowledge base.

An example of an abstract representation of the knowledge base is presented
Fig. 2, where queries are grouped according to their intents. Starting from the
top of the tree (usually a greeting or a welcome message), the conversation
framework will determine which branch contains the desired query and start
iterating over the contents until it finds it or reaches the end. Chatbot designers
are encouraged to include an error notice at the end of a branch in case the
query is not found.

This approach works if the tutor is receiving queries in any order. However,
more complex conversations can be modeled by branching each of the different
intents into smaller pieces of conversation as needed.

4 Implementation: A Case Study

Following the proposed methodology, two chatbots were designed in our institu-
tion: F-1001 and MA-1001, which are the introductory Physics and Mathematics
courses respectively. The tutors were implemented in IBM Watson Conversation
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Fig. 2. An abstract representation of the knowledge base built by grouping queries by
intent.

Service, using JSON structures for the tree, and providing examples and syn-
onyms via comma separated value (CSV) files.

A small sample of the intents and entities of the intelligent tutor of the
introductory math course is presented in Table 1.

Despite the fact that branching by intents guides the search process, the con-
versation flow may require adjustments due to technical reasons of the frame-
work. It is important to consider how the knowledge base is traversed so that
the chatbot answers are sound and complete.

In IBM Watson, the knowledge base is stored in a tree. This tree is usually
traversed from top to bottom: taking as a starting point the first node (greeting),
and then reviewing a branch if its condition is triggered. Then, each of the nodes
in that branch is visited sequentially until one triggers: each branch of the tree
is represented by an array. If no answer is found, then the default response is
returned, which in the case of the tutors in our institution was a failure notice
in the form of “Sorry, I could not understand your request”. In reality, the
knowledge base is a tree of arrays, in which each index of the array is a query.

This behavior may be prone to giving incorrect answers if the query nodes
are not in the right order. Consider Examples 1 and 2. The former presents a
formal definition of the problem and the latter rewords it into an specific use
case. A visual representation of the conflict is also shown in Fig. 3
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Table 1. Glossary for the MA-1001 intelligent tutor.

ID Intent Entities

def-N Definition Natural number

ex-Q Example Rational number

notation-Z Notation Integers

expl-change+uniform Explanation Uniform, change

def-obj rest Definition Object at rest

ex-fin dec exp Example Finite decimal expansion

subset-Q+R Subset Rational number, real number

card-Qc Cardinality Irrational number

comp card-N+Q Compare cardinality Natural number, rational number

Example 1. Let the sequence of conditions B = 〈a, a∧ b〉 be the array where the
desired branch is stored, and the queries q1 = a∧ b and q2 = a be the conditions
detected by the chatbot. Query q1 contains both condition a and condition b.
Since the first element of B, B1 is triggered if all its conditions are met, then
q1 will trigger B1, when it is highly probable that the user wanted to get the
response in B2. However, q2 will not trigger B2 since condition b is missing and
not all conditions are met. On the contrary, q2 will trigger B1 as the requirements
for its activation are all met.

Example 2. Assume a student wants to know the definition of constant velocity.
Since the knowledge base also contains other topics on velocity, it would be better
to model the query as a binary function, def(velocity, constant), instead
of using constant velocity as a single entity. However, since there is already a
response for the definition of velocity, def(velocity), there could be trouble
handling the request if def(velocity) is found first.

To prevent unwanted responses to trigger if a condition is partially met, it
is recommended to order the queries in the branch from more specific to less
specific, so that a branch B ends up looking as B = 〈a ∧ b, a〉 and not the other
way around. In Example 2, the problem can be solved if the definition of constant
velocity is found first, and the more general query for the definition of velocity
is presented last.

Another alternative is to add an additional level of branching and ask for
extra information when dealing with similar situations. For instance, the tutor
could explicitly ask the user which of the following definitions on velocity are you
interested in?. However, this approach for conflict resolution is highly discour-
aged, as one may find different topics on velocity in the definition branch
as well as in the examples branch.
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Fig. 3. A visual representation of the conflict presented in Example 2, which is solved
by placing more specific queries first.

5 Conclusions

Chatbots have become incredibly common nowadays, however there is few infor-
mation on how to implement them as intelligent tutors for university courses.
This work provides a formal methodology for organizing knowledge and arrang-
ing it for an appropriate flow to be implemented in commercially available con-
versation frameworks. The methodology presented focuses on using first-order
logic predicates to represent knowledge units extracted from an expert as n-ary
functions, which can be later grouped to simplify the search process. The paper
also reviewed a case study of the creation of two intelligent tutors using the
proposed methodology, which served as an example of conflict resolution when
two queries share a trigger condition and are in the same level of the branch.
This is just a first step towards formalizing conversational agents in education.
Future work should consider modeling of more complex conversation scenarios,
for example those requiring additional branching in the knowledge base. Incor-
porating automated methods for training and response refinement should also
be considered. Is also important to develop a methodology to analyze student–
chatbot interaction to ensure the chatbot qualifies as an intelligent tutor for
higher education.
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9. Reyes-González, Y., Mart́ınez-Sánchez, N., Dı́az-Sardiñas, A., Patterson-Peña,
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11. Salinas, P., Alańıs, J.A., Pulido, R., Santos, F., Escobedo, J.C., Garza, J.L.: Cálculo
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Abstract. Cities offer a large variety of Points of Interest (POI) for
leisure, tourism, culture, and entertainment. This offering is exciting and
challenging, as it requires people to search for POIs that satisfy their pref-
erences and needs. Finding such places gets tricky as people gather in
groups to visit the POIs (e.g., friends, family). Moreover, a group might
be interested in visiting more than one place during their gathering (e.g.,
restaurant, historical site, coffee shop). This task is known to be the ori-
enteering under several constraints (e.g., time, distance, type ordering).
Intuitively, the POI preference depends on the group, and on the con-
text (e.g., time of arrival, previously visited POIs in the itinerary). Recent
solutions to the problem focus on recommending a single itinerary, aggre-
gating individual preferences to build the group preference, and contex-
tual information does not affect the scheduling process. In this paper,
we present a novel approach to the following setting: Given a history of
previous group check-ins, a starting POI, and a time budget, find top-
k sequences of POIs relevant to the group and context that satisfy the
constraints. Our proposed solution consists of two primary steps: train-
ing a POI recommender system for groups, and solving the orienteering
problem on a candidate set of POIs using Monte Carlo Tree Search. We
collected a ground-truth dataset from Foursquare, and show that the
proposed approach improves the performance in comparison to a Greedy
baseline technique.
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1 Introduction

The web changed the way people interact with each other and with organiza-
tions [13]. As a part of the web, Location-Based Social Networks (LBSNs) help
people to track their leisure and tourism activities. In populous cities, LBSNs
help users navigate the large variety of Points of Interest (POI) such as parks,
museums, restaurants, etc. Due to the large amount of POIs, finding venues
that are relevant to the user preferences is time-consuming. To help with this
task, POI recommendation is a popular research problem. Most of the research
in POI recommendation focus on recommending to one user [25]. However, as
people gather in groups – which is a frequent situation in social life (e.g., holi-
days, weekend, birthdays), the preferences of the individuals might change and
conflict. Research on POI recommendations for groups is scarse but a promising
and emerging area. In this paper, we focus on building recommendations for
groups (i.e., gatherings of more than one user). More specifically, groups have at
least two members. A user might be a member of many groups. And groups are
considered to be different if any of their members is added or removed.

When groups are planning to visit more than one POI in their gathering,
to a sequence of POIs, the task is more challenging, as additional constraints
(e.g., time) must be satisfied. This task is known as the group orienteering prob-
lem. In the group orienteering problem, the preferences of a group of people
are considered. Intuitively, group’s preferences vary according to the members.
For example, the group might prefer different venues when it is a best friends
gathering compared to a family gathering or meeting with colleagues after work.
Moreover, the group may have specific constraints (e.g., category sequence, dura-
tion, time). In this work, we investigate the group orienteering problem. More
specifically, we study the problem recommending top-k sequences of POIs for a
known group, given a starting POI, time constraint, and contextual information
(e.g., popularity of the venue at time of arrival). Our study focuses on LBSNs as
the data source, as they enable groups to share their activities by doing check-
ins on the visited venues. Therefore, it is possible to find group traces of visits
as well as individual visits. These traces provide important insights of group
preferences.

The proposed solution differs from related studies in the literature in several
ways. Recent work on group orienteering (i.e. itinerary planning for group ([2,9]))
modeled groups preference in terms of individual preferences. In our work, we
model group preference on the basis of observed group behavior. The motivation
behind this choice is that, in [3], it is reported that recommending POIs for
groups based on the group preferences performs better than the aggregation of
individual preferences. Thus, we model group preferences directly from the group
behavior observations and use. Additionally, building the itinerary depends on
contextual information such as the venue’s popularity at the time of arrival,
previous visited POIs, and POI category transitions. For example, assume that
the group is visiting a restaurant. It is likely that the next POI will not be
a restaurant, but rather a coffee shop, or a plaza. Moreover, if at the time of
expected arrival to the next POI, the venue is unpopular, selecting the venue is
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less likely, such as arriving to a night-club in the afternoon. Recent work does
not incorporate contextual information during the itinerary planning. In our
work, we incorporate such features in our solution. Finally, recent work focus on
recommending one itinerary for the group, and our work focus on recommending
top-k itineraries.

Our proposed approach for building top-k tour recommendations for groups
consists of two main steps. In the first step, we model group preferences using
group check-ins and train a recommender systems to learn the group preferences.
In the second step, we generate a candidate set of POIs near the starting POI,
rank the POIs using the recommender system, and solve the orienteering problem
using Monte Carlo Tree Search (MCTS), where the expected reward of the POIs
depend on the POI recommendation score and on contextual features.

We conducted the experiments on a real dataset of check-ins collected from
Swarm by Foursquare, a popular LBSN, and use it as a ground-truth. The
collected dataset contains group check-ins as well as individual check-ins. The
proposed solution differs from related studies in the literature in several ways.
First, we analyze the coverage of the generated POI candidates near a given
venue. Second, we compare the performance of various recommender systems
and different individual aggregation strategies. Implicit matrix factorization for
groups performed better than content-based, item-to-item. Moreover, we show
that training a recommender systems using group profiles perform better than
aggregating individual recommendations. Finally, our results show that MCTS
constructs better itineraries in terms of recall and precision, than the greedy
baseline.

The paper is organized as follows. Section 2, summarizes previous studies on
group recommendation and itinerary planning. Section 3 presents our proposed
approach for building top-k itineraries for groups. Section 4 explains the data
used as ground truth, and a data analysis. Section 5 presents the evaluation
methodology, and experimental results. Finally, Sect. 6 presents findings and
conclusions.

2 Related Work

We categorize related studies in the literature into two: studies on item rec-
ommendations for groups, and studies on itinerary recommendations. In this
section, we summarize the literature for both of these problems.

2.1 Item Recommendation for Groups

In [1], as one of the earliest works on group recommendation, the problem is
defined as a consensus function aiming to maximize relevance and minimize
disagreement. Their algorithm uses a disagreement list, and several variations
of the algorithm are presented. In [19], personal impact of groups members on
group decisions are modeled as a latent variable. The model is further refined
by exploring the relationship between personal impact and other features (e.g.,
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social network). In [26], the proposed method for group recommendation is based
on aggregating preferences of the group member with different weights. In [12],
rather than aggregating member preferences, group preference is modeled as a
distribution of member’s ratings. On the basis of this distribution, item selec-
tion is solved through a multi-criteria decision making process. The study in [6]
focuses on diversity and novelty aspects in group recommendation. The different
preferences of the group members are considered as group hesitation, and group
preference is modeled through Hesitant Fuzzy Sets (HFSs). In accordance with
the focus of the paper, evaluation involves diversity and novelty measurement
in addition to accuracy. The study in [24] models the group recommendation
problem as a multi-criteria optimization problem to maximize the satisfaction
of each group member and to minimize the unfairness within the group. Fair-
ness metric employed aim to minimize the individual utility differences in the
group. In the study, optimality is defined as Pareto-optimality, and to solutions
are presented in order to achieve Pareto-efficient solution. In [21], in addition to
location context, they focus on passive users who do not explicitly specify pref-
erences. Such users are represented through topic modeling. In order to improve
time efficiency of the proposed method, the authors additionally propose an
index structure, namely Topic-aware R-tree. The work in [3] proposes a class
of hybrid recommendation algorithms that combine a set of features including
geographical preferences, venue category and group check-in history in order to
recommend a list of POIs to a group. Empirical analysis reveal that the indi-
vidual preferences deviate from preference of groups. Hence recommendation
under group preference model performs better than aggregation of individual
preferences.

2.2 Itinerary Recommendation

Research on itinerary recommendation mostly focus on recommendation for indi-
viduals. In [8], it is aimed to generate inter-city travel itineraries by using geo-
temporal traces (i.e., breadcrumbs) left by travelers in social media platforms.
They use Flickr1, by mapping the photos taken by users to POIs used to con-
struct paths. The generated paths are mined under several constraints to con-
struct travel itineraries. The work given in [10] also uses geo-temporal traces of
travelers on LBSNs. Their aim is to construct tour itinerary within a city. The
authors propose two algorithms to construct itinerary under several constraints,
including those on venue types and distance. In [23], authors consider itinerary
planning as an iterative process. At each step, the user gives feedback on the
POIs selected by the system. This feedback is used to pick the next steps in
the itinerary. The problem is modeled as a rooted orienteering problem, and
the proposed optimization solution is based on finding a Hamiltonian path in a
hypercube. For time-efficiency, heap-based data structures are used. The work
presented in [7] aim to construct more general itineraries involving several days.
A two-step solution is proposed. In the first step, all possible single-day itineraries

1 https://www.flickr.com/.

https://www.flickr.com/
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are constructed. In the second step, the single-day itineraries are combined selec-
tively for optimal multi-day itinerary. Hence, the itinerary planning problem is
modeled as a set-packing problem with good approximate algorithms, instead
of NP-complete tour orienteering problem. In [17], itinerary planning problem
is considered as orienteering problem as in the previous studies. However, the
major difference in the paper is that the user preference/interest for a POI is
weighted though visit duration rather than visit frequency. This weighting app-
roach is further enhanced by considering recency of past visits. In [16], the same
authors studied the itinerary planning problem under queuing time considera-
tion. The objective function of this new version of the problem aims to maximize
user interest and POI popularity whereas to minimize queuing time.

Recently in the literature, itinerary recommendation for groups has attracted
attention as a research problem. In [9], a multi-user itinerary planning solution
is proposed. The proposed algorithm is based on aggregating individual prefer-
ences while considering agreement and disagreement among the group members.
The authors propose two algorithms: the first constructs the optimal itinerary
under limitations, and the second one generates an approximate solution with
bounded approximation ratio. In [2], the authors consider the task to be the ori-
enteering problem, as well, where the goal is to find a path in a graph within a
time budget, that has the best value for the group. The group value is an objec-
tive function that aggregates individual preferences of the POIs in the path.
Their solution for TourGroup has two steps. In the first step, they compute the
individual preference for the POIs using a content-based recommender system.
In the second step, they build the itineraries for groups by solving TourGroup
for different objective functions: (i) TourGroupSUM, where they added the indi-
vidual values; (ii) TourGroupMIN, where the goal is to find the maximum of
the least liked individual path; (iii) TourGroupFAIR, where the score is the
average value of the individual paths minus a weighted standard deviation. For
these problems, the authors applied various search methods including, greedy
heuristics, dynamic programming, and ant colony optimization. They found the
best results for itinerary construction using Ant Colony, although it did not vary
much from the greedy approach.

In our work, one of the basic differences from the last two summarized work
is that rather than aggregating group members’ preferences, we use the known
group preferences. In that sense, we have a common approach with the study in
[3]. Moreover, we focus on recommending a list of itineraries instead of a single
itinerary. In terms of the methods used to solve the orienteering task, we use
Monte Carlo Tree Search (MCTS), and added contextual features during the
itinerary planning such as time and transition probabilities.

3 Proposed Approach

At a glance, our proposed approach consists of two steps. In the first step, we
train a recommender system using the known check-ins from a ground-truth data
set. In the second step, from a starting POI, we generate a set of K neighbor
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POIs used as candidate set, and score them with the recommender system (from
step one). These ranked candidates are used as input to solve the orienteering
problem with Monte Carlo Tree Search. The overview of the process is presented
in Fig. 1.

Fig. 1. Overview of the proposed approach.

We define the problem of top-k tour recommendations for groups as follows.
Given a group G of LBSN users, a set of POIs P , and a POI p0 as a starting
point, the aim is to construct K paths I = <p0, ..pn>, where pi ∈ P , such that
I fulfills a given time budget. Additionally, the intersection of all K paths equals
to p0.

3.1 Candidate Set

In [3], the authors observed that groups do not travel long distances between
check-ins. Based on this observation, we included a candidate set generation step
that takes into account POI near the starting POI of the group. That is, for a
given location, we consider K number of nearest neighbors. We measure the
quality of the candidate set through coverage, such that, checking whether the
next POI that the group goes to is in the candidate set or not. Figure 2 presents
the coverage obtained at different candidate set sizes. As seen in the figure, as
the number of neighbors increases, the coverage gets closer to 1.0. However,
high number of neighbors incurs computational cost in scoring phase (through
recommender system), therefore we need to limit the number while retaining
good enough coverage.



182 F. Ayala-Gómez et al.

Fig. 2. Coverage of the next venue at different number of neighbors for the cities. As
we get a larger set of near venues it is more likely to find the next POI that the group
visited next.

3.2 Recommender Systems

We model the group preference for each of the POIs in the candidate set
using well-known recommender systems from the literature. We experiment with
content-based recommender system [22] based on the content features described
in Sect. 4.3, item-based [18], and collaborative filtering model for implicit feed-
back (iALS) [14].

We build recommendations for groups using two approaches. The first app-
roach is to create a profile for each of the groups using the observed check -ins in
the ground-truth dataset. Then, we train the recommender systems to learn the
preferences of the group using the history of check-ins. The seconds approach is
to build a profile for each user using the known check-ins in the ground-truth
dataset. Then, the group recommendation is computed as an aggregation of the
predicted score for each of the users in the group. Similar to [2], we use three
different aggregation functions: (i) IndividualSUM is the sum of the group mem-
bers’ recommendations, (ii) IndividualMIN the min value of the group members’
recommendations, and (iii) IndividualFAIR assigns the mean value of the scores
minus one standard deviation.

3.3 Itinerary Construction

Our proposed solution for the orienteering problem uses Monte Carlo Tree Search
(MCTS) to efficiently find a promising itinerary. MCTS is built on the idea of
combining tree search with random sampling, and finds optimal decision paths
[5].

There are different variations of MCTS [5]. We focus on Bandit-Based Meth-
ods, as they are a well-known class of sequential decision problems. Specifically,
we use Upper Confidence Bound for Trees (UCT), “the most popular algorithm
in the MCTS family” [5]. UCT iteratively builds a tree by expanding nodes
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in each iteration, selecting the most promising node, estimating the expected
reward of the selected node, and back-propagating the reward to the parents.
This process is repeated until certain computational budget is reached. Finally,
starting from the root, we pick the child node with highest expected rewards
until we reach a terminal node. In our case, each node represents visiting a POI.
The main function of the UCT algorithm is defined in Algorithm1, and the
following is an explanation of each of the functions.

Tree policy expands a node if it is not fully expanded or terminal, otherwise
it picks the best child, which is the node that requires more attention at the
current iteration, and controls the trade between exploration and exploitation.
The UCT algorithm picks the best child that maximizes the Upper Confidence
Bounds defined in Eq. 1.

UCT (j) = X̄j + 2Cp

√
2 ln n

nj
, (1)

where X̄j is the average expected reward of a candidate node j calculated dur-
ing default policy step, Cp controls the exploration-exploitation trade-off. For
expected rewards between [0,1], 1√

2
is recommended [15], n is the total number

of visits to all nodes, and nj the visits to node j.
Default policy simulates an expected reward, if the node is non-terminal.

A terminal node is the case when the time budget is exhausted and no more
POIs can be visited. In the simplest case, the algorithm picks uniformly random
unseen reachable nodes, until a terminal node is found. The expected reward is
the average of the nodes visited during simulation. If the node is terminal, the
expected reward is score of the node.

Backup is the process of updating the parents of the selected best-child
according to the expected reward.

UCTSearch(s0)
create root node v0 with starting POI
while within computational budget do

vj ← TreePolicy(v0)
Δ ← DefaultPolicy(s(vj))
Backup(vj , Δ)

end
return BestChilds(v0)

Algorithm 1. The UCT Algorithm.

To generate top-k recommendations, we run the UCT algorithm, select the
best itinerary, remove the selected POIs in the itinerary, and run again UCT until
K itineraries are generated. We propose three versions of the MCTS method.
MCTS Simple selects uniformly random the POIs. The expected reward is
defined in Eq. 2.

xj =
r̂j

fcj · λ + 1
, (2)
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where r̂j is the recommendation score, fcj the number of occurrences of the
venue category, and λ is a category diversity parameter greater than 1.
MCTS Score replaces the uniformly random sampling with a greedy search,
using the score of the recommender system. The expected reward is defined in
Eq. 2.
MCTS Context also replaces the uniformly random sampling with a greedy
search, using the score of the recommender system, and contextual information.
The expected reward is calculated as Eq. 3.

xj =
r̂j · popularity(pj , tj) · ecp(cj |ci)

fcj · λ + 1
, (3)

where r̂j is the recommendation score, popularity(vj , tj) is the proportion of
check-ins observed in pj at time of arrival tj , ecp(cj |ci) is the empirical condi-
tional probability of visiting a venue of type cj after a venue of type ci (e.g.,
going to a coffee shop after a park), fcj the number of occurrences of the venue
category, and λ is a category diversity parameter greater than 1.

4 Data

We start by describing our working dataset, the cleaning steps, and data statis-
tics, followed by presenting data exploration results. Afterwards, we describe the
feature engineering.

4.1 Working Dataset

Our approach requires a dataset including both individual users’ preferences
and group preferences. For this purpose, we collected a dataset of check-ins
from Swarm by Foursquare, a popular LBSN. Check-ins are posts in LBSN with
information of the venue that a user visited. Moreover, check-ins may mention
other users that are with the user who checked-in. Following the idea of [3], we
collected check-ins by searching for public check-ins shared on Twitter, a popular
social network. Then, we follow a Snowball sampling approach [11]. For each of
the group check-ins found in Twitter, we search for additional public check-
ins in the group members Twitter time-line. This collection has approximately
2.7 M individual check-ins, 1 M group check-ins, 200 K users, 400 K groups, 116 K
venues, and 547 categories.

We followed the cleaning steps of [3]. We considered groups with maximum 12
participants, removed users and groups with high geographical dispersion (i.e.,
according to the standard deviation of their geographical mobility), and removed
irrelevant venue categories (i.e., Residence, States & Municipalities, Professional
& Other Places and Event, College & University, Travel & Transport, Event,
Shop & Service). Table 1 presents statistics of the groups, users, venues, and
categories for the Top-4 cities.
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Table 1. Statistics for the Top-4 cities in our working dataset.

City Check-ins Venues Categories Group Group Group

Check-ins Venues Categories

Istanbul 763K 32 K 423 205 K 18 362

Izmir 262K 14 K 373 46 K 5 K 271

Mexico city 179K 19 K 370 71 K 12 K 340

Tokyo 108K 19 K 392 7 K 3 K 264

4.2 Data Exploration

LBSN data is rich in contextual features such as time and location. Regarding
time, there are seasonality effects for the daytime, day of the week and month.
Intuitively, popularity of venues changes depending on the week, the hour, and
the season. For example, a restaurant by seaside in Istanbul is more popular
during summer where temperatures are around 25 ◦C, than winter where tem-
peratures are around 5 ◦C. An example of the effects that the week-day, time,
and venue type have on the popularity is shown in Fig. 3.

(a) Check-in distribution for museums (b) Check-in distribution for bars

Fig. 3. Distribution of check-ins per weekday and hour for museums and bars in Istan-
bul. The rows are the parts of the day, and the columns are days of the week. A darker
color represent higher distribution of check-ins.

The dataset contains groups who transit from one venue to another in the
same day. These item to item transitions help us to understand popular venue
type transitions in a city. Figure 4 shows an extract from the transition matrix
for Istanbul.
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Fig. 4. Part of the transition matrix for activity types in Istanbul. The numbers repre-
sent the transition probability between two categories. Intuitively, moving from a venue
of certain category conditions the next venue category. For example, if the group is in
a Park, it is more likely that they will go to a Food place, than to a Nightclub. And,
if the group is in a Nightclub, they are more likely to go to a Food place after than a
Park.

4.3 Feature Engineering

From the dataset, we construct content, transition and temporal features to
represent different aspects of the venues, groups, users, and context.

Content Features: Foursquare provides textual information that helps know more
about the venues. These are tips left by other users, phrases that describe the
venue, and attributes (e.g., romantic, cozy). We performed conventional pre-
processing steps on these textual content by removing stop words and stemming
the tokenized terms. For Spanish, Portuguese and English, we used Snowball
stemmer from the Natural Language Toolkit by [4]. For Turkish, we used Turk-
ishStemmer2 and for Japanese, we used TinySegmenter3. Then, we compute
tf-idf [20] on the tips, phrases, attributes, and on the venues’ category tree4.
Additionally, we include the price tier (e.g., cheap, moderate, expensive), the
venue rating, and the number of check-ins as features. These are the content
features used by the content-based recommender system.

Transition Features: We use pair-wise transition probabilities between the cur-
rent POI category ci and a possible next POI category cj as transition feature.
The empirical conditional probability for the venues categories observed in the
training dataset is defined as ecp(cj |ci) = nij

ni+1 , where nij is the number of
observed transitions between ci and cj , and ci is the number of check-ins at ci.

Temporal Features: To include temporal context as a feature, we split the day
into 6 segments. 05–08 (Early Morning), 09–11 (Late Morning), 12–14 (Early
2 https://github.com/otuncelli/turkish-stemmer-python.
3 http://tinysegmenter.tuxfamily.org/.
4 https://developer.foursquare.com/docs/resources/categories.

https://github.com/otuncelli/turkish-stemmer-python
http://tinysegmenter.tuxfamily.org/
https://developer.foursquare.com/docs/resources/categories
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Afternoon), 15–17 (Late Afternoon), 17–19 (Early Evening), 21–04 (Night). The
distribution of check-ins for the venue and category in each of the day-segments
are added as features.

5 Experiments

5.1 Data Split

For each of the cities presented in Table 1, the dataset is split into training,
validation and testing datasets with respect to time order. The training dataset
contains the 80% of the data, from the training set we take 5% as validation
set. The testing dataset is 20% of the dataset. As the ground truth, we collect
itineraries by looking for check-in sequences of the same group on the same day,
in the data sets.

5.2 Metrics

Our proposed approach consists of two phases: The recommender systems, which
finds relevant POIs to the group; and the itinerary algorithm, which constructs
the sequence of POIs according to the constraints. We evaluate the results of
these phases independently.

The quality of the group recommender system is measured by evaluating the
ranking and the relevance of the recommended POIs. For this, we use normalized
discounted cummulative gain. This metric rewards relevant POIs that appear
higher in the rank and penalizes relevant POIs that appear lower in the rank.
The nDCG@100 is defined as given in Eq. 4.

nDCG@100 =

100∑
i

2reli−1
log2(i+1)

IDCG
, (4)

such that reli is 1 if the venue was visited. The IDCG is the ideal ordering of
the ranking as defined in Eq. 5.

IDCG =
|REL|∑

i

2reli − 1
log2(i + 1)

, (5)

where |REL| is the next POIs visited by the group.
The itinerary construction is evaluated on how well the constrains are sat-

isfied while maximizing the predicted preference of the group for the candidate
POI. The quality of the itinerary is measured by three metrics. The value of the
itinerary, as the sum of the recommendations scores in the itinerary, precision,
as defined in Eq. 6, and recall, as defined by Eq. 7.

Precision =
| {Visited POIs} ∩ {POIs in the Itinerary} |

| {POIs in the Itinerary} | (6)

Recall@K =
| {Visited POIs} ∩ {POIs in the Itinerary} |

| {Visited POIs} | (7)
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5.3 Baselines

The recommender systems that are used within this study are compared with
each other in terms of nDCG@100 per city. For itinerary construction evaluation,
MCTS Context is compared against MCTS Simple and MCTS Score. Addition-
ally, Greedy Algorithm is used another baseline for comparison. In itinerary
construction, for each city, the best recommender system to score the candidate
sets is used. MCTS Context, and the three baselines include the penalization
over repeating venue types in the itinerary.

Greedy Algorithm. A basic approach to solve the itinerary construction problem
is to use a greedy approach. Just like the MCTS, our greedy algorithm also
utilizes the recommender system to score the POIs. Starting from a POI, the
algorithm asks for top k candidates from the recommender system, filters out
the ones that are already included, or break some constraint, and chooses the
one that gives the highest score according to the recommender system. The
algorithm continues next POI selection until the budget is consumed.

Table 2. Results of evaluating the Top 100 recommendations of the next POI to visit.
The scores are the mean nDCG@100. In bold are the best models for each city. The
abbreviation w/stands for recommendations filtered to a specific next POI category
(i.e., Top 100 nearest POI of the given category), and w/o when the next category is
not specified.

Istanbul Izmir Mexico city Tokyo

Using next category w/o w/ w/o w/ w/o w/ w/o w/

iALS - Group 0.546 0.700 0.550 0.705 0.531 0.716 0.460 0.666

iALS - IndividualSum 0.395 0.567 0.454 0.643 0.508 0.692 0.455 0.695

Item-to-Item - IndividualSum 0.364 0.532 0.344 0.531 0.418 0.615 0.428 0.655

Item-to-Item - Group 0.502 0.650 0.271 0.441 0.204 0.395 0.500 0.753

Content - Group 0.269 0.434 0.271 0.441 0.204 0.396 0.282 0.494

Content - IndividualFair 0.246 0.414 0.261 0.430 0.186 0.384 0.145 0.350

Content - IndividualMin 0.246 0.414 0.261 0.430 0.186 0.384 0.145 0.350

Content - IndividualSum 0.246 0.414 0.261 0.430 0.186 0.384 0.145 0.350

Item-to-Item - IndividualMin 0.175 0.321 0.229 0.390 0.212 0.387 0.146 0.363

Item-to-Item - IndividualFair 0.152 0.292 0.132 0.272 0.183 0.338 0.169 0.378

iALS - IndividualMin 0.057 0.206 0.088 0.242 0.134 0.293 0.239 0.409

iALS - IndividualFair 0.034 0.163 0.060 0.163 0.075 0.215 0.112 0.326

5.4 Recommender Systems Evaluation Results

We used Apple’s Turi Create5 recommender module for the implementation
of recommender systems. We fine-tuned the parameters using grid search on
the validation set. The code for generating the candidate sets, training, and
predictions, was executed on a single machine with 16 GB of RAM, 16 cores.
Table 2 shows the results of the different recommender systems.
5 https://github.com/apple/turicreate.

https://github.com/apple/turicreate
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Table 3. Mean value of the itineraries. The value of an itinerary is the sum of the
POIs recommendations.

Greedy MCTS Context MCTS Score MCTS Simple

Istanbul 0.318 0.357 0.356 0.361

Izmir 0.276 0.317 0.315 0.322

Mexico city 0.417 0.445 0.445 0.445

Tokyo 0.320 0.363 0.363 0.371

Table 4. Mean precision of the Top 10 itineraries recommendation. In bold are the
highest values for each city.

Greedy MCTS Context MCTS Score MCTS Simple

Istanbul 0.008 0.009 0.009 0.009

Izmir 0.005 0.007 0.007 0.007

Mexico city 0.024 0.024 0.023 0.026

Tokyo 0.044 0.054 0.048 0.048

Table 5. Mean recall of the Top 10 itineraries recommendation. In bold are the highest
values for each city.

Greedy MCTS Context MCTS Score MCTS Simple

Istanbul 0.011 0.011 0.011 0.010

Izmir 0.013 0.013 0.012 0.012

Mexico city 0.024 0.023 0.023 0.025

Tokyo 0.042 0.041 0.038 0.037

(a) Greedy (b) MCST Simple (c) MCTS Context (d) MCTS Score

Fig. 5. Examples of itineraries generated by different algorithms for a group in Istanbul:
Greedy, MCTS Simple, MCTS Context, and MCTS Score. Each line represent one of
the Top-10 recommended itineraries.
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5.5 Itinerary Construction Evaluation Results

We generate Top-10 itineraries for each of the group tours in the testing set.
For all the itineraries we used a budget of 8 hours, and assumed that the group
walks to commute between the POIs at a speed of 1.4 m/s. We took the first
POI as the first check-in of the group sequence in our testing set, the starting
POI is excluded from the evaluations. We experimented with λ values of 1, 2,
3, and 4. The best λ values for each city are 4 for Istanbul, 3 for Izmir, 3 for
Mexico City, and 2 for Tokyo.

The results of comparing the greedy baseline with the MCTS models are
presented in Table 3 for the itinerary values, Table 4 for average precision, and
Table 5 for average recall. Figures 5 presents an example of the Top 10 itineraries
generated for a group in Istanbul.

5.6 Findings on Experiments

The following findings summarize the experimental results.

Finding 1: LBSNs provide enough clues to determine group preferences for
venues and contextual information.

Finding 2: In Table 2 we observe that for most of the cases, recommendation
models constructed with group history perform better than the models including
the aggregation of individual recommendations. However, aggregating individ-
ual recommendations could be useful for cold start groups (i.e., groups without
check-ins history).

Finding 3: Predicting the next POI using a fixed category type (i.e., using next
category) improves the quality of the recommender systems considerably.

Finding 4: Except for content based recommender, aggregation of individual
recommendations under different functions effect the quality of the recommender
systems. Among three aggregation functions, summation of individual recom-
mendation scores provide the highest performance.

Finding 5: Collaborative filtering with implicit feedback (under group) gives
the highest performance for three of the four cities, whereas for Tokyo item-
to-item based recommender has a better performance. These result hint that
collaborative filtering based methods perform well in next POI recommendation,
however, there is no single winner, possibly due to the characteristics of the cities.

Finding 6: In itinerary construction, the MCTS methods outperform the greedy
baseline in most of the cases in terms of POI scoring, precision and recall.

Finding 7: MCTS Context performed similarly or better than MCTS Simple,
and MCTS Score. Hence, the benefit of using context is not very clear and
possibly depends on the group behavior characteristics per city. For instance,
Tokyo dataset contains longer ground truth group itineraries, which enables
MCTS Context to capture and use context information. On the other hand, in
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Mexico City data set, the itineraries are much shorter, of length two on average.
In such a case, simple reward function performs better in itinerary construction.

Finding 8: Sample constructed itineraries for Istanbul in Fig. 5 include high
overlap. Hence, it is hard to conclude about the characteristics of the constructed
itineraries. On the basis of the mean itinerary scores given in Table 3, the slight
differences in itineraries, especially on the leftmost part of the figures, are due
to differences in POI selection with different scores.

6 Conclusions and Future Work

We present an approach for solving the top-k context-aware tour recommen-
dations for groups problem by using MCTS and contextual information. Our
solution integrates selection of a candidate set of neighbor POIs, a group recom-
mender system, and Monte Carlo Tree Search. Given a starting POI, building
top-k itineraries consists of these steps: selecting and ranking a candidate set of
next POIs, scoring the POIs by recommender system, and solving the orienteer-
ing problem using MCTS under time budget constraint.

In itinerary construction, MCTS performs better than greedy algorithm in
terms of POI scoring and accuracy. On the other hand, benefits of using the
contextual information in MCTS Context in comparison to MCTS Score and
MCTS Simple is hard to measure due data sparsity.

The main limitation of our work is the difficulty of evaluating the top
itineraries for groups using the ground-truth dataset. Even though we collected
approximately 300 K group check-ins, the number of publicly available sequences
of check-ins remain limited, and most of the sequences are of length two.

We envision further work on several research direction. Understanding what
makes different recommender systems to perform better for characteristics of the
cities is a potential problem to work on. In order to improve the itinerary con-
struction performance, using category type as constraint during itinerary genera-
tion, experimenting with different candidate selection strategies, and using more
advanced scoring functions that combine contextual information with recom-
mendations can be further investigated. Additionally, studying itinerary recom-
mendations for groups with no check-ins (cold start) is an interesting follow-up
research problem.
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Abstract. In this work, we propose a variant of a well-known instance-
based algorithm: WKNN. Our idea is to exploit task-dependent fea-
tures in order to calculate the weight of the instances according to a
novel paradigm: the Textual Attraction Force, that serves to quantify
the degree of relatedness between documents. The proposed method
was applied to a challenging text classification task: irony detection. We
experimented with corpora in the state of the art. The obtained results
show that despite being a simple approach, our method is competitive
with respect to more advanced techniques.

Keywords: Instance-based algorithm · WKNN · Irony detection

1 Introduction

Social media are nowadays an important communication channel where people
express their opinions, thoughts, and ideas. Analyzing such kind of content is
the main aim of Sentiment Analysis (SA). An important challenge to address in
SA is the presence of figurative language devices such as irony [12]. The most
common definition of irony refers to an utterance by which the words are used
with the intention of communicating the opposite of what is literally said [10].

During the last years the interest in detecting the presence of ironic content in
social media has grown significantly especially on Twitter. Several computational
linguistics approaches have been proposed to deal with irony detection. Mainly,
they take advantage of different features attempting to capture the presence of
ironic content together with machine learning algorithms. For further details
on state-of-the-art irony detection methods see [14]. Moreover, detecting the
presence of irony has been the aim of some shared tasks in both languages
English [7,22] and Italian [1,2].
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In this paper, we are proposing an approach for addressing irony detection
that exploits a variation of WKNN. Our proposal is about a new schema for cal-
culating the weights. We took advantage of knowledge-based features together
with a novel paradigm called Textual Attraction Force (that allows us to cal-
culate the relatedness between two documents) to assign the weights. With the
purpose of evaluating the performance of the proposed model, we decided to
apply it for detecting irony in Twitter. The performance of the proposed app-
roach was assessed over a set of state-of-the-art corpora. The obtained results
outperform those from well-known classifiers validating the usefulness of our
method. It is worth mentioning that in spite of the fact that the proposed model
is simple, the obtained results are quite encouraging when compared with both
traditional classifiers and more sophisticated techniques such as deep learning.

Summarizing, the main contributions of this paper are: (i) We propose a
new variant of WKNN that exploits knowledge-based features by means of the
Textual Attraction Force in order to classify unlabeled instances according to a
weighted voting KNN; and, (ii) We evaluated our approach on irony detection.
A set of corpora of the state of the art was used for experimental purposes. The
obtained results demonstrate the usefulness of our approach for irony detection.

The paper is organized as follows. Section 2 introduces the basis of the
proposed approach. Section 3 describes the knowledge-based features exploited
to characterize irony. Section 4 describes the experimental setting and results.
Finally, Sect. 5 draws some conclusions.

2 A Knowledge-Based Weighted KNN

kNN (k-Nearest Neighbors) is one of the oldest and simplest classification
approaches based on the use of the nearest neighbor rule. It assumes that the
class of an unlabeled instance is assigned by a majority voting between the
classes of its k nearest neighbors. kNN belongs to the family of the instance-
based learning algorithms [15]; besides, it has several advantages: it is simple,
effective, intuitive, and it has a competitive classification performance in many
domains.

With the aim of improving kNN, different variations have emerged, where the
main idea is to incorporate a weighting schema, namely WKNN. One approach,
often known as Distance-based WKNN (DWKNN), consists in weighting close
neighbors more heavily according to their distances to the test instance [6,9].

In this paper, we propose a variation of the WKNN called Knowledge-based
Weighted KNN (hereafter KBWKNN). We attempt to exploit a novel paradigm:
the Textual Attraction Force (TAF), in order to calculate the weight of the
instances. The idea behind TAF is to emulate the Newton’s gravitational force
where the attraction between two objects depends on their masses and the dis-
tance between them. The higher their masses and the lower their distance, the
greater the attraction force between them is.

Current text classification approaches are based on finding similar docu-
ments, considering that all the instances have the same relevance for building
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a given classifier. TAF represents a change in the way by which the relation-
ship between documents is calculated. By using TAF for text classification, we
could evaluate the relationship between two documents by considering not only
their similarity (for example in terms of vocabulary) but also their relevance
(or mass). Therefore, defining the mass function is crucial for identifying similar
documents. The mass (or relevance) of an instance refers to a subjective and
dependent aspect of the problem in hand. In this paradigm, the main hypothe-
sis is that there are differences regarding the relevance of the objects, i.e., some
objects are more relevant than others. Therefore, relevant objects have the great-
est influence during the classification phase. Given two documents (ti and tj),
each one having a mass (mass(t)) associated with a particular aspect. The TAF
between them is calculated as:

TAF (ti, tj) =
mass(ti) ∗ mass(tj)

d(ti, tj)
(1)

where: mass(t) Is a mass function related to a particular aspect.
d(ti, tj) Is a distance metric between the documents.

As mentioned before, we are proposing KBWKNN, a variant of WKNN where
the weights are determined by the TAF. We are using the term “knowledge-
based” due to the fact that in this approach the information regarding the prob-
lem in hand is used in order to calculate the TAF between instances, and finally
to determine the class of a given instance by considering a weighting schema.

The KBWKNN algorithm is as follows: Given a set of training instances
<ti, f(ti)>, an unlabeled instance tq, and the set of the k nearest neighbors to
tq (denoted as knn) in the training set, the class of tq is determined as follows1:

f(t) ← argmax
c∈C

k∑

i=1

TAF (tq, knni) ∗ ∂(c, f(knni)) (2)

Figure 1 shows a schematic example of the representation of an instance (sym-
bolized as a star) to be classified by kNN in (a) and by using KBWKNN in (b).
In both cases k takes as values 3 and 5. By kNN, the assigned class will be the
one of the gray circles since in both cases it represents the majority class in the
neighborhood. On the other side, in Fig. 1(b) each instance has a different size
that represents its relevance in terms of a given particular aspect. The higher
the magnitude of a circle, the greater the mass is. Then, the unlabeled instance
will be assigned according to the class of the examples having a higher weight,
i.e., the one represented by darker circles.

1 Where ∂(c, f(knni)) returns 1 if c = f(knni) and 0 otherwise.
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Fig. 1. Schematic representation of an unlabeled instance with its nearest neighbors.

3 KBWKNN for Detecting Irony in Twitter

Irony detection is considered as an special case of text classification, where the
aim is to identify ironic texts from non-ironic ones. As mentioned before, different
approaches have been proposed to deal with such a complex task. Here, we are
proposing to perform irony detection by using the approach described in Sect. 2.
It is important to highlight that this is the first time that the Textual Attraction
Force paradigm is applied for detecting irony.

Let us to introduce an example2:

tw I absolutely LOVE moving house3.

Nearest neighbors4

tw1 #elf #why not moving http://t.co/ZcrJaOwPqZ **
tw2 the angry ranga UberFacts For the masses. I love it. **
tw3 #forgive #others #because they #deserve #forgiveness #you #peace love
this from @i2imovement #words #wisdom ... http://t.co/MjXdZCZDud **
tw4 love is bliss... **
tw5 Absolutely love waking up to snow *
tw6 I just love the NHS *
tw7 I’m in love with the cocoa **

Provided that tw is the instance to be classified. First, its k-nearest neighbors
were identified (represented as tw1 − tw7). Supposing that a bag-of-words based
representation is used, then the instances in the example are within the same
neighborhood because they share two noticeable features: having at least a term
in common (“love” or “moving”) and they are composed by less than six tokens5.
According to a kNN approach, the class of tw is “Nonirony”, because of the
2 This example is part of the obtained results when the aforementioned method was

applied with a size of k = 7. All the tweets were extracted from dataset developed
by [22].

3 This tweet was labeled with the class “Irony”.
4 The real classes of these tweets are denoted as follows: “*” represents the class

“Irony” while “**” is denoted as “Nonirony”.
5 Hashtags, mentions, emoji, and url were not considered in the bag-of-words model.

http://t.co/ZcrJaOwPqZ
http://t.co/MjXdZCZDud
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majority voting between the nearest neighbors. Conversely, taking advantage
of a paradigm such the TAF it is possible to capture further information that
allows to provide each instance with a given relevance, therefore, it is possible
to discard those instances that are only similar at a surface level. For instance,
being able to capture potential clues such as the use of “LOVE” to stress a
subjective opinion in an indirect way could help to identify ironic content. In
this case, by exploiting KBWKNN the assigned label to tw is “Irony”, since the
instances expressing an opinion in an indirect way are weighted more heavily.

In order to exploit KBWKNN for irony detection, it is needed to harness
domain-related knowledge that allows us to capture specific aspects of the use
of irony in Twitter. Attempting to take advantage of various factors that could
be useful for characterizing irony in tweets, we defined a set of six different mass
functions described below.

3.1 Mass Functions for Detecting Irony

Our set of mass functions aim to cover different aspects related to such interesting
linguistic phenomenon. Below we introduce each of the mass functions evaluated.

– Structural. Unlike the case of spoken communication, where enunciation,
stress and tone of voice help us to communicate effectively the sense of
our utterances, in written communication it is needed to make use of lex-
ical marks to point out the intended meaning of a text. In order to calculate
the mass Structural. of a tweet t, we considered the frequency of five aspects:
Stri: Uppercase characters; Strii: Words in uppercase; Striii: Punctuation
marks6; Striv: Hashtag, mention, emoticons, and emoji; and, Strv: Internet
Slang7 terms. Once we have these frequencies, we determine the value of
mass Structural as follows:

sumStr = Stri + Strii + Striii + Striv + Strv

mass Structural(t) =

{
sumStr + 1 if sumStr > 0
1 otherwise

(3)

– Sentiment. Irony can be used to reveal an evaluative judgment. Thus, the sen-
timent score of a tweet may help to characterize ironic instances. We attempt
to capture such value focusing especially on the positive sense of each tweet.
It has been recognized the important role of positive words for masking the
ironic intention [11]. To determine the mass Sentiment we used the Hu&Liu
lexicon (HL) [13]. It is a well-known resource developed for opinion mining
that includes more than six thousand of words divided into two groups: pos-
itive and negative. Formula 4 shows how to calculate the mass Sentiment.

mass Sentiment(t) = 1 +
Pos − Neg

Len
(4)

6 We consider five different punctuation marks: “.”, “,”, “:”, “!”, and “?”.
7

We used a list of terms defined in https://en.wiktionary.org/wiki/Appendix:English internet
slang.

https://en.wiktionary.org/wiki/Appendix:English_internet_slang
https://en.wiktionary.org/wiki/Appendix:English_internet_slang
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where: Pos It refers to the number of positive terms in the tweet t.
Neg It refers to the number of negative terms in t.
Len It refers to the length in words of t.

– Emotions. Affective information plays a key role for irony comprehension-
communication. We defined two mass functions attempting to capture infor-
mation related to emotions:

• Categorical Model of Emotions. Several theories propose different sets of
basic or fundamental emotions. In our approach, we adopted the eight
basic emotions considered in the Plutchik model [18]: anger, anticipation,
disgust, fear, joy, sadness, and trust. In particular, we took advantage of
EmoLex [16], a lexical resource containing more than fourteen thousand
words labeled according to the Plutchik’s model of emotions. First, we
compute eCatScore that captures how many words in the tweet t are
associated to an emotion category in EmoLex, then mass EmotCat is
calculated as:

mass EmotCat(t) =

{
log10(eCatScore) + 1 if eCatScore > 0
1 Otherwise

(5)

• Dimensional Model of Emotions. We employ information regarding
dimensional models of emotions by taking advantage of SenticNet 3 (SN3)
[5]. It contains 30,000 concepts associated with the four dimensions of
the Hourglass of Emotions: Pleasantness (Pl), Attention (At), Sensitivity
(Sn), and Aptitude (Ap). In [4], the authors propose a formula for cal-
culating a polarity measure in terms of the affective dimensions in the
Hourglass of Emotions. We decided to take advantage of this formula in
order to calculate mass EmotDim:

mass EmotDim(t) =
n∑

i=1

Pl(ci) + |At(ci)| − |Sn(ci)| + Ap(ci)
3N

(6)

where: c i Is an input concept
N Is the total number of concepts of the tweet t

– Lexical Cohesion. Comprehending irony involves getting the literal sense of
the words and then understanding the figurative intention behind them [8].
Often, a way to achieve an ironic sense in an utterance is to use words that
are semantically unrelated. We attempt to quantify the degree of lexical cohe-
sion (mass LexicalCohesion) in a tweet by exploiting word embeddings-based8

similarity scores between words in a sentence. We calculated the similarity
score for each pair of words in a tweet, then the maximum value is kept. The
final value is determined as follows:

mass LexicalCohesion(t) = 1 + max
i,j∈tweet

(sim(wi, wj)) (7)

8 We used the embeddings pre-trained on the Google News corpus.
https://code.google.com/archive/p/word2vec/.

https://code.google.com/archive/p/word2vec/
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– Cognitive Aspects. Understanding irony involves different cognitive processes
such as the ones devoted to text comprehension. Several factors influence such
process. One of them is related to lexical sophistication. A measurable aspect
related to this issue is “Word Concreteness”, which can be calculated for each
term in a sentence to indicate a ratio of how abstract or concrete a word is.
In [21] Skalicky and Crossley, analyzing different features to identify satiri-
cal9 and non-satirical reviews, found that the language in satirical reviews
was more concrete than in non-satirical ones, i.e., words with more specific
meaning were used in satirical reviews. In other words, they observed that
satirical sentences have higher levels of word concreteness. Inspired by those
findings, we decided to experiment with such feature for detecting irony in
tweets. We exploited a lexical resource developed by Brysbaert et al. [3]. First,
we measure the overall word concreteness (denoted as tweetConcreteness) of
a tweet as the sum of all the ratings of the words contained on it. Then, the
mass CognitiveAspects is calculated as follows:

mass CognitiveAspects(t) = 1 + tweetConcreteness (8)

4 Experiments and Results

4.1 Evaluation Datasets

For evaluation purposes, we took advantage of four different corpora for irony
detection covering different aspects such as collection criteria and balance degree.
Below we briefly introduce each of the corpora we used:

– TwMohammad2015. Mohammad et al. [17] collected a set of tweets labeled
with hashtags pertaining to the 2012 US presidential elections. Those data
where manually annotated considering several aspects such as: sentiment,
emotions, purpose and style; the latter being the one including the presence
of irony. The distribution of classes in TwMohammad2015 is 532 ironic and
1,397 non-ironic tweets.

– TwRiloff2013. A set of more than three thousands of tweets compose the
dataset created by Riloff et al. [20]. They followed a mixed approach consider-
ing first a set of tweets tagged with the #sarcasm10 and #sarcastic hashtags.
Then, after removing the aforementioned hashtags, those tweets were man-
ually annotated on the presence of sarcastic content. TwRiloff2013 contains
474 ironic tweets and 1,689 nonironic ones.

– TwReyes2013. Reyes et al. [19] retrieved a set of tweets by using four hashtags:
#irony, #education, #humor, and #politics. The first hashtag was used in
order to get ironic instances relying on the idea that the author of a tweet

9 Satire is strongly related to verbal irony, providing a detailed definition of such a
concept is beyond of the scope of this work.

10 In computational linguistics, irony is often considered as an umbrella term that
covers also sarcasm.
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self-annotate her ironic intention. TwReyes2013 is composed by 40,000 tweets
equally distributed in four classes11.

– TwVanHee2018. In the framework of the SemEval-2018 Task 3: Irony Detec-
tion in English tweets12 shared task, a dataset containing more than four
thousand tweets was developed. Van Hee et al. [22] collected a set of tweets
labeled with a set of hashtags: #irony, #sarcasm and #not. As a second
step, the tweets were manually annotated attempting to minimize the noise.
A total of 2,222 ironic and 2,396 nonironic tweets composed this dataset.

4.2 Experimental Setting

A preprocessing phase was applied to the data attempting to reduce the high
dimensionality of the feature space. We filtered out all the mentions, hashtags,
url, emoticons, emoji, and stop words for each tweet. Additionally, all data were
converted to lowercase. Finally, each instance was represented as a binary bag-
of-words vector. The vocabulary of each dataset was built according to a single
criterion: we kept the words with a minimum frequency. In the case of TwMo-
hammad2015, TwRiloff2013, and TwVanHee2018 we considered all terms that
appear more than twice in the training set. While in the TwReyes2013 the min-
imum frequency was fixed as twenty.

In order to calculate the mass functions defined in Sect. 3.1, we used the
original content of each tweet, i.e. any kind of preprocessing was applied during
this phase. In this case it is crucial to avoid losing important information that
could be discarded. For example by converting the text to lowercase, some of
the factors considered for calculating mass Structural cannot be captured.

We experimented with the mass functions previously defined but adding a
criterion before calculating the TAF. The idea is to compensate the imbalance
degree by assigning a greater weight for neighbors belonging to the minority
class. For each mass described above we applied the following criterion: if the
instance belongs to the minority class, the mass is recalculated as follows13:

massFuction-Modified(t) = emassFunction(t) (9)

For the sake of the readability, the same acronyms defined in Sect. 3.1 will be
used for introducing the obtained results.

In addition, we decided to combine all the masses together into a single one
mass Combination by means of the sum of all the masses sumMass(t) consid-
ering also the imbalance degree between the classes by means of the amount of
instances per class (denoted as nClass).

mass Combination =

{
sumMass(t) ∗ nClassi∗100

nClassi+nClassj
if t ∈ Classj

sumMass(t) ∗ nClassj∗100
nClassi+nClassj

if t ∈ Classi
(10)

11 We performed three different binary classifications by combining each of the non-
ironic classes with the ironic one. From now on, these experiments will be referred
as TwReyes2013-Edu, TwReyes2013-Hum, and TwReyes2013-Pol.

12 https://competitions.codalab.org/competitions/17468.
13 Where massFunction can be any of the functions defined in Sect. 3.1.

https://competitions.codalab.org/competitions/17468
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We experimented with three variations of the k-nearest neighbor classifier:
kNN, DWKNN (we used the inverse of the distance for calculating the weights),
and KBWNN. Concerning the size of k, we assessed the performance of our
proposed approach with three different values: 3, 5, and 7. As distance function
for finding the neighbors we used the Cosine Distance calculated as D(ti, tj) =
1 − simCos(ti, tj).

Furthermore, for comparison purposes we also experimented with standard
classifiers previously used in irony detection. The Scikit-learn implementation of
Näıve Bayes (NB), Decision Tree (DT), and Support Vector Machine (SVM)14

was used. All the experiments were carried out in a 5-fold cross-validation setting.

4.3 Results

In Table 1 we present the results achieved by applying different classification
approaches. Underlined values are used to point out that the achieved outcome
is higher than using one of the standard classifiers. Bold values highlight the
best obtained result for the “Irony” class in each dataset.

We compared the performance of our approach against to standard classifiers.
There are many cases where KBWKNN outperforms at least one classifier in
terms of Macro F-score. Often, the obtained results with our method overcome
those of DT. Following the evaluation schema of the SemEval-2018 Task 3, we
also present the results in terms of the class of interest, i.e., the ironic one.
All the experiments involving each individual mass in KBWKNN outperforms
the outcomes achieved by kNN and DWKNN in most of the corpora used for
evaluation purposes. On the other hand, some of these results also improve the
performance of the other classifiers.

Concerning to TwMohammad2015 and TwVanHee2018, the best perfor-
mance for the class of interest achieved by exploiting the mass CognitiveAspects.
In the case of TwRiloff2013, and TwReyes2013, the best performance was
obtained when all the masses were combined into a single one. Overall, the best
improvement in terms of the ironic class is observed on the experiments involv-
ing data where a crowd-sourcing process is part of the corpora construction.
Similarly, a difference was observed in [11], where the proposed irony detection
model was evaluated with different state-of-the-art corpora featured by differ-
ent collection and annotation methodologies, and the performance was different
depending on the methodology applied for developing the corpora. Such differ-
ence represents an interesting aspect that deserves to be further investigated. It
is possible that the annotation methodology exploited for developing corpora for
irony detection affects the consistency of data, especially when we compare, on
the one hand, corpora developed via self-tagging, where irony-related hashtags
used by ironists to express their intention to be ironic are taken as class labels,
and, on the other hand, manually annotated corpora, which involve external
annotators tagging the ironic intention of tweets written by others.

14 The default configuration of parameters in the classifiers was applied.
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We are also interested in comparing the performance of the proposed app-
roach with the state of the art. Table 2 shows such information. Previous results
by exploiting an irony detection model (called “emotIDM”) on the TwMoham-
mad2015, TwRiloff2013, and TwReyes2013 corpora are found in [11]15. The
proposed approach, KBWKNN outperforms the results of TwMohammad2015
and TwRiloff2013. Conversely, in the case of the experiments related to the
TwReyes2013, our proposed approach did not achieve higher performance than
“emotIDM”. Regarding the comparison with TwVanHee2018, we reported the
three best official results achieved during the shared task.

Deep learning-based approaches were exploited by the three best ranked sys-
tems16. As it can be noticed, our three best results are higher than the one
obtained by the 3rd best ranked system. It serves to validate that even if our
method is simple, it is able to obtain competitive results against more sophisti-
cated techniques.

Table 2. Comparison of our results with the state of the art.

emotIDM Our approach

Dataset SVM Mass1 Mass2 Mass3

TwMohammad2015 0.011 0.419 0.415 0.406

TwRiloff2013 0.134 0.439 0.436 0.432

TwReyes2013-Edu 0.892 0.835 0.832 0.823

TwReyes2013-Hum 0.89 0.837 0.834 0.833

TwReyes2013-Pol 0.888 0.888 0.886 0.885

TwVanHee2018 Our approach

Ranking position FIrony Mass FIrony

1st 0.705 Mass1 0.655

2nd 0.671 Mass2 0.654

3rd 0.650 Mass3 0.653

5 Conclusions

In this paper, we introduce a variation of WKNN by exploiting knowledge-based
information together with a novel paradigm, called Textual Attraction Force.
The proposed approach was evaluated in an special case of text classification:
irony detection. This is the first time that such a complex task is addressed by
15 The authors reported the performance of their model in terms of F-measure con-

sidering both classes together. Attempting to compare our results, we carried out
experiments by exploiting the aforementioned model but instead of considering an
overall performance, we are reporting only the performance in terms of the ironic
class.

16 For further details on the shared task see [22].
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exploiting this kind of approach. We have performed several experiments over a
set of state-of-the-art corpora. Across most of the experiments carried out, it can
be concluded that using knowledge-based information for calculating the TAF
between two instances (and then using this value as the weight of the instances
in KBWKNN), despite being a simple model exploiting a traditional representa-
tion (bag-of-words) together with domain-dependent features not only improves
the classification performance of well-known machine learning algorithms for
irony detection, but also validates the usefulness of using novel paradigms (more
intuitive and easier to interpret) to find similar documents in text classification
related tasks. As future work, it could be interesting to further explore different
ways to calculate the mass functions as well as comparing our results against
deep learning techniques.
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Abstract. Personality is a unique trait which distinguish people from each
other. It is a set of individual differences in thinking, feeling and behaving of
people, and it affects interaction, relationships and environment of people.
Personality can be useful to several tasks like education, training, marketing and
personnel recruitment. Several methods to detect personality have been pro-
posed and there are several psychological models proposing different personality
dimensions. Previous research states that personality can be detected by means
of text analysis. We have built a model for personality detection based on
statistical analysis of language and DISC model. As fundamental components of
the model, we built a linguistic corpus with personality annotations and a corpus
of words related to personality. To build the model, we conducted a study where
120 individuals participated. The study consisted in filling a personality test and
writing some paragraphs. We trained several machine learning algorithms with
data from the study, and we found Sequential Minimal Optimization algorithm
achieved best results in classification.

Keywords: DISC model � Personality linguistic corpus � Machine learning
Personality detection � Text analysis

1 Introduction

Personality refers to individual differences in characteristic patterns of thinking, feeling
and behaving [1]. To know personality is a way to understand how the diverse parts of
a person come together as a whole, since it is a combination of characteristics and
behavior of an individual when dealing with different situations [2]. Moreover, per-
sonality can influence people choices in several things such as websites, books, music
and films [3]. Personality affects the way we interact with other people, our relation-
ships and the environment around us. Personality has been shown to be relevant to
many types of interactions, and also to be useful in predicting job satisfaction, pro-
fessional relationships success, and even preference for different user interfaces [4].

Personality is important for several processes such as: personnel recruitment,
psychological therapies conduction, tutoring o teaching students, and health advising,
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among others. Therefore, several applications could benefit from personality insights.
That is why many organizations are paying attention to know of personality.

Previous work on personality and interfaces showed that users are more receptive
and have more confidence in interfaces and information presented from the perspective
of their own personality traits. Namely, introvert people prefer messages presented
from the perspective of an introvert individual. If the personality of a user can be
predicted from their social media profile, online marketing among other applications
can use it to personalize their messages and their presentation [4].

Several models of personality have been proposed, such as the Big Five model [5],
the PEN model [6] or the DISC model [7, 8]. Typically, in order to identify personality,
it is necessary for the individual to undergo a psychological assessment or a personality
test based on a personality model.

Researchers have tried to obtain information about the personality of people
through direct means such as the revised Eysenck personality questionnaire [9] which
mostly consist in items that individuals try to apply themselves. However, indirect
methods, such as linguistic analysis, can be used to detect personality [4]. Several
approaches proposing indirect methods use semi-supervised multi-label classification
[10], data mining techniques, machine learning, with demographic and text attributes
[11].

Since personality is considered to be stable over time and throughout different
situations, specialized psychologists are able to infer the personality profile of a subject
by observing the subject’s behavior. One of the sources of knowledge about the
behavior of individuals is written text [9].

Much research in personality prediction has been conducted, however most of them
are focused on English language and they are based on the Big Five model. We are
interested in predict personality through Spanish text analysis and with base on the
DISC model of personality. Therefore, we have developed a model to detect person-
ality through text analysis considering DISC personality model.

We decided to use DISC model of personality because it is considered a simple
model since it needs short time to assess, the result can be obtained easily, and can
provide adequate information regardless if people conducting the survey are knowl-
edgeable in psychology [12].

Linguistic resources are a fundamental part of our model. We built a set of Spanish
personality words and a linguistic corpus with DISC personality annotations for
Spanish. These resources will be useful in the identification of the personality through
the analysis of texts. In order to build the linguistic resources, we conducted a study of
personality with 120 people participating. The study consisted on to have participants
answering a general questionnaire and the DISC test, and also writing a text on a
general topic they selected. Answers and text were handwritten.

The rest of the paper is organized as follows: Sect. 2 presents background and
related work, Sect. 3 describes briefly the DISC personality model, Subsect. 3.3 pre-
sents our approach to build the corpus, and finally conclusions and future work are
presented in Sect. 4.
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2 Background and Related Work

Personality is a very important player in many tasks and fields. Consequently, there is a
need to know the personality of a person in easy ways which allow to make decisions
promptly. Several psychological models of personality have been proposed, such as the
Big Five model [5], the PEN model [6] or the DISC model [7, 8]. The most studied and
used model is the Big Five model.

We are interested in detecting personality through linguistic analysis and in the
DISC personality model. In this section, we briefly describe DISC model of person-
ality, and also we present some relevant and recent research in personality detection.

2.1 Background

The DISC model of personality [7, 8] proposes four dimensions or unique character-
istics of the personality. The four personality traits proposed by DISC Model are:
Dominance, Influence, Steadiness, and Compliance [13], and they denote the basic
behavioral styles. The first dimensions represent assertiveness and receptiveness, and
the other two axes represent openness and control. The personality of individual lies
between these dimensions [8, 13]. Although these traits represent existing character-
istics in every person in certain extent, there is a predominant factor which explain the
personality.

A high Dominance factor describes someone with an independent attitude and a
motivation to succeed on their own terms. High-D’s people have the strength to work
well under pressure, and are always ready to take on responsibility [8, 14, 15].

When Influence stands out as a major factor in a DISC profile, that profile describes
someone with a positive attitude to other people, and the confidence to demonstrate that
attitude. Influential people are comfortable in social situations, and interact with other
people in an open and expressive way [8, 14, 15].

Steadiness is related to natural pace of a person and her reactions to changes. This
factor describes a reticent and careful person. Compared to Dominance or Influence, a
person whose major factor is Steadiness will tend to be far less open or direct. Usually
Steady people respond to events, rather than take pro-active steps themselves. As it
implies, steady people are consistent and reliable in their approach. Indeed, they prefer
to operate in situations that follow established patterns, and to avoid unplanned
developments. Because of this, people with high Steadiness tend to be quite resistant to
change, and will take time to adapt to new situations [8, 14, 15].

Compliance factor is connected to accuracy, organization and attitudes to authority.
A person who shows high compliance in their DISC profile has a concern for practi-
cality and detail. The key to this factor lies in attitudes to authority. High-C’s are
concerned with working within rules, and they are often described as rule-oriented.
They are also concerned with accuracy and structure, and understanding the ways
things work [8, 14, 15].

In this model, personality is established by a test, which is answered by individuals.
The test consists of 28 groups of four adjectives. In order to assess the personality,
individuals have to choose the adjective that identifies them the most and the adjective
that identifies them the less.
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Besides the dominant factor, the personality of an individual can be assigned to one
of 15 classic personality combinations or patterns proposed by DISC Model: developer,
result oriented, inspirational, creative, promoter, persuader, counselor, appraiser,
specialist, achiever, agent, investigator, objective thinker, perfectionist, and
practitioner.

2.2 Related Work

Social networks have enable people to express themselves in many ways. Mainly,
people write what they think and what they do. In this sense, a way to identify the
personality has been through the analysis of the behavior of users of social networks.
For example, in a study some features are introduced to capture information about the
social behavior of a set of users of Twitter. This study found a correlation between
these characteristics and personality traits from Big Five Model. Sixty people partici-
pated in this study [16].

A recent study explores the relationship between personality and content prefer-
ences of books [17].

An important work is the dataset called Essay. This dataset consists of flow of
consciousness essays written by volunteers in a controlled environment related with
Big Five personality traits. Authors used the Linguistic Inquiry and Word Count
(LIWC) functions to determine the correlation between dataset essays and personality
[5, 18, 19].

In order to identify the personality through the analysis of texts, linguistic resources
are a primordial component. In this way, several linguistic corpora have been con-
structed. For example, MRC sociolinguistic database is a database containing 150,000
words and their linguistic and psychological characteristics [10].

Other research focusing text classification to predict personality analized English
and Indonesian tweets. The result is the MyPersonality corpus which consists of 10,000
updates of 250 users. Users are labeled in Big Five personality dimensions [2].

In a recent work, the method to extract personality traits from stream of con-
sciousness essays using a convolutional neural network is proposed [20].

Another important research built a 200,000-word corpus and it is used for pre-
dicting the personality of the author of a text, as a result the attribution of authorship in
145 authors achieves results with an accuracy of 50% [21].

Unlike of aforementioned research, which work with texts in English and they are
based on the Big Five personality model, in this paper, we propose a model based on
the DISC model of personality to detect personality in Spanish texts.

3 Model for Personality Detection

In order to detect personality, we propose a model based on DISC model of personality
and linguistic analysis. Proposed model comprises: (i) a set of words denoting per-
sonality, (ii) a corpus of Spanish texts labeled with a personality dimension of DISC
model, and (iii) a machine learning algorithm for classification. Figure 1 shows a block
diagram representing the model.
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In order to build the model and linguistic resources, we conducted a study for
knowing personality of participants and to relate it with writing features. In this section
we describe our approach to build the model for personality detection.

3.1 Personality Study to Gather Data

The basis of the proposed model is a personality study. The study consisted of three
parts. In the first part, participants answered questions about personal information, such
as: gender, age, schooling, marital status, occupation, preferred social networks, and
number of friends in such social networks. In the second part, participants filled out the
test of the DISC personality model. In the third part, participants hand wrote some
paragraphs about any topic. They were free to choose any topic, however some topics
were suggested such as hobbies and what they did last day. These written texts are the
basis to construct the model and the linguistic resources.

We had 120 college students participating in the study, 49 females and 71 males,
they are between 20 and 30 years old. We asked them for age range rather than precise
age. The questionnaires and texts were hand written by participants. Texts were
transcript to electronic texts. After evaluating the personality tests, we obtained the
following results: the most frequent personality factor was Steadiness, with 61 people,
the second more frequent factor was Influence with 25 people, the third more frequent
factor was Compliance with 19 people, and the less frequent is the factor Dominance
with 15 people. Table 1 shows the resultant personality for the 120 participants.

Personality
Corpus

Personality 
words

Written
Text

DISC
Personality

Pre-
processing

Characteristics
extraction

Classification 
model

Fig. 1. Model for personality detection. Personality words in a text. Each verb and adjective is
assigned with TF-IDF weights accordingly with the personality words set. This process is a part
of the construction of the linguistic corpus and it is repeated for each text gathered in the study.

Table 1. Personality results in the study. Participants answered a personality test based on the
DISC model. The most pronounced factor for each participant is shown.

DISC factors Female Male Total

Dominance 8 7 15
Influence 9 16 25
Steadiness 25 36 61
Compliance 7 12 19

49 71 120
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Besides the personality of participants, we obtained a set of 120 texts which was
written by participants in the study. Texts consist of 90 words in average. Table 2
shows an example of a Spanish text written by a participant, also the English translation
is presented.

As we mention this study is the basis to build linguistic resources, for the time
being, we only use the personality and the written text. The demographic data will be
use in a future analysis.

3.2 Personality Words Set

Words that people choose when write or speak can describe their personality [2]. In this
way, when people write, they express themselves in different ways from other people,
and these differences correspond to their very individual personality traits and moods
[9].

As follows, we built a set of words which denotes personality by analyzing all the
texts gathered in the study. Participant’s texts were grouped by personality dimension;
in this way, instead to have 120 texts, we have four documents. The analysis includes
to count how many verbs and adjectives appear in each document. Stop words were
eliminated and all words were lemmatized. Personality words were chosen according
their number of occurrences in the texts and their TF-IDF weights.

Term frequency–inverse document frequency, TF-IDF, is a numerical statistic that
is intended to reflect how important a word is to a document in a collection of docu-
ments. This value increases proportionally to the number of times a word appears in the
document and is offset by the frequency of the word in the collection, which helps to
adjust for the fact that some words appear more frequently in general [22].

After the analysis, we have a personality words set consisting of 505 words, 346
verbs and 159 adjectives, and these words are labeled with weights TF-IDF for each
personality dimension, which is the importance of that word in the personality docu-
ment. Table 3 shows some examples from of the personality words set.

Table 2. Example of a text in the corpus. Participants handwrote a Spanish text. English
translation is also shown only for clearness in this example.

Spanish text written by a participant English translation

“Mi pasatiempo favorito es tocar mi
saxofón, me gusta la música, también me
gusta ensayar con pistas, cantar. Mis
principales metas son: terminar mis estudios,
ahora me encuentro cursando el 9o semestre
de la carrera de ingeniería en sistemas
computacionales en el Instituto Tecnológico
de Iguala. El día de ayer hice un poco de
aseo en la casa, me gusta tener las cosas en
orden”

“My favorite hobby is to play saxophone, I
like music, I also like to practice with tracks,
to sing. My main goals are: to finish my
studies, now I am studying the 9th semester
of the computer systems engineering career
at the Technological Institute of Iguala.
Yesterday, I did some cleaning in the house,
I like to have things in order”
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3.3 Personality Corpus Construction

The personality word set is used in the construction of the corpus of personality.
Separately, we analyzed the 120 texts from study participants. We looked for verbs and
adjectives which are in the personality words. We assign to each verb and adjective
their TF-IDF weights for each personality dimension as shown in Fig. 2.

In this way, every verb and adjective in each text was assigned with their TF-IDF
weights within the personality words set. A weight for each personality dimension is

Table 3. Examples of personality words. The complete set includes 505 words: 346 verbs and
159 adjectives. The importance of the word (TF-IDF) and the occurrences of that word for each
personality factor is shown.

Spanish
word

English
translation

Type Occurrences TF-IDF weights
D I S C D I S C

Favorito Favorite Adjective 4 7 25 5 0.0076 0.0059 0.0113 0.0069
Feliz Happy 2 1 4 1 0.0038 0.0008 0.0018 0.0014
Principal Main 3 14 25 4 0.0057 0.0118 0.0113 0.0055
Estudiar To study Verb 1 4 10 2 0.0019 0.0034 0.0045 0.0027
Gustar To like 4 15 24 9 0.0076 0.0127 0.0108 0.0124
Sentir To feel 3 3 3 1 0.0057 0.0025 0.0014 0.0014

Fig. 2. Personality words in a text. Each verb and adjective is assigned with TF-IDF weights
accordingly with the personality words set. This process is a part of the construction of the
linguistic corpus and it is repeated for each text gathered in the study.
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calculated. Then, all the TF-IDF weights of these words are added to obtain the TF-IDF
weights for that text in the corpus. Table 4 shows the process of calculating of weights
for a text.

This process was repeated for each word in the text. After this process, we had a
linguistic corpus with personality annotations. Is it worth to mention, we had several
versions of the corpus, until we get a corpus which allows a better performance within
the classification model described in the next subsection. We found verbs that are

Table 4. Resultant TF-IDF weights for each word in a text. These weights are used for
obtaining TF-IDF weights in the corpus. A weight for each personality dimension is calculated.

Word-lemma Tp Occ Word weight in personality doc Word weight in current text
D I S C D I S C

Principal
-Main

A 4 0.0057 0.0118 0.0113 0.0055 0.0057 0.0118 0.0113 0.0055

Computacional
-Computer

A 3 0.0021 0.0010 0.0015 0 0.0021 0.0010 0.0015 0

Trabajar
-To work

V 2 0 0.0077 0.0059 0 0 0.0077 0.0059 0

Revisar
-To check

V 1 0 0 0.0007 0 0 0 0.0007 0

Redactar
-To write

V 1 0 0 0.0007 0 0 0 0.0007 0

Atender
-To serve

V 2 0 0 0.0006 0.0018 0 0 0.0006 0.0018

Encontrar
-To find

V 2 0 0.0055 0.0047 0 0 0.0055 0.0047 0

Colaborar
-To collaborate

V 1 0 0 0.0007 0 0 0 0.0007 0

Asistir
-To attend

V 3 0.0021 0.0010 0.0015 0 0.0021 0.0010 0.0015 0

Comer
-To eat

V 4 0.0057 0.0042 0.0090 0.0041 0.0114 0.0085 0.0181 0.0082

Retirar
-To live

V 1 0 0 0.0007 0 0 0 0.0007 0

Seguir
-To continue

V 4 0.0019 0.0008 0.0045 0.0041 0.0019 0.0008 0.0045 0.0041

Desarrollar
-To develop

V 1 0 0 0.0022 0 0 0 0.0022 0

Gustar
-To like

V 4 0.0076 0.0127 0.0108 0.0124 0.0076 0.0127 0.0108 0.0124

Leer
- To read

V 2 0 0.0011 0.0029 0 0 0.0011 0.0029 0

Weights of the text (in the corpus) 0.0308 0.0501 0.0669 0.0320
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repeated many times behaves as a stop-word, therefore we eliminate them from the
personality words set, examples are: to go, to finish and to play. Each entry in our final
corpus consists of word, number of times the word appeared in each personality
document, TF-IDF weights for each personality dimension and the personality. Some
examples of entries in the corpus are shown in Table 5.

3.4 Classification Model

As we have mention, we want to build a model for personality detection. We base our
proposal on data gathered by means of study and rely on machine learning techniques.
We evaluated several classifier algorithms through several metrics.

Machine learning is devoted to construct algorithms and models that can learn
from data and make data-driven predictions. These models are built from sample
inputs. A classifier algorithm is a machine learning algorithm which looks for rela-
tionships between unlabeled objects and a set of correctly labeled objects in order to
correctly classify the unlabeled objects [23]. In literature, there are several classifier
algorithms to match with available data and applications. In order to build our model,
we evaluated the algorithms: ZeroR, k-Nearest-Neighbor, Naive Bayes, DTable,
RepTree, Support Vector Machines, and Multilayer Perceptron.

The Support Vector Machines (SVM) algorithm achieved the best performance in
the classification process over the other algorithms. A stratified ten times ten-fold cross-
validation technique was used because it is the standard evaluation technique in situ-
ations where only limited data is available [24], we also used percentage split. We
evaluated such algorithms by means of accuracy, recall, and F-measure metrics. We
compare these metrics in order to select the best performance model. We used several
versions of the corpus until we achieve the best performance in classification. The
accuracy, recall, and F-measure metrics of SVM algorithm is shown in Table 6.

Table 5. Examples of Corpus entries. The corpus consists of 120 texts labeled with their DISC
personality. Written texts were gathered via a study.

No. of
words

Dominance
TF-IDF

Influence
TF-IDF

Steadiness
TF-IDF

Compliance
TF-IDF

Personality
label

86 0.1173 0.0739 0.0812 0.0860 Dominance
59 0.1099 0.0681 0.0841 0.0792 Dominance
81 0.0571 0.1135 0.0811 0.0472 Influence
107 0.0955 0.1857 0.1505 0.1075 Influence
71 0.0436 0.0472 0.0797 0.0464 Steadiness
88 0.0766 0.0776 0.1078 0.0604 Steadiness
67 0.0413 0.061 0.0637 0.1325 Compliance
76 0.0966 0.0970 0.0963 0.1238 Compliance
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4 Conclusions and Future Work

Personality traits impacts every aspect of humans. It is an important player in decisions
and success. To know personality of people is useful to understand diverse aspects such
as collective behaviors and preferences of people, such a way personality could be
useful to select candidates for a job or to plan a focused marketing.

We are interested in detecting personality through linguistic analysis and in the
DISC personality model. In this paper, we proposed a model for personality detection
with three main components: (i) a set of personality Spanish words, (ii) a linguistic
corpus for Spanish language with personality annotations as proposed by DISC model,
and (iii) a classification model based on SVM algorithm.

To build the model and the linguistic resources, we conducted a study where 120
people participated. In this study, participants were asked to fill a DISC personality test,
to write some paragraphs, and to answer a demographic questionnaire.

We evaluate several classification algorithms in order to achieve a classification
model with a good performance. Additionally, we had several versions of the lin-
guistics corpus.

This work is still in progress, there is a lot of work to be done in order to produce
conclusive results. For example, the analysis of the patterns that are obtained from the
personality tests since these are obtained when selecting adjectives in the personality
test, one could find an important relation between the adjectives used in the test and the
personalities. Additionally, we could improve the linguistic resources, gathering more
texts from a diverse group of people regarding age or schooling, in order to achieve a
richer set of words that would tell us more about each personality.
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Abstract. Understanding emotions expressed in speech by a person
is fundamental in having a better interaction between humans and
machines. Many algorithms have been developed to solve this prob-
lem before. They have been tested on different datasets, some of these
datasets were recorded by actors under ideal recording conditions and
some others were recorded from people’s opinion on some video stream-
ing platform. Deep learning has shown very positive results in recent
years and the model presented here follows this approach. We propose
the use of Fourier transformations as the input of a convolutional neural
network and Mel frequency cepstral coefficients as the input of an LSTM
neural network. Finally, we concatenate the outputs of both models and
obtain a final classification for five emotions. The model is trained using
the MOSEI dataset. We also perform data augmentation by using time
variations and pitch changes. Our model shows significant improvements
over state-of-the-art algorithms.

Keywords: Speech Emotion Recognition · CNN · LSTM
Deep learning · MFCC · stft

1 Introduction

The emotions classification through speech, also called Speech Emotion Recogni-
tion (SER), is one of the biggest challenges in terms of audio analysis. However,
accomplishing it accurately implies some great advantages, for example, if our
desire is to enable machines to detect emotions, it would definitely be very use-
ful, since changing actions could be proposed to change the mood of the person
resulting in better user experience [13].

The task of analyzing only the audio to recognize emotions becomes very
complex due to the fact that emotions are something subjective. This affects
how emotions are perceived as well as how these emotions are labeled. Previously
we used datasets that contained data from actors in very controlled situations,
which could lead to good results. The disadvantage is that when testing in real
c© Springer Nature Switzerland AG 2018
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situations the models did not respond correctly. However, now a days there is
a tendency to use data from people expressing their opinions in a natural way,
normal people expressing themselves in real situations [5].

Another aspect being considered is the use of multimodal analysis, since it
gives us more information about the user. Nonetheless, in this work we hypothe-
sise that only by using the audio of people’s opinions we can achieve good results
in the classification of emotions without using the other aspects of multimodal
analysis such as facial expressions. With the advantage of combining our speech
analysis model in a multimodal system could improve classification accuracy.

The rest of the paper has the following structure. Section 2 is devoted to
presenting the related work associated with our research objectives. Section 3
describes the dataset used for testing our approach. Section 4 describes the main
results achieved. Finally, Sect. 5 provides some conclusions and directions for
future work.

2 Related Work

The selection of characteristics is an important task for recognizing emotions
in speech in traditional machine learning methods. The most common meth-
ods of extraction include the pitch frequency feature, the energy-related feature,
the formant feature, the spectral feature, etc. After the features were extracted,
they were used to train models such as Bayesian networks [18], Hidden Markov
Model [11], Gauss Mixed Model (GMM) [12] and multi-classifier fusion [20]. The
primary advantage of this method is that it could be trained without very large
amount of data. Some disadvantages include, difficulty in judging the quality of
the features, probable loss of some key features, decreasing the accuracy of recog-
nition and difficulty to ensure that good results can be achieved with different
datasets.

Many of the current works that seek to solve the recognition of emotions
through speech have used datasets recorded by actors in real recording condi-
tions. Their results have been improved when using Deep Learning techniques
which have shown a better performance.

The main difference between the traditional methods of machine learning and
Deep Learning models is the ability to extract high-level features [1] that help us
achieve better results. The recognition of emotions through speech by using Deep
Belief Network (DBN) models can capture non-linear features, and such models
have shown improvement in classification over performance baselines that do not
employ deep learning.

Several approaches based on deep learning have shown promising results
with databases such as EmoDB [3] or IEMOCAP [4]. Mao et al. [10] proposed
learning affect-salient features for SER using CNN, which leads to stable and
robust recognition performance. A CNN was trained on by Lee et al. [9] taking
as an input the sort time fourier transform (stft) of the audio, such combination
was capable of reaching the accuracy of 86% percent on the EmoDB.
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Prasomphan et al. [16] the emotion was detected by using information inside
the spectrogram, then using the Neural Network to classify the emotion again
on the EmoDB database, and got the accuracy of 83% trained on five emotions.

Fayek [6] provided a method to augment training data, but the accuracy is
less than 61% on ENTERFACE database and SAVEE database. In [22] a Con-
vNet was employed and combined with DTPM (Discriminant Temporal Pyramid
Matching) for automatic feature learning the final result was an accuracy of 86%
on EmoDB. Niu et al. [14] proposed a very interesting way on performing data
augmentation of the audios based on Retinal Image Principle on the IEMOCAP
database. Lee et al. [8] proposed Attention Networks for multimodal represen-
tation learning between speech and text data for emotion classification in the
MOSEI dataset, reaching out the overall accuracy of 83%.

As shown in this section there are plenty of works trying to solve the SER
problem using IEMOCAP or EmoDB which can be consider small if compared
with MOSEI, however due to the recent release of the MOSEI dataset just a
few works [2,8,15,17,19], can be found in the literature and most of them use a
multimodal approach.

In this work we use audios of people’s opinion from the MOSEI dataset,
instead of the multimodal approach used in [8]. We perform data augmentation
in order to compare the results of the original data with the augmented data
(expecting to have better results on the last data), preprocess it with short
time fourier transform (stft) and Mel Frequencies Ceptral Coeficient (MFCC).
Finally the model was trained to classify emotions with a combination of LSTM
and CONVNET.

3 Data Description

Our work is based on a standardized emotion dataset, called CMU-MOSEI [21],
from the CMU Multimodal Data SDK. This dataset contains video segments
that were collected from YouTube wherein the speaker is providing their review
of a movie that they have seen. The segments have been labeled by humans for
6 different emotions, including the null case. These labels are: Anger, Disgust,
Fear, Happiness, Sadness, and Surprise. Each segment can have any combination
of emotion labels, or no labels at all. In addition, for each emotion label there
is a corresponding regression value in the range of [0, 3]. This means that every
video segment can be characterized with an emotion as well as the intensity
of that emotion. The CMU-MOSEI dataset [21] provides pre-processed features
and a means to align features.

We decided to use the raw data instead of the preprocessed information that
came with the dataset with the purpose of extracting the information directly
from the source. Also due to the small quantity of segments labeled with the
surprise emotion, we decided to exclude it from our experiments.
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3.1 Data Preprocessing

In this work we transform the audio using short time fourier transform (stft) with
window of 512, the number of points used to calculate the fourier transform or
nfft with a value of 512, and number of overlapping of 384. In addition we also
preprocess the audio to obtain the Mel Frequencies Ceptral Coefficients (MFCC)
using the librosa python library with a sampling rate of 22050 and 20 MFCCs
[5]. We also performed data augmentation were we increased the time stretch by
a factor of 1.1 and decreased by a factor of 0.9. Then we made a modification in
the pitch shift. [7]

4 Experiments and Results

In this paper we propose a Deep Learning architecture where we combine the
ability to extract characteristics of a convolutional neural network and the ability
to recognize temporal patterns of a LSTM network, both receiving inputs with
different preprocessing. On the one hand, the matrices resulting from applying
Short Time Fourier Transform are input into the convolutional network, while
the resulting matrices from the Mel Frequencies Ceptral Coefficients are feed
into the LSTM network. The architecture can be found in Fig. 1.

4.1 Experiment with the Original Data

The original data is composed of more than 23 thousand of samples of which
70% were used for training, 15% for validation and the other 15% for testing as
we can see on Table 1.

Table 1. Dataset statistics.

Dataset

Training set size 16,198

Validation set size 3471

Test set size 3471

The model was trained approximately 200 epochs, with a batch size of 64
using a SGD optimizer with a learning rate of 0.001 and the error was calcu-
lated using by mse function. The results of testing the model on the validation
dataset are shown in Table 2, the values are expressed in percentages for better
visualization.

The results are quite good, however, with the increase in the data, a better
result is expected.
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Fig. 1. Hybrid deep neural networks for integrating MFCC and STFT.
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Table 2. Confusion matrix original data

% Anger Disgust Fear Happy Sad

Anger 82.0 2.0 3.0 10.0 3.0

Disgust 4.0 85.0 1.0 8.0 2.0

Fear 5.0 2.0 75.0 15.0 3.0

Happy 9.0 0.0 0.0 89.0 2.0

Sad 2.0 3.0 1.0 15.0 79.0

4.2 Experiment with the Augmented Data

After data augmentation, we obtained a final dataset with 115700 samples, of
which 70% were used for training, 15% for validation and the other 15% for
testing as we can see on Table 3.

Table 3. Dataset statistics.

Dataset

Training set size 80,990

Validation set size 17,355

Test set size 17,355

The model was trained approximately 200 epochs, with a batch size of 64
using a SGD optimizer with a learning rate of 0.001 and the error was calcu-
lated using by mse function. The results of testing the model on the validation
dataset are shown in Table 4, the values are expressed in percentages for better
visualization.

Table 4. Confusion matrix augmented data

Anger Disgust Fear Happy Sad

Anger 91.0 0.0 0.0 6.0 1.0

Disgust 2.0 91.0 0.0 4.0 1.0

Fear 3.0 1.0 83.0 9.0 2.0

Happy 2.0 0.0 0.0 94.0 1.0

Sad 2.0 1.0 0.0 8.0 87.0

One of the best results obtained in “First Workshop and Grand Challenge
on Computational Modeling of Human Multimodal Language” was the paper
[7], which uses a multimodal analysis approach on the same dataset used in the
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experiments carried out in this work. The comparison of these results with those
obtained by us are shown in Table 5.

Table 5. Comparison table.

Emotion Convolutional attention networks Ours

Anger 85.0 91.0

Disgust 88.0 91.0

Fear 94.0 83.0

Happy 92.0 94.0

Sad 88.0 87.0

As we can see our results compete with one of the best results obtained in the
ACL contest, although they used multimodal analysis and we only used speech.

5 Conclusions

We have shown that we can analyse speech in an isolated way, i.e perform uni-
modal analysis of emotions. We have also shown how we used classical techniques
for extracting characteristics such as Short Time Fourier Transform (STFT) and
Mel Frequencies Ceptral Coefficients (MFCC). The results were fed into a model
that combines the computational power of CNNs and LSTMs to achieve impres-
sive results in terms of accuracy.

We have also shown that increasing the amount of the data is beneficial to
the performance of our model, increasing the data in a rate of 5 times the original
size boosts the accuracy and let us to outperform the results of similar works.
Our results may seem low compared to bimodal and trimodal results, but the
fact that our unimodal behaves quite well with only one variable analysed is an
indication that integrating this type of model in multimodal analysis may bring
greater benefits to the final result.
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Abstract. In this paper, we carry out a comparative performance anal-
ysis of Long Short-term Memory (LSTM) Neural Networks for the task
of noise reduction. Recent work in this area has shown the advantages
of this kind of network for the enhancement of noisy speech, particularly
when the training process is performed for specific Signal-to-Noise (SNR)
levels.

For application in real-life environments, it is important to test the
robustness of the approach without the a priori knowledge of the SNR
noise levels, as classical signal processing-based algorithms do. In our
experiments, we conduct the training stage with single and multiple noise
conditions and perform the comparison of the results with the specific
SNR training presented previously in the literature.

For the first time, results give a measure on the independence of the
training conditions for the task of noise suppression in speech signals,
and shows remarkable robustness of the LSTM for different SNR levels.

Keywords: Deep learning · LSTM · MFCC
Neural networks · Speech enhancement

1 Introduction

Speech signals are often affected by additive noise, reverberation and other dis-
tortions in real-world environments. Communication devices and applications of
speech technologies may be affected in their performance [2,23,28,29] with such
noise added to the speech information.

During the past decades, speech enhancement algorithms have been presented
to suppress or reduce such distortions and preserve or enhance perceived signal
quality [14]. Several recent algorithms for the task of enhancing speech signals
are based on deep neural networks (DNN) [4,5,13,22]. The most common app-
roach is that of learning mapping features from noisy speech into the features
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of the corresponding clean speech, using autoencoders based on perceptrons or
recurrent neural networks (RNNs).

Among the new types of RNNs, the Long Short-Term Memory Network
(LSTM) has succeeded in mapping features derived from the spectrum, usually
Mel-Frequency Cepstrum Coefficients (MFCC). These features have been used
widely in speech-related tasks because automatic speech recognition systems are
frequently based on them.

In this work, we extend previous experiences of speech enhancement with
LSTM by measuring its robustness, considering more than one levels of noise
with a single network. Benefits from this type of speech enhancement can be
applied to more realistic tasks in mobile phones, VoIP, speech recognition, and
devices for hearing-impaired listeners [15].

1.1 Related Work

Several techniques for enhancement of speech signals based on DNN have been
presented in the past few years. Typically, these techniques rely on the enhance-
ment of spectral features, such as MFCC and its discrete derivatives. For exam-
ple, MFCCs plus its first and second derivatives are used in [1,18,24].

The deep learning approaches have been successful in outperformed classical
methods based on signal processing when the speech signals contain noise of dif-
ferent types with various signal-to-noise radio (SNR) [16,21,26], or reverberant
speech [8,19]. Also, the advantage in reducing the musical artifact commonly
present in speech enhancement classical algorithms has been observed [30].

The principal method for enhancing the signals using deep learning is to
apply the networks as regression models, mapping the noisy parameters of the
speech into the corresponding clean parameters [28,29].

LSTM networks for speech enhancement have been presented previously
in [3], using MFCC as features, for the case of applying one LSTM network
for enhancement of each noise type and SNR level. Even though the LSTM out-
performs other deep networks in this task, the training process for its successful
implementation requires single specific noise conditions, and a priori knowledge
of the SNR during test procedure. The robustness of LSTM networks with sev-
eral SNR levels has also been tested for Voice Activity Detection in [25], with
relevant success.

In the present paper, we consider a more realistic scenario for noise reduction,
where the networks are trained with more than one level of noise, to measure
the capacity of the LSTM networks to enhance speech signals without the a
priori information of the SNR level in test sets. The process is trained, validated
and tested with examples from the Carnegie Mellon University speech database.
Several objective measures are used to test the results, which show the capacity
of the LSTM in robust noise reduction.

The rest of this paper is organized: Sect. 2 gives the background and context
of the problem of denoising and the LSTM, Sect. 3 describes the experimental
setup, Sect. 4 presents the results with a discussion, and finally, in Sect. 5, we
present the conclusions.
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2 Background

2.1 Problem Statement of Speech Enhancement and Robustness

In the field of speech enhancement, we can assume that a noisy signal, y, is the
sum of a speech signal, x, and noise d, given by:

y(t) = x(t) + d(t) (1)

In the spectral domain, the formulation of the problem becomes:

Yk(n) = Xk(n) + Dk(n), (2)

where k is the frequency index and n the time-segment index. In most methods,
x(t) is considered uncorrelated to d(t), and signal processing-based enhancement
algorithms estimate Xk(n) from the power spectral domain of x(t) and d(t). In
deep learning-based approaches, x(t) can be estimated using algorithms that
learn an approximated function f(·) between the noisy and clean data of the
form:

x̂(t) = f (y(t)) . (3)

The precision of the approximation f(·) usually depends on the amount of
training data and the algorithm selected. Previous attempts has estimated f(·)
for each type of noise and SNR. It means that for N SNR levels, there is a set
of N deep neural networks trained and then applied separately to estimate the
set fSNR−1(·), fSNR−2(·), · · · , fSNR−N

(·).
A robust application of noise reduction can provide a single network capa-

ble of enhance several SNR levels. It means there is no need to have a priori
knowledge of the SNR level presented at the input of the network, because an
estimation of fR(·) can be done for more than one scenario. With this robust
network, it is expected to have

fSNR−1(·) ≈ fR(·) (4)

fSNR−2(·) ≈ fR(·)
...

...
fSNR−N

(·) ≈ fR(·),

and for any signal at the input with a given SNR, the regression performed
should be similar to those of the network trained with the specific level.
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2.2 Long Short-Term Memory Neural Networks

Several kinds of neural networks have been tested for classification and regres-
sion purposes over the past several decades. Recently, new kinds of networks
organized in many layers, known as Deep Neural Networks (DNN) achieved good
results in many problems of a wide spectrum of applications. From the emergence
of RNNs, which can store information by feedback connections between neurons
in the hidden layers to themselves or others neurons in the same layer [7,31],
new possibilities in modeling the dependent nature of sequential information
have been opened.

With the aim of expanding the capabilities of RNN by storing information in
the short and the long term, LSTM networks presented in [17] have introduced a
set of gates within memory cells that control the access, storing and propagation
of values over the network. LSTM networks presented encouraging results in
speech recognition, music composition and handwriting synthesis, which heavily
depends on previous states of the information [10,11,17].

To accomplish the task of preserving values in the long-term and the short-
term, the LSTM has four gates that controls the operations of input, output,
and erasing the memory. More details on the training procedure and the math-
ematical modeling of the LSTM can be found in [9].

2.3 Denoising with Deep Neural Networks

The idea of training neural networks in speech enhancement and noise reduction
was first introduced several decades ago for binary input patterns, corrupted
by randomly flipping a fraction of the input bits. Other than binary inputs,
acoustic coefficients were modeled with a single layer a few years later. Neither
the computer capabilities nor the algorithms were adequate for including more
hidden layers or considering much larger sets of data [16].

For noise reduction and other regression-based tasks, parameters of the net-
works are found using training data in order to minimize the average recon-
struction of the input, that is, to have output f(y) as close as possible to the
uncorrupted signal x [27].

One of the recent architectures of neural networks that have achieved consid-
erable success is called a denoising autoencoder, consisting of two steps: the first
one is the encoder, which performs a mapping f that transforms an input vector
y into a representation h in the hidden layers. The second step is the decoder,
which mapped back the hidden representation into a vector x̂ in input space.

During the training stage, noise corrupted features are presented at the inputs
of the denoising autoencoders, while the corresponding clean features became the
outputs. The training algorithm adjusts the parameters of the network in order
to learn the complex relationships between them. Modern computers allow the
training of many hidden layers and larger datasets.
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3 Experimental Setup

In order to test the robustness of LSTM network, the experimental setup, from
data generation to evaluation, can be summarized in the following steps:

1. Noisy database generation: Files containing White noise were generated and
added to each audio file in the database for a given signal-to-noise ratio (SNR).
Five noise levels were added, in order to cover a range from light to heavy
noise levels for each noise type.

2. Feature extraction and input-output correspondence: A set of parameters was
extracted from the noisy, and the clean audio files. Those from the noisy files
were used as inputs to the networks, while the corresponding clean features
were the outputs.

3. Training: During training, using forward pass and back-propagation through
time algorithm, the weights of the networks were adjusted as the noisy and
clean utterances were presented at the inputs and at the outputs. A total
of 900 utterances (about 80% of the total database) were used for training.
Details and equations of the algorithm followed can be found in [12].

4. Validation: After each training step, the sum of squared errors were computed
within the validation set of 182 utterances (about 15% of the total database),
and the weights of the network updated in each improvement.

5. Test: A subset of 50 randomly selected utterances (about 5% of the total
amount of utterances of the database) was chosen for the test set, for each
noise level. These utterances were not part of the training process, to provide
independence between the training and testing.

In the following subsections, further details of the main experimental setup
are given.

3.1 Database

In our work, we chose the SLT voice from the CMU ARCTIC databases [20],
designed for speech research. The whole set of 1132 sentences were used to ran-
domly define the training, validation and test sets. In our work, we chose the
female SLT voice, and the whole set of 1132 sentences were used to randomly
define the training (849 sentences), validation (233 sentences) and test sets (50
sentences) for each noise level.

3.2 Feature Extraction

The audio files of the noisy and the clean database were downsampled to 16 kHz,
16 bits, to extract parameters using the Ahocoder system [6]. A frame size of
160 samples and frame shift of 80 samples were used to extract 39 mfcc, f0 and
energy of each sentence.
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3.3 Evaluation

To evaluate the results given by the different enhancement methods, we use the
following well-known measures:

– Euclidean Distance between MFCC: This measure is computed between each
of the 39 vectors of clean and enhanced speech in the test set. For a vector x
of MFCC, and the corresponding enhanced x̂, the distance is computed as:

Eu(xj, x̂j) =

(
n∑

i=1

(xji − x̂ji)
2

) 1
2

, (5)

where n is the number of frames in the test sentences, and j ∈ [1, 39] the
index of the MFCC.

– Mean Absolute Distance between MFCC: Computed as

MAD(xj, x̂j) =
1
39

39∑
j=1

1
n

n∑
i=1

|xji − x̂ji | (6)

We use MAD as a unique measure for each experiment, opposed to Euclidean
Distance which is applied on each MFCC.

– Frequency Domain Segmental SNR (SegSNRf): Is a frame-based measure,
calculated by averaging the frame level SNR estimates, following the equation:

SegSNRf =
10
N

N∑
i=1

log

[ ∑L−1
j=0 S2(i, j)∑L−1

j=0 (S(i, j) − X(i, j))2

]
(7)

where X(i, j) is Fourier transform coefficient of frame i at frequency bin j,
and S(i, j) is the corresponding coefficient for the processed speech. N is the
number of frames and L the number of frequency bins. The values are limited
to the interval [−20, 35] dB.

Additionally, we show contours of MFCC coefficients to illustrate the result
for the different experiments.

3.4 Experiments

For the purpose of testing the robustness of LSTM networks in noise reduction,
we train several sets of networks to directly map the noisy features to clean
features. The experiments, which contemplates the training of different SNR
levels and its comparison with the base system of a single SNR training, are
described following the nomenclature:

– Five Levels: The LSTM network were trained using sentences containing all
the SNR levels at the input and the corresponding clean sentences at the
output. For evaluation purposes, test sets of every SNR level were presented
at the trained network, and the evaluation measures applied to the output.
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– Three levels: The LSTM network were trained using sentences containing
three SNR levels at the input. This case required different networks for the
experimentation with each level, to consider a target SNR and the two neigh-
bor SNR. In this paper, we did not consider the training with distant or
randomly selected SNR.

• SNR-10: Given that SNR-10 is the lower level in our experiments, the
closer SNR are SNR-5 and SNR0. So the network was trained with SNR-
10, SNR-5 and SNR0.

• SNR-5: The same network of the previous case was applied.
• SNR0: The training procedure was performed with sentences of SNR-5,

SNR0 and SNR5 at the input.
• SNR5: The training procedure was performed with sentences of SNR0,

SNR5 and SNR10 at the input.
• SNR10: Given that SNR10 is the upper limit of noise level we considered

in the experiments, c.
– Two levels: The LSTM network were trained using sentences containing two

SNR levels at the input, without particular consideration of a higher or lower
level in comparison to the target SNR.

• SNR-10: The training procedure was performed with sentences of SNR-10
and SNR-5 at the input.

• SNR-5: The same network of the previous case was applied.
• SNR0: The training procedure was performed with sentences of SNR0

and SNR5 at the input.
• SNR5: The same network of the previous case was applied.
• SNR10: The training procedure was performed with sentences of SNR10

and SNR5 at the input.
– One level (base system): One network for each SNR was trained. This is the

case analyzed in previous references, and we consider the base results for
comparison.

– None: The evaluation measures were applied to the noisy sentences.

The LSTM architecture for the networks was defined by trial and error.
Initially, we considered a single hidden layer with 50 units and then increased

Table 1. Mean absolute distance (MAD) between MFCC enhanced coefficients in the
test set. Lower values represent better results (higher similarity)

Training levels of SNR Test levels

SNR-10 SNR-5 SNR0 SNR5 SNR10

None (noisy) 0.24 0.23 0.21 0.20 0.19

One 0.13 0.13 0.12 0.11 0.11

Two 0.13 0.12 0.12 0.11 0.11

Three 0.13 0.12 0.12 0.11 0.11

Five 0.13 0.12 0.12 0.11 0.11
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Fig. 1. Comparison of Euclidean Distance between the MFCC of the Noisy Speech and
LSTM-enhanced

the size with steps of 50 units, up to three hidden layers with 300 units in each
layer. The final selection consisted of a network with three layers containing 100,
100 and 100 units in each one.

This network gave the best results in the trial experiments, and also had a
manageable training time, considering that we use 20 LSTM networks in this
work. The training procedure was accelerated by a NVIDIA GPU system, taking
about 7 h to train each LSTM.
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4 Results and Discussion

The results present the measures according to the number of SNR levels
described in the precious section. Table 1 summarizes the MAD between the
MFCC of clean sentences in the test set and the corresponding enhanced version
obtained with the LSTM networks.

These MAD results shows independence of this measure to the amount
of SNR levels considered during training. It means that a single LSTM can
enhance every noise level with similar success as the training of single levels.
The Euclidean distance presented in Fig. 1 also shows the robustness of the
LSTM in terms of the distance from each MFCC to those of the clean speech.
The capacity of the networks to improve the MFCCs of the noisy speech is con-
siderable for every noise level, and every training condition enhance the speech
similarly.

Figure 2 illustrates the evolution of the first MFCC coefficient in three SNR
levels and compare the case of training with specific SNR with the training with
six SNR. It also shows several important results: The Noisy speech with SNR-10
almost degrade the first MFCC completely, but the LSTM networks restore most

Fig. 2. Comparison of the Trajectory of first MFCC
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Table 2. SegSNRf between MFCC enhanced coefficients in the test set. Lower values
represent better results

Training levels of SNR Test levels

SNR-10 SNR-5 SNR0 SNR5 SNR10

One −9.98 −9.95 −9.84 −9.53 −8.27

Two −9.99 −9.95 −9.88 −9.54 −8.50

Three −9.99 −9.99 −9.91 −9.59 −8.52

Five −9.99 −9.96 −9.85 −9.51 −8.27

of the information. But, as the other SNR levels, some of the characteristics of
the parameters are smoothed in the denoising process. The differences between
the training conditions are not clearly distinguishable, a result that is consistent
with those of the previous measures.

Finally, the SegSNRf presented in Table 2 provides additional information
about the robustness of the LSTM networks for denoising speech signals. In
every case the results are very close. This means that the denoising process in
future applications can be obtained with a single network, which is robust in
terms of enhancing several noise levels with a single network, without the a
priori knowledge of the SNR.

The advantage of the robustness of the LSTM is that it can be applied.

5 Conclusions

In this work, we have presented a study of the robustness of LSTM for the
enhancement of MFCC parameters, using several SNR during training of the
networks and compare the results with the traditional single SNR, applied pre-
viously in speech enhancement works.

We evaluated the comparison using speech utterances taken from a well-
known speech database, degraded with White noise at five SNR levels. The
evaluations were performed using objective distance measures.

The results show the training stage with more than one SNR level seems
to benefit the enhancement capacity of the LSTM network, possibly due to the
larger data presented at the network. The main benefit of this study is the wider
application possibilities that arise for the LSTM networks in the task of speech
enhancement because the a priori SNR knowledge of the speech seems to be
unnecessary when the network has been trained for enough SNR levels.

Future work will include the enhancement of the rest of parameters in the
speech signal, so objective measures such as PESQ, Weighted Spectral Slope
and Word Error Rate in an automatic speech recognizer can be applied. Also,
statistical test should be conducted in order to establish significant differences
between the results. Some extended experiments in more SNR levels should be
conducted to provide new information about the robustness on heavier noise
conditions.
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{jss.garcia,villasen,kargaxxi,alejandro.torres}@inaoep.mx

Abstract. Most of the researches in Electroencephalogram(EEG)-based
Brain-Computer Interfaces (BCI) are focused on the use of motor
imagery. As an attempt to improve the control of these interfaces, the
use of language instead of movement has been recently explored, in the
form of imagined speech. This work aims for the discrimination of imag-
ined words in electroencephalogram signals. For this purpose, the anal-
ysis of multiple variables of the signal and their relation is considered
by means of a multivariate data analysis, i.e., Parallel Factor Analysis
(PARAFAC). In previous works, this method has demonstrated to be
useful for EEG analysis. Nevertheless, to the best of our knowledge, this
is the first attempt to analyze imagined speech signals using this app-
roach. In addition, a novel use of the extracted PARAFAC components is
proposed in order to improve the discrimination of the imagined words.
The obtained results, besides of higher accuracy rates in comparison
with related works, showed lower standard deviation among subjects sug-
gesting the effectiveness and robustness of the proposed method. These
results encourage the use of multivariate analysis for BCI applications in
combination with imagined speech signals.

Keywords: Tensor decomposition · Brain Computer Interface
Imagined speech · Electroencephalogram

1 Introduction

A Brain-Computer Interface (BCI) is a system which allows the interaction of a
person with the environment through the analysis of the brain signals in order to
generate an action [7,25]. Different instruments are used to acquire brain signals.
In particular, the use of electroencephalograms (EEGs) is of great interest due
to their simple operation and price.

An imagined speech based BCI requires processing the brain signal in order to
detect the brain activity related to a specific task. Previous works have proposed
methods to address the feature extraction and analysis. Some of them attempted
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to represent the EEG as multidimensional data and analyzed this representa-
tion in many different ways [12–16,26]. Nevertheless, the relation among different
dimensions of the brain signal, i.e., frequency, time and space, had not been con-
sidered in most of the approaches. This work aims to find a new characterization
which integrates these three dimensions of the EEG signal to find appropriate
patterns for imagined speech discrimination.

With a multivariate data analysis, a better representation of the imagined
speech is expected due to the extraction of interdependent relationships among
the frequency, time and space of the brain signal [4–6,22]. In the particular
case of imagined speech, neurophysiological information of the signals is not
well known. Hence, the analysis considering all the information from the EEG
signals is essential. This is not the case, for example, with the motor imaging
task. In this task, the associated neurophysiological areas are identified, allowing
the proposal of successful methods based on spatial patterns discrimination.

This work explores the Parallel Factorial Analysis (PARAFAC) to decompose
the EEG signals, and with this representation demonstrate the improvement in
the discrimination of imagined words. The PARAFAC is a generalization of
Principal Component Analysis (PCA) [2], and it is based on the decomposition
of multi-way data into a sum of rank-one tensors in polyadic form [18].

The rest of the paper is organized as follows: Sect. 2 discusses related works
that use tensor decomposition analysis in EEG signals. Section 3 will explain the
proposed method. In Sect. 4 experimental results are reported. And finally, in
Sect. 5 the conclusions and future work are discussed.

2 Related Works

Previous works used tensor decomposition analysis to reconstruct the brain
activity, in search of alpha and theta band patterns [1,19]. The results of these
works evidenced that multiple dimensions of EEGs can be properly analyzed by
means of tensor decomposition. The first work proposed that a typical struc-
ture of the resting state EEG consists of two PARAFAC components. The latter
work, found alpha and theta activation patterns in rest and a mental task EEGs
respectively, using the components extracted by PARAFAC.

In [13] an EEG classification is proposed, in which a dataset with three tasks,
i.e., left/right imagined movement and random words generation, is analyzed.
A least squares projection and a hidden states algorithm are proposed. This
method achieved similar results as the related works. Nevertheless, a novel ten-
sor configuration was analyzed, considering either the time and the task as a
dimension of the tensor.

Other approaches have adapted tensor decomposition analysis to improve
classification results. For example, [15] used the class labels and regularization
constraints on the tensor factorization in order to find a robust discriminative
subspace. Different EEG datasets were tested, the first one involved a motor
imagery task, in which the subjects imagined the movement of their right or
left hand. In the second dataset, two tasks were performed, geometric figures
perception and arithmetic problems solving.
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In [16] a general tensor discriminant analysis was performed. This approach
was also proposed for image classification in [22]. For this purpose, the dataset of
[15] was used, and another one was added. In this new dataset, the subjects were
required to recall the meaning and pronunciation of a previous known word, the
aiming was to analyze a memory task.

Following the approaches in [14–16] proposed a phase interval value to mea-
sure the phase difference between the EEG channels. This value was used to
discriminate between two imaginary movements, i.e., the right or left hand, and
the features were obtained by means of tensor decomposition analysis.

In [26], both left and right hand imagined movements were analyzed by
proposing a tensor decomposition. For this purpose, a slice oriented decomposi-
tion from a tensor was developed to discriminate imagined movement. Moreover,
a tensor averaging is proposed as a preprocessing step in order to find an invari-
able feature structure between recordings.

In comparison with previous works, [12] proposed an extension to a multi-
class classification of EEG signals. Moreover, it was applied to imaginary move-
ment and steady-state visual evoked potentials. A major issue in this approach is
the redundancy of extracted components. To solve this, a non-redundant tensor
decomposition was developed.

The method proposed in this work performs a tensor decomposition analysis,
in order to find components related to different imagined words and to find
discriminative features between them. These components represent the features
with which a multi-class classifier is trained and evaluated. To the best of our
knowledge, this is the first attempt to use tensor decomposition analysis to
address the problem of imagined speech discrimination.

3 Proposed Method

3.1 Introduction

The proposed method is summarized in Fig. 1. This flowchart represents the
process applied to each epoch of the imagined words per subject. First, from
each epoch of a subject, Continuous Wavelet Transform (CWT) is applied to
generate a three-dimensional tensor. From this tensor, a PARAFAC analysis
is applied and the obtained components are ordered and labeled to the corre-
sponding imagined word. The components are disposed of in such a way that
the components of each mode are concatenated making an element-wise corre-
spondence of each component. This process is repeated for every epoch of every
imagined word. Finally, the components are disposed into a clustering method
to obtain representative prototypes of the data. These prototypes are used to
represent the original set of components as a histogram. The method was imple-
mented in MATLAB R© in the R2017b version. A detailed explanation of each
step is presented below.
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Fig. 1. Feature extraction for one epoch.

3.2 Feature Extraction

The Short time Fourier Transform (STFT) is a common method for frequency
analysis. It is an extension of Fourier transform which attempts to analyze the
frequency components of a signal in steps of time. A major drawback of this
method is the lack of temporal resolution for high-frequency components and lack
of spectral resolution for low-frequency components [27]. To solve this issue, the
Wavelet Transform (WT) was proposed, which offers a simultaneous localization
in time and frequency domain [21]. It is based on the scaling and translation of
a basis function named as mother wavelet.

The frequency feature extraction a Morlet Continuous Wavelet Transform
(CWT) was applied following the implementation of [17]. This feature extrac-
tion is performed for each epoch of the imagined word. Thus, each epoch was
represented as a three-dimensional tensor.

A tensor is a multi-dimensional or N -way array, where N is the tensor order.
The order N of a tensor is the number of dimensions and it is also referred to
as way or mode [8]. A tensor X can be seen in Fig. 2, where the modes are time,
channels and frequency, and e represents the epoch number. The mathematical
notation used in this work follows the descriptions of [18].
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Fig. 2. Tensor example.

3.3 Parallel Factor Analysis

Multilinear algebra introduces methods for tensor decomposition analysis. One of
them is the Parallel Factor Analysis (PARAFAC) or Canonical Decomposition
(CP), it was simultaneously proposed by [3,10], based on [11]. This method
performs an Alternated Least Squares (ALS) approximation of each tensor mode
projection. Unlike other component extraction methods, PARAFAC is able to
disregard some constraints, as orthogonality or independence.

In Fig. 3, a three dimensional tensor is decomposed into P components in
each dimension.

Fig. 3. Tensor decomposition into P factors [18].

Let X be a N-dimensional tensor, the PARAFAC decomposition is repre-
sented in Eq. 1.

X =
P∑

p=1

u(1)
p ◦ u(2)

p ◦ · · · ◦ u(N)
p (1)
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where U (n) = [u(n)
1 , u

(n)
2 , ..., u

(n)
P ] is a matrix which denotes the components

for mode n. The operator ◦ is the n-mode outer product. Moreover, P are the
number of extracted components and N the number of modes in the tensor.

The selection of an appropriated number of components is an open problem
in PARAFAC [2]. For the proposed method, the components number were fixed
to match the number of channels of the signal. It is important to highlight that
the search for the best components number is not an aim of this work.

3.4 Classification Setup

The extracted components in U were disposed into a classification scheme. For
each mode of the tensor, n × p vectors u

(n)
k were extracted and concatenated

into a matrix As,Ci,e (one matrix for each subject s, class Ci, and epoch e). This
scheme considers each mode as an independent set. Nevertheless, these compo-
nents were generated considering every tensor mode and preserved information
of the relation among the different modes.

As,Ci,e =

⎡

⎢⎢⎢⎢⎣

u
(1)
1 u

(1)
2 . . . u

(1)
p

u
(2)
1 u

(2)
2 . . . u

(2)
p

...
...

. . .
...

u
(n)
1 u

(n)
2 · · · u(n)

p

⎤

⎥⎥⎥⎥⎦

Each factor u
(n)
k is a vector with the form

u
(n)
k =

⎡

⎢⎢⎢⎢⎣

u
(n)
k (I1)

u
(n)
k (I2)

...
u
(n)
k (Im)

⎤

⎥⎥⎥⎥⎦

where Im are the elements of the component vector in the mode n.
Later on, for each subject, the epoch matrices As,Ci,e corresponding to the

same class Ci are concatenated in order to apply a k-means clustering algorithm.
This procedure continues for every class.

Once each class has an associated cluster, they are concatenated to achieve
a global representation Ds of the signals for the s subject.

The next step is to analyze the elements of every matrix As,Ci,e and, by means
of Euclidean distance, to find and replace each row with the closest prototype
in the global representation Ds. This process will transform the matrix A in a
sequence of elements of Ds.

This sequence of elements is later transformed into a histogram, which is
associated with a class Ci and become a classification instance. The histogram
generation, gives as result the conversion of each epoch e in the matrices As,Ci,e

into one single histogram.
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Finally, a linear SVM classifier is applied to the set of histograms of each
subject. Each classifier was evaluated using a 10-fold cross-validation strategy.
This process is summarized in Fig. 4.

Fig. 4. Classification setup for one subject.

4 Experiments and Results

4.1 Datasets

The first dataset was taken from [24]. The EEG of twenty-seven native Span-
ish speaking subjects was recorded from fourteen channels (AF3, AF4, F3, F4,
F7, F8, FC5, FC6, P7, P8, T7, T8, O1, O2) at 128 Hz sample rate. The data
consists of five imagined speech Spanish words (“Arriba”, “Abajo”, “Izquierda”,
“Derecha”, “Seleccionar”), which are translated in English as (“Up”, “Down”,
“Left”, “Right”, “Select”), repeated thirty three times each one, with a rest
period between repetitions. These recordings were taken in a controlled environ-
ment without sound nor visual noise. However, the acquisition protocol main
drawback is that the words were presented to the users in a sequential sequence,
to reduce bias a random selection of the words would be preferable.
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The second dataset was introduced by [20], the EEG of fifteen native Spanish
speaking subjects were obtained through six electrodes located in F3, F4, C3,
C4, P3, P4 at a 1024 Hz sample rate. The vocabulary consists of six Spanish
words (“Arriba”, “Abajo”, “Izquierda”, “Derecha”, “Adelante”, “Atrás”), which
are translated as (“Up”, “Down”, “Left”, “Right”, “Forward”, “Backward”), in
forty recording epochs. Nevertheless, only thirty-nine trials were used in this
work due to the fact that public database available, contains only this number
of epochs for subjects five and six. Also, the data were downsampled to 128 Hz
to match the first database.

4.2 Results

Previous works in imagined speech discrimination have obtained different aver-
age results for twenty seven subjects using the first database, [23] reporting an
accuracy of 60.11 ± 12.71, [24] an accuracy of 68.45 ± 15.89 and [9] an accu-
racy of 63.97 ± 13.24. The proposed method has achieved an average accuracy
of 75.90 ± 7.13. These results were obtained by 10-fold cross-validation, and the
standard deviation represents the accuracy variation among subjects.

Fig. 5. Results comparison per subject of the proposed work (blue) and [24] (orange)
(Color figure online).

The results obtained by the proposed method, besides the higher accuracy,
also showed a lower standard deviation among subjects. This is expected due to
the expensive feature extraction, which extends the vectorization and matriciza-
tion methods. Thus, the proposed method is computationally slower but more
robust in comparison with previous methods over the first database. The pro-
posed method results per subject, using a cluster number k of 250, are shown in
Table 1.

In Table 2 the results of the proposed method are compared with the database
proposed by [20]. Nevertheless, such work had only numerically reported the first
three subjects, the remaining subjects are presented graphically and followed a
similar distribution. For this database, a number of 6000 clusters k is proposed.

These results achieved a great accuracy improvement. In [20], the low accu-
racy was related to the randomization of the stimuli in the acquisition protocol
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Table 1. Proposed method accuracies in [24] database

Subject Accuracy Subject Accuracy Subject Accuracy

1 61.03 11 66.10 21 81.32

2 80.59 12 71.03 22 75.04

3 76.40 13 71.32 23 76.43

4 82.61 14 74.08 24 78.13

5 84.12 15 84.23 25 59.41

6 73.82 16 76.03 26 67.90

7 75.04 17 71.10 27 79.38

8 67.24 18 82.43 Avg 75.90 ± 7.13

9 80.00 19 75.88

10 78.20 20 82.46

Table 2. Accuracies comparison in [20] database

Subject Proposed method [20]

1 66.28 19.31

2 56.20 19.58

3 56.66 19.92

Avg 59.70 ± 5.7 19.60 ± 0.25

and to the use of basic spectral features extraction. Nevertheless, the presence
of imagined speech discriminative data in the EEG signals were not discarded.

5 Conclusions

The proposed method allowed the extraction of components which consider inner
relations among three different variables in the EEG signal, i.e., time, frequency
and space. These components were analyzed in order to successfully discriminate
multiple imagined words in two different databases.

In comparison with previous works, a higher classification accuracy rate in
both imagined speech databases was achieved. Obtained results suggest that
the PARAFAC extracted features allow the discrimination of imagined speech
in EEGs. Moreover, these results support the discrimination performance of
PARAFAC on motor imagery discrimination.

A statistical One-way ANOVA test of the proposed method and [24] showed
that there was a significant effect [F (1, 52) = 4.48, p = 0.0391]. In the same
way, the analysis of the proposed method and [20] showed a significant effect
[F (1, 4) = 147.9, p = 0.0003].
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A considerable drawback of the method is the computational cost, which may
difficult the direct implementation over a BCI system. Therefore, additional anal-
yses are required to implement a faster analysis based on tensor decomposition.
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Abstract. Current concept of Next Generation of Internet brings new tech-
nologies to the common life of people, such as Internet of Things, Cloud
Computing or Big Data. In this new context, smartphones are considered one of
the most relevant devices to produce information about the users and their
environment. The smartphones are a basic technology for applications for
mobility, health, of security. At present, several platforms have been proposed,
which consider the development of Future Internet applications, such as the case
of FIWARE, RAMI or IDS. However, no generic modules can be found to
perform the sensing of data context information from smartphones. In this paper,
we present a software library to collect context data from different sensors of
smartphones and also, it permits to send that data to the FIWARE Cloud using
standard protocols. This new library enables programmers to produce novel
applications using the concept of human-as-a-sensor using smartphones.

Keywords: NGSI library � Generic module � FIWARE � Internet of Things

1 Introduction

At present time, most of next generation Internet technologies are related to Internet of
Things (IoT) [1] concept. Furthermore, it incorporating new technologies as cloud
computing or Big Data. In this context, several platforms have been developed in order
to support IoT such as: Smart+Connected Communities [2], Amazon Web Services IoT
[3], IBM Watson IoT Platform [4], RAMI [5], IDS [6], FIWARE [7], etc. From all
these, FIWARE is one of the most well founded platform for future Internet. FIWARE
is compose by a set components, called Generic Enablers, which are components
developed for horizontal purposes that could be used to implement robust applications
in very different applications domains. In most of the cases, developing new applica-
tions with these platforms imply specialized knowledge by developers, for example
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Open Stack [8] technologies, and also different development languages, for example,
Angular [9] to define the front-end of the applications.

In FIWARE, and in most of the current future Internet platforms, one of the main
technologies for Internet of Things applications is the smartphones. These applications
use the resources of smartphones to produce data about the user context; this is the case
of applications as Waze, Google Maps, Uber, etc. However, even the relevance of
smartphones as data sources, the review of FIWARE Generic Enabler catalogue
demonstrate that there is not a generic component for mobile devices that enables the
context information management based on the standard NGSI [10]. This is a relevant
lack because the increasing of the concept of human as a sensor based on mobile
devices.

In this paper, a new generic component has been developed to capture context data
from smartphones sensors and to send this data to the FIWARE cloud based on the
NGSI standard [10]. The proposed library can be a useful tool for those applications
that take data from smartphones for security, health or mobility domains, isolating the
effort of developers to automate the sending of information of sensors to the cloud. This
component was developed in the context of the European Project SmartSDK that has
the objective of developing data models and reference architectures for smart services
based on FIWARE.

The rest of the paper is structured as follow: Sect. 2 shows the basic concepts for
this research work. Section 3 describes the NGSI library. Section 4 presents the tests
and results. Finally Sect. 5 presents conclusions and future work.

2 Background

2.1 Internet of Things Platforms

The IoT platforms can be defined as, services designed to facilitate the information
society through the interconnection of (physical and digital) things based on infor-
mation and communication technologies running in the cloud [11]. This definition
makes explicit the strong link between IoT and the cloud computing for offering
platforms that permit the deployment of software applications that manages large scale
data context information coming for things connected to internet.

Currently, the market of IoT Platforms is increasing and current trends indicated
that more that 80% of companies believe in the IoT as a relevant area to develop
business. The connectivity M2M (Machine-to-Machine) is one of the basis for the IoT
platforms, which is focused in establish the conditions that enables devices to com-
municate among them in a bidirectional manner using a telecommunications network
[12]. In this context, some IoT platforms are oriented to manage the wireless com-
munication among sensors. PAVENET [13] is a wireless sensor network testbed, which
supports the development of wireless sensor network technology. PAVENET has four
characteristics: hardware level modularization, dual-CPU architecture, hard real-time
transaction support, and network layering APIs. This features help developers to
develop not only application functions, but also wireless communication functions.
LiteOS [14] is a multithreaded software platform for wireless sensor networks
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application development. This platform offer functionalities to define hierarchical file
system and a wireless shell for user interaction. It also offer a kernel support for
dynamic loading and native execution of multithreaded applications, and an online
debugging, dynamic memory, and file system assisted communication stacks. This
platform has been developed for non-experts developers to create wireless sensors
networks.

RAMI [5] is a new Reference Architecture for Industry 4.0. RAMI is an abstract
model for the participants of Industry 4.0 compatible with communication and net-
working. RAMI has a structure compatible with other IoT approaches and a special
focus on the manufacturing industry and their specific additional needs. Furthermore,
RAMI allows step-by-step migration from current systems.

IDS Platform [6] consists of a community of more than 30 large German and
European Companies that cooperate in a pre-competitive, publicly funded innovation
project, which involves 11 Fraunhofer institutes for developing IDS reference archi-
tecture. For Industry 4.0 IDS forms a Semantic Model bridge between Shop & Office
Floor. This Data-driven Service Architecture defines governance, data services, the
functional domain and security through the following basic principles: on demand
interlinking, linked light semantics, security with industrial containers and certified
roles. FIWARE [7] is a future Internet platform that provides a rather simple yet
powerful set of APIs that ease the development of Smart Applications in multiple
vertical sectors. The specifications of these APIs are public and royalty-free. Besides,
an open source reference implementation of each of the FIWARE components is
publicly available to community.

At the present, FIWARE is an open source API platform, and it has released 42
standardized software components aimed at helping startups and enterprise build the
next generation of smart applications and services for cities, industries, e-health or
agribusiness. FIWARE provides a set of tools for different functionalities. It is an
innovation ecosystem for the creation of new applications and Internet services. It is
especially useful in terms of smart cities, as it ensures the interoperability and the
creation of standard data models.

2.2 FIWARE Ecosystem

At the present, FIWARE is an open source API platform, and it has released 42
standardized software components aimed at helping startups and enterprise build the
next generation of smart applications and services for cities, industries, e-health or
agribusiness. FIWARE provides a set of tools for different functionalities. It is an
innovation ecosystem for the creation of new applications and Internet services. It is
especially useful in terms of smart cities, as it ensures the interoperability and the
creation of standard data models.

From the beginning, FIWARE was designed as an open and standard platform,
based on open source to foster the creation of the needed standards to develop smart
services and applications in different domains [15], such as smart cities, logistics,
energy, agriculture, smart industry, etc. [7].

The standard proposed by FIWARE for context data has been designed to manage
the entire life cycle of the context information, including updates, queries, registrations
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and subscriptions. This standard communication protocol, called FIWARE-NGSI [10],
permits developers to use different kind of sensors with different protocols, and unify
all the communication of data to be stored in the FIWARE Cloud. In order to create
standard information, FIWARE promotes data models for representing context infor-
mation. The main elements of the NGSI data models are contextual entities, attributes
and metadata. In this sense, the data models of FIWARE can be share in the community
because they are in a standard format. The FIWARE approach promotes the use of
standardized data models for weather, pollution, traffic, alerts, etc.

2.3 Orion Context Broker

The Orion Context Broker is a key component of FIWARE to enable the data context
ingestion and also to enable the subscription of applications to the data context. The
main concept of the Orion Context Broker is that data context producer can generate
information and placed this in the cloud, without a previous knowledge of the users or
application that will use the data. For example, the smart mobility software application
can generate a traffic alert, which will be sent to the cloud, and later on, the rest of
application users can receive the anonymized notification of the alert in their devices. In
this context, the Orion Context Broker is a bridge that enable external applications to
manage for IoT devices in a transparent and easy manner, hidden the complexity of
managing the capture of the data [16]. The Orion Context Broker allows developers to
manage all the whole lifecycle of context information including updates, queries,
registrations and subscriptions. The Orion Context Broker allows register context
elements and manages them through updates and queries. In addition, the context
information could be subscribed in order to receive some notification when the context
element change [16].

The Context information is represented through values assigned to attributes that
characterize those entities relevant to your application. The Context Broker is able to
handle context information at large scale by implementing standard REST APIs [16].
The context information may come from many different sources for example: already
existing systems, users, through mobile apps, sensor networks, etc. Figure 1 shows the
context broker scheme, where the Context Broker can receive context data for very
different application domains.

Fig. 1. The Orion Context Broker Schema
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2.4 FIWARE NGSI API

The standard NGSI v2 of FIWARE is intended to manage the entire lifecycle of context
information, including updates, queries, registrations, and subscriptions [10].
The FIWARE NGSI (Next Generation Service Interface) API defines:

• A data model for context information, based on a simple information model using
the notion of context entities.

• A context data interface for exchanging information by means of query, subscrip-
tion, and update operations.

• A context availability interface for exchanging information on how to obtain
context information.

The main elements in the NGSI data model are context entities, attributes and
metadata, as shown in Fig. 2. The difference among these elements is that attributes
describe the entity and metadata describe attributes.

Context entities, or simply entities, are the center of gravity in the FIWARE NGSI
information model. An entity represents a thing, i.e., any physical or logical object
(e.g., a sensor, a person, a room, an issue in a ticketing system, etc.). Each entity has an
entity id. Furthermore, the type system of FIWARE NGSI enables entities to have an
entity type. Entity types are semantic types; they are intended to describe the type of
thing represented by the entity. Each entity is uniquely identified by the combination of
its id and type.

Context attributes are properties of context entities. In the NGSI data model,
attributes have an attribute name, an attribute type, an attribute value and metadata

• The attribute name describes properties that the attribute value represents in the
entity. For example, current speed.

• The attribute type represents the NGSI value type of the attribute value. Note that,
FIWARE NGSI has its own type system for attribute values, so NGSI value types
are not the same as JSON types.

The attribute value contains: the actual data, optional metadata describing prop-
erties of the attribute value like e.g. accuracy, provider, or a timestamp.

Context metadata are used in FIWARE NGSI in several places, one of them being
an optional part of the attribute value. Similar to attributes, each piece of metadata has:

Fig. 2. Elements of the NGSI data model.
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• A metadata name, describing the role of the metadata in the place where it occurs.
For example, the precision of the name of the metadata indicates the accuracy of a
given attribute value.

• A metadata type, describing the NGSI value type of the metadata value. A metadata
value containing the actual metadata.

In this research work, the NGSI protocol has been used to communicate the data
obtained of the smartphone sensors and for sending this data to the Cloud of the
FIWARE ecosystem. This enables to authorize user to use this data from cloud to
develop smart services for health, security, mobility scenarios, etc.

3 SDK Library for NGSI in JavaScript Proposal

The NGSI library for JavaScript is a software tool with the aim of transforming JSON
entities to NGSI data models, which can be manipulated or operated by the FIWARE
Orion Context Broker. The library can be used in the development of mobile appli-
cations with frameworks that use JavaScript as a language to develop of Android or
IOS native applications, such as React Native or Native Script. This library can be also
implemented in web applications through RESTFul web services, with the NodeJS
execution environment.

The NGSI library is a client of the Orion Context Broker that implements func-
tionalities for the analysis of the JSON objects to determine the match with a data
model, and also, functionalities to transform JSON objects to a NGSI v2 entities.

Currently, several libraries have been developed with a similar functionality. Our
proposal is different to other because this library is divided in two modules npm. In this
approach, the user can use the library as a unique entity, but also both modules can be
used in an independent manner. The library is fully functional and it is currently used in
the Smart Security scenario.

3.1 Architecture

The architecture of the NGSI library is composed by two modules npm: ngsi-parser and
ocb-sender. These modules can be imported in only one JavaScript project. Figure 3
shows the modules ngsi-parser and ocb-sender of the architecture of the library.

3.2 NGSI-Parser Module

The ngsi-parser module has the objective of analyzing and converting the syntax of a
non-structured JSON object or attribute to transform it in a NGSI entity context.
Additionally, this module provides the functionality to verify if the entity fulfills with
the standard specification of a FIWARE data model. The library verifies if the original
JSON structure match with the corresponding FIWARE data model. These data model
can be located in the repository dataModels of the account Github of the SmartSDK
project.
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The ngsi-parser contains three basic elements to perform the analysis of the JSON
objects: (a) The JSON Parser includes the function needed for the analysis and
transformation of a non-structured JSON object to one that fulfill with the NGSI
standard. (b) The Queries Parser is the responsible element to interpret JSON objects to
produce context queries to obtain specific data from the Orion Context Broker, and
finally; (c) the Data JSON Schema Analyzer is the responsible to determine if a JSON
object fulfill or not fulfill with a data models and also it generates the list of errors in the
match between the JSON schema and the data models.

In this research work, three main components are used in the research project
presented in this paper

• Orion Context Broker. This component is used to capture context data form the
sensors of the Smartphone and it represents the data in the protocol NGSIV2.

• FIWARE data Models. The data models used in this research work are: Alert,
Device, Device Model, Road, Road Segment OffStreetParking and Building. These
data models are used to standardize the context information capture from the
Smartphone.

• API QuantumLep. This component is used to store the data from sensors as time
series; in this way it is possible to visualize data in a long period of time.

3.3 OCB-Sender Module

The module ocb-sender has the main objective of manipulating the context information
of NGSI context entities and/or FIWARE data models in order to send this information
to one instance of the Orion Context Broker.

The ocb-sender module is composed by four elements: first three elements are used
to encapsulate the functionalities of the client of the Orion Context Broker: (a) the
Entities Functions implements the functions to manipulate the entities of the Orion
Context Broker, (b) the Queries Functions considers the functions for personalized
queries to the Orion Context Broker, (c) Subscriptions functions implement the func-
tions to manipulate the subscriptions of the Orion Context Broker, (d) the HTTP-Client
is the responsible for the connection of the Orion Context Broker. This component is
also used for the ngsi-parser to obtain JSON schemas for a repository.

Fig. 3. Architecture of the NGSI library.
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4 Tests and Results

The evaluation of the NGSI library was made through its implementation into two
smart applications: a web application, called FIWARE Driving Monitor, and a mobile
application, called DrivingApp. These applications enable the monitoring of cars in the
limits of the parking of a company.

When a car is being conducted in a wrong way, the application DrivingApp sent an
alert to the security guard of the enterprise. Also, it sends alerts of all users near of same
area where the alert was generated. Figure 4 shows the detailed architecture of the
application where the library was implemented.

Fig. 4. Detailed architecture of current NGSI library
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The architecture of the application uses several components of the FIWARE
platform, such as IDM, the Orion Context Broker, Grafana, and Quantum Leap. These
components allow us to manage the data context and the store of the information in
historic database.

Fig. 5. Screen of the application to delimite areas.

Fig. 6. Module for generating alerts from mobile devices
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The NGSI library was implemented in the web services developed using node.js.
These services are used by the web application and the mobile application. The Driving
Monitor application, can delimit several zones of the enter-prise, such as parking slots,
street segments. In the defined zones, the application monitor the mobile devices in the
area and receive the notifications of alerts generated by the users of the application.

Figure 5 shows a screen of the application, which delimits the areas of the enter-
prise for detecting alerts of users of cars driving in a wrong way in the selected area.

The DrivingApp application integrates the following functionalities: to generate
alerts by users driving in a wrong way, and to query the users of the application that are
inside the limits of the enterprise. Figure 6 shows a view of the mobile application to
generate alerts in the mobile device of the user.

5 Conclusions and Future Work

This paper presents a NGSI library for capturing context data from smartphones sen-
sors and to send this data to the FIWARE cloud based on the NGSI standard. The
developed library is a useful tool for those applications that take data from smartphones
for security, health, mobility domains, etc., isolating the effort of developers to auto-
mate the sending of information of sensors to the cloud, which is a common tasks in the
mobile applications.

The NGSI library proposal follows the same open approach of FIWARE. Thus, this
is available in the FIWARE ecosystem as a specific generic enabler. In this context, any
developer can use the library, in order to create applications that take data form
smartphones.

The NGSI library is currently being successfully used in security and smart cities
for obtaining data and alerts form users. The future work of this work is the devel-
opment of more specific domain applications using the proposed NGSI library.
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Josué Gómez(B), Chidentree Treesatayapun, and América Morales
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Abstract. A Free Model Task Space Controller (FMTSC) is presented
in this paper for an omnidirectional mobile manipulator. However, it
is well known the difficulty to know the precsise details of the robotic
system and commonly limited for the accuracy of the kinematic and
dynamic model, the model based methods are not sufficient, so far.
Therefore the use of available information like joints velocities and robot
tip velocity allow to estimate the robot Jacobian matrix information,
without any requirement of mathematical model. An adaptive Kalman
filter is computed to estimate Jacobian to deal with the adaptive robot
control in the task space. The control law is developed with the Jaco-
bian estimate for Strong Tracking Kalman Filter (STKF) algortihm. The
control algorithm is intended for nonlinear discrete-time system (robot)
which provides adpative control gain for taks space controller, designed
by Fuzzy Rules Emulated Network Adaptive Gain (FRENAG). The per-
formance of the controller is validated with Kuka youBot mobile manip-
ulator plataform experiments.

Keywords: Free model · Robot manipulator · Jacobian estimate
adaptive Kalman filter · Task space control · Adaptive gain

1 Introduction

Conventionally, there are two frameworks proposed to perform robot manipula-
tors, including model based methods and model free ones. On the other hand,
limited for the accuracy of the kinematic and dynamic model, the model based
methods are not sufficient, so far. Furthermore, robotic manipulators are nonlin-
ear systems with unknown and changeable parameters, therefore mathematical
models of such systems are complex, and quite often exclude some physical
phenomena, such as manipulators tip vibration or deformation, as was exposed
by Piotr [6]. The aim of this work is to implement a Free Model Task Space
Controller (FMTSC) for n degree of freedom (dof) robot manipulator, with a
Jacobian estimate based on Strong Tracking Kalman Filter (STKF) to accom-
plish an object desired position, see [7,8]. Adaptive gain controller is provided by
c© Springer Nature Switzerland AG 2018
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a neuro-fuzzy network based on Fuzzy Rules Emulated Network (FREN) scheme
to minimize the error. The Strong Tracking Kalman Filter (STKF) only requires
to be fed with joints velocities and robot tip velocity to make the computation
of the Jacobian information. Thus, to obtain the velocity of the robot tip is used
a Motion Capture System (MOCAPS) in order to send a signal aproximation
of the velocity to the adaptive Kalaman filter. The advantages of the proposed
control scheme compared with model frameworks is that the controller can be
proved without any prior knowledge of the robot model and the parameters are
tuned online, so that the Free Model Task Space controller (FMTSC) with Fuzzy
Rules Emulated Network Adaptive Gain (FRENAG) ensure the robustness of
the control scheme. The Jacobian estimate and controller were validated with
an experimental setup. In Sect. 2 is presented the Jacobian estimation method-
ology. Section 3 provides the control design. In Sect. 4 experimental results are
depicted. Finally, Sect. 5 closes with some conclusions.

2 Robotic Jacobian Estimator

During this section is presented the development discrete-time Jacobian matrix
for a robot and the estimation of the Jacobian matrix with an adaptive Kalman
filter.

2.1 Discrete-Time Jacobian Matrix

The true state of a system is evolved from the state, the system is given by

x = fx(q1, . . . , qn)
y = fy(q1, . . . , qn) (1)
z = fz(q1, . . . , qn)

where [x, y, z] denotes the robot’s end effector in 3-D coordinate, fx, fy and fz

are geometric functions of joints position q1, . . . , qn. The Eq. (1) represents the
end effector position in the task space of the robot, in terms of the joint position
qn. The movement of robot manipulator can be considered as a mapping of
geometric Jacobian Jg(q), commonly from the joint velocity q̇(k) to the end
effector pose χ(q)

χ(q) =
[
p(q)
o(q)

]
(2)

where p(q) is the position and o(q) is the orientation of the end effector. In this
work is just considered the position of the end effector for the Eq. (2) and can
be rewritten as follows

χ(q) =
[
p(q)

]
(3)

the time derivative of end effector position reveals the velocity relationship and
Jg(q) = JA(q)

χ̇ = JA(q)q̇ (4)
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in a practical control system, is usually simplified by the first order approxima-
tion within a single control interval as

Δχ = JA(q)Δq (5)

The Eq. (5) can be expressed within discrete time domain

χ(k + 1) − χ(k)
Ts

= JA(q)
[
q(k) − q(k − 1)

Ts

]
(6)

where Δq = ω(k) is the velocity of the joints, k is the time index and Ts is the
sampling time, the Eq. (6) can be written as:

Δχ = [Ts · JA(q(k))] ω(k) (7)

the state vector of x(k + 1), y(k + 1) and z(k + 1) are formed by the entries of
the robot Jacobian matrix JA(q(k))

[Ts · JA(q(k))] =

⎡
⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

∂fx

∂q1
. . . . . .

∂fx

∂qn

∂fy

∂q1
. . . . . .

∂fy

∂qn

∂fz

∂q1
. . . . . .

∂fz

∂qn

⎤
⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

· Ts (8)

and reorganizing the Jacobian matrix in Eq. (8) as a vector Jv(q(k))

Jv(q(k)) =
[
∂fx

∂q1
. . .

∂fx

∂qn
,
∂fy

∂q1
. . .

∂y

∂qn
,
∂fz

∂q1
. . .

∂fz

∂qn

]T

· Ts (9)

The a measurement matrix H(k) in the Eq. (10) is a block diagonal matrix
defined as

H(k) =

⎡
⎢⎣

[
ω1(k) . . . ωn(k)

]
0

. . .
0

[
ω1(k) . . . ωn(k)

]

⎤
⎥⎦ (10)

ωn(k) are defined as a velocity of the joints, therfore H(k) is a matrix which
contains the robot control signals. For n dof simplifying operations for Δx(k+1),
Δy(k + 1) and z(k + 1) as,

Δx(k + 1) =
n∑

i=1

ωi(k) · ∂fx(k)
qi(k)

Δy(k + 1) =
n∑

i=1

ωi(k) · ∂fy(k)
qi(k)

(11)

Δz(k + 1) =
n∑

i=1

ωi(k) · ∂fz(k)
qi(k)
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2.2 Kalman Filter for Jacobian Estimation

In this section is presented an adaptive Kalman filter, also known as STKF,
based on the implementation of Li [2,5]. Then a Kalman filter is used to observe
the states of the system continuously. A reasonable estimation of the Jacobian
at every control interval can be obtained by the following recursive formulation

K(k) = P (k)HT (k)
[
H(k)P (k)HT (k)

]−1

P (k + 1) = [I − K(k)H(k)] P (k) (12)

Ĵ(k + 1) = Ĵ(k) + K(k)
[
Δχ

Ts
− H(k)Ĵ(k)

]

where Ĵ(k) is the predicted Jacobian estimate, P (k) is the predicted error covari-
ance, K(k) is the optimal Kalman gain, P (k+1) is the updated error covariance
and Ĵ(k + 1) is the updated state estimate. Note that, conventional Kalman
filter heavily depends on the exact knowledge of the process and measurement
models, or by the case of the robot Δχ

Ts represents the approximation of end
effector time derivative. Besides it is important to point out, That the STKF
only requires the known values ω(k) and Δχ

Ts from de robot. The fading factor λk

can be derived from the innovation sequence vk = Δχ
Ts − H(k)Ĵ(k). For STKF is

needed to compute the fading factor λk and the updated covariance matrix Qk

is including in the updated error covariance matrix P (k +1). This is depicted in
(13)

P (k + 1) = [I − K(k)H(k)P (k)] λk + Qk (13)

the value of λk is restricted for the value of Ck as is expressed in the Eq. (14)

λk =

{
Ck, when Ck ≥ 1
1, when Ck < 1

(14)

the value of Ck is in terms of the trace value of matrices Mk and Nk

Ck =
tr [Nk]
tr [Mk]

(15)

Mk and Nk can be computed as (16)

Nk = Vk − H(k)QkH(k)T

Mk = H(k)P (k)H(k)T (16)

the matrix Vk is

Vk =

{
v0v

T
0 k = 0

0.95Vk−1+vkvT
k

1.95 k ≥ 1
(17)

the updated covariance matrix Qk is

Qk = K(k)Ĉ(k)K(k) (18)
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and the estimated covariance of innovation matrix is presented as follow

Ĉ(k) =
1
N

k∑
n=k−N+1

vnvT
n (19)

3 Controller Design

3.1 FREN Structure

The architecture of a conventional FREN is illustrated in Fig. 1. Here is given a
brief description of FREN’s architecture, for a detailed version see [9].

Fig. 1. Artificial Neural Network architecture.

FREN is composed by four layers: Layer 1 : The error measurement e(k) is the
input of this layer which is sent to each node in the next layer directly. Thus, there
is no computation in this layer. Layer 2 : This is called input membership function
layer. Each node in this layer contains a membership function corresponding to
one linguistic variable (e.g. negative, positive, zero, etc.). The output at the ith
node of this layer is calculated by

f(k) = μi(e(k)), (20)

where μi denotes the membership function at the ith node (i = 1, 2, ..., N). See
Fig. 4(a) and (b). Layer 3 : This layer may be considered as a defuzzification step.
It is called the linear consequence (LC) layer, where the initial parameters βi

are intuitively selected and for the case of this work, the values of βi parameters
will remain constant. Layer 4 : This is the output of the artificial neural network
and is calculated as:

o(k) =
N∑

i=1

βi · μi(e(k)) (21)
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where N represents the number of linguistic variables. The artificial neural net-
work for the FREN adaptive gain controller is shown in the Fig. 1, its complete
structure is fixed as ANN with four hidden layers, and e(k) its input. For the
fourth hidden layer which is the adaptive neural netowrk, the inputs is the output
of FREN Oe(k). Finally, the control signal is estimated as

K(k) = KeOe(k) (22)

where the parameters Ke remainds constant and the K(k) is the time-varying
control gain of FREN controller for e(k), respectively [4,10].

3.2 Proposed Controller

Figure 2 depicts the block diagram for the controller, where χd(k) is the desired
position of the tip robot and χ(k) is the current position in the task space. The
proposed controller is a adaptive gain controller and the output signal ω(k) is
introduced in the Jacobian estimate algorithm based on Kalman filter. Where
the error is defined by the Eq. (23)

e(k) = χ(k) − χd(k) (23)

and K(k) is a diagonal matrix that contains the adaptive gians Kx(k),Ky(k) and
Kz(k) coming from the output of architecture ANN in Fig. (1), which update
the control gain of x, y and z axes for task space control.

ν(k) = −K(k)e(k) (24)

the analytic Jacobian pseudoinverse Ĵ+
A (q) is

Ĵ+
A (q) = ĴT

A (q)(ĴA(q)ĴT
A (q))−1 (25)

where Ĵ+
A (q) is build with estimation information of the STKF and now it is pos-

sible to calculate the signal of the controller when it is introduced the Eqs. (24)
and (25)

ω(k) = Ĵ+
A (q)ν(k) (26)

and the updated control signal is

ω(k + 1) = q(k) + ω(k) · Ts (27)

The signal in the Eq. (27) allows end effector update to reach the desired position.

4 Experimental Results

4.1 Control Parameters Design

Our research is based on the Kuka youBot mobile manipulator, which has 3
dof for omnidirectional mobile plataform and 5 dof for manipulator arm, [1]. As
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Fig. 2. Control block diagram for adaptive gain using FREN to tune it.

shown throughout Sect. 3, the FRENAG controller needs only updated the gain
diagonal matrix K(k) in order to minimize the error, see [3]. The advantage of
this control algorithm is that it allows us to reduce the number of adaptation
parameters, in comparison with a simple FREN whose number of adaptive con-
trol parameters are proportional to the number of membership functions. The
objective of this experiment is to verify the performance of the proposed free
model robot manipulator. To tune the FRENAG controller for Kx(k), Ky(k)
and Kz(k) were used the parameter values in Table 1. The values for βi are
tuned intuitively by the experience and remain constant.

Table 1. Value of adaptive FREN gains parameters for Kx(k), Ky(k) and Kz(k).

Name Parameters Value for Kx(k)
and Ky(k)

Value for Kz(k)

Positive large βPL 1.5 1.1

Positive small βNL 0.7 0.8

Zero βZE 0.5 0.7

Negative small βNS 0.7 0.6

Negative large βNL 1.5 0.5

The five membership functions used in FRENAG for Kx(k) and Ky(k) are
shown in Fig. 3(a), and the five membership functions used for Kz(k) are shown
in Fig. 3(b).

4.2 Experimental Set up

By this work the main objective is to test the performance of FMTSC of the
robot reaching object position using the estimation of Jacobian by STKF. The
proposed FRENAG controller structure guarantees the prescribed performance
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Fig. 3. Membership function design.

of end effector position error using a estimation of Jacobian. To know the current
χ(k) that refers the robot’s end effector in 3-D coordinate was used Motion
Capture System (MOCAPS) which allows to locate in the space rigid bodies as:
the robot and objects.

Fig. 4. Free model robot manipulator control using Jacobian estimation.

As is mentioned in Eq. (12) the STKF to estimate the Jacobian needs the
velocity of the end effector Δχ

Ts . Based on the current position signal χ(k) coming
from the MOCAPS is possible to estimate the velocity of the end effector: Δχ

Ts =
χ(k+1)−χ(k)

Ts . The whole experimental set up can be appreciated in Fig. 4. The
home position of the end effector is [0.1430, 0, 0.6480] and the desired position
χd(k) is the object, the constant gain Ke = 0.5 was intuitively selected according
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with the experiments experience and moreover for the initilization of the STKF
P̂ (0) = random values and Ĵ(0) = random values for the formulas in Eq. (12).

4.3 Results

In this section is presented the results of the experiments with Kuka youBot.
The first results presented are for regulation control, that means the end effector

Fig. 5. Results of the first experiment for FMTSC using STKF and FRENGA, robot
reaching object.
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Fig. 6. Results of the second experiment for FMTSC using STKF and FRENGA,
during change object position.

robot reaches an object. The Fig. 5(a) depicts the result of the end effector reach-
ing the object position, while the object remains static. During this experiments
one can see the satisfactory response for the task space position control and
the convergence of the control error e(k) as is shown in Fig. 5(b). The Fig. 5(c)
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shows the performance of joint velocities ωn(k) (or control signals) which lead
to zero after a while. The behaivor of the Jacobian estimate as vector Ĵ it is
assumed acceptable and working in agreement with the control and it is por-
trait in Fig. 5(d). Consequently, the STKF complies an acceptable estimation
to control the robot. The Fig. 5(e) demonstrates the performance of FRENAG
controller and it is easy to see that Kx(k) and Ky(k) demand high gains values
than Kz(k), this is directly related with the need of the mobile plataform of the
robot to reach the object.

The second results presented are during change object position. By this
experiment after the robot reaches the desired position, the object was moved
twice to test the performance of the FMTSC. It is found that the controller is
able to drive the Kuka youBot to follow the object and obtain satisfied results.
The Figs. 6(a) and (b) show the position of the end effector and control error
during change object position, it is easy to appreciate the change when the object
is moved. The Fig. 6(c) depicts the joints velocites as a control signals ωn(k), it
is possible to see during the desired position changes ωn(k) presents overpeaks
until after a while converge to zero. In Fig. 6(d) can be seen the performance of
the estmated Jacobian Ĵ for object tracking where it is appreciated the variation
due to the changes in the desired position (object), however, the adaptation of
the STKF work in smooth way to avoid that the Jacobian changes dramatically.
The Fig. 6(e) depicts the performance of FRENAG controller for change object
position and it is easy to see the variation in Kx(k), Ky(k) and Kz(k) during
the changes in the desired position where the gains adapt according with the
controller demand.

5 Conclusion

In this work a free model for task space controller of 8 dof omnidirectional
mobile manipulator has been proposed. The controller can work without any
prior knowledge of the robot model, by means of STKF and FRENAG the
parameters of the control scheme are tuned online. Jacobian estimate is com-
puted with avilable information of robot manipulator, the STKF only requires
the control signals and measurament output of the robot to calculate a sat-
isfactory performance of the proposed analytical Jacobian vector. The results
demonstrate that STKF performs the estimation of Jacobian just tuning the
covariance matrix and fading factor. The STKF has a good accuracy and con-
vergence due to an adaptive covariance matrix can capture the instantaneous
change of the Jacobian and further improve the tracking of STKF. The FRE-
NAG controller requires the updating of only control gain parameters in the
diagonal matrix K(k) and this can be demonstrated the FRENAG controller
design and the experimental system validates the performance of proposed algo-
rithm with the convergence of the parameters. As the robot is using a Jacobian
estimamte by the second experiment during change object position, the control
of the robot does not respond as fast as is expected. For future work is planning
to analyze the stability of the FMTSC.
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Abstract. The problem of equilibrium is critical for planning, control,
and analysis of legged robot. Control algorithms for legged robots use
the equilibrium criteria to avoid falls. The computational efficiency of
the equilibrium tests is critical. To comply with this it is necessary to
calculate the horizontal momentum rotation for every moment. For arbi-
trary contact geometries, more complex and computationally-expensive
techniques are required. On the other hand designing equilibrium con-
trollers for legged robots is a challenging problem. Nonlinear or more
complex control systems have to be designed, complicating the compu-
tational cost and demanding robust actuators. In this paper, we propose
a force-balanced mechanism as a building element for the synthesis of
legged robots that can be easily balance controlled. The mechanism has
two degrees of freedom, in opposition to the more traditional one degree
of freedom linkages generally used as legs in robotics. This facilitates the
efficient use of the “projection of the center of mass” criterion with the
aid of a counter rotating inertia, reducing the number of calculations
required by the control algorithm. Different experiments to balance the
mechanism and to track unstable set-point positions have been done.
Proportional error controllers with different strategies as well as learning
approaches, based on an artificial intelligence method namely artificial
hydrocarbon networks, have been used. Dynamic simulations results are
reported. Videos of experiments will be available at: https://sites.google.
com/up.edu.mx/smart-robotic-legs/.

Keywords: Mechanical design · Legged robots · Equilibrium
Control systems · Artificial hydrocarbon networks
Reinforcement learning

1 Introduction

The problem of equilibrium is critical for planning, control, and analysis of legged
robots [1]. Control algorithms for legged robots use the equilibrium criteria to
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avoid falls [2,3]. Regardless of the application, the computational efficiency of
the equilibrium tests is critical, as computation time is often the bottleneck of
control algorithms. To achieve static equilibrium, i.e. a dynamic wrench equal
to zero, the total wrench of gravity and contact forces must therefore be equal
to zero. This means that the center of mass (CoM) of the mechanism projects
vertically inside the convex hull of the contact points when these points are
located in the same horizontal plane. To comply with the previous condition,
it is necessary to calculate the horizontal momentum rotation with respect to
the CoM whose location, in general, has also to be calculated for every moment.
Although for arbitrary contact geometries, more complex and computationally-
expensive techniques are required to check equilibrium, some requiring to do it
100–1000 times per second [4].

Designing equilibrium controllers for legged robots is a challenging prob-
lem [5]. Inverted pendulums, ballbots, hoppers and cart-pole systems have been
revised in literature [5–7]. It has been shown that nonlinear or more complex
control systems have to be designed to balance those, which it also complicates
the computational cost and demands robust actuators [7,8].

In this paper, we propose a force-balanced mechanism as a building element
for the synthesis of legged robots that can be easily balance controlled. The
mechanism has two degrees of freedom (DOFs), in opposition to the more tradi-
tional one DOF linkages generally used as legs in robotics [9]. As the mechanical
system is balanced, the CoM of the whole system is located in an specific loca-
tion within the mechanism. This facilitates the efficient use of the “projection
of the center of mass” criterion with the aid of a counter rotating inertia, and
reduces the number of calculations required by the control algorithm to check
equilibrium and correct the CoM position. We conducted different experiments
to balance the mechanism and to track unstable set-point positions. To do so,
we implemented proportional error controllers with different strategies as well as
learning approaches, based on an artificial intelligence method namely artificial
hydrocarbon networks.

The rest of the paper is organized as follows. Section 2 introduces the design
of the one-leg mechanism. Section 3 describes the control and learning strategies,
based on artificial hydrocarbon networks, to balance the mechanism. Section 4
reports experimental results. Lastly, conclusions and future work are discussed.

2 Description of the One-Leg Mechanism

The proposed mechanism is presented in Fig. 1. It is a close-loop mechanism
formed by two inverted double-pendula balanced by force [10]. The right side
pendulum is formed by bars OA and CF, while the left one is formed by bars
OB and DG. Both double pendula have a counterweight (green disc) at points
F and G, respectively.

This configuration of the mechanism makes its CoM located exactly at point
E. Thus, it is very easy to check the equilibrium condition: in this case to main-
tain the CoM of the system in a vertical position.
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Fig. 1. Proposed one-leg mechanism. (Color figure online)

The mechanism has two DOFs. One DOF is driven by a motor associated
to the angle θ1, which allows to stretch and shrink the leg. The other DOF is
driven by a wrench generated by the contact force present at point O and the
weight at E, compensated by a torque introduced by a driving motor associated
to the angle θ2, moving a counter inertia defined by the bar EH and a mass.

In this way, the CoM of the whole leg system can be positioned in such a
way that the static equilibrium is reached in a tilted pose, where the angle θ3 is
different from 90◦.

2.1 Dynamic Model

The dynamic equations of motion of the mechanism have been obtained following
a multibody approach. In this case the multibody system is constructed by a
group of rigid bodies, which depend on the kinematic constraints and on the
applied forces.

If the proposed planar mechanism is made up of b moving rigid bodies, the
number of Cartesian generalized coordinates is n = 3×b. Thus the vector of gen-
eralized coordinates for the system can be written as (1) where qb = [xb, yb, φb]T

for all b = 1, . . . , 5.
q = [q1,q2,q3,q4,q5]T (1)

On the other hand, a revolute kinematic pair introduces a pair of constraints
between bodies i and j that in general can be described by (2); where ri is the
position vector of the CoM of body i, Ai is its rotation matrix and s′

i is local
coordinates vector that positions the kinematic pair with respect to its local
reference frame. The same applies for body j.

Φ = (ri + Ais′
i) − (rj + Ajs′

j) (2)



Design and Equilibrium Control of a Force-Balanced One-Leg Mechanism 279

So in this case, the complete set of m kinematic constraints, m = 12, depen-
dent on the n = 15 generalized Cartesian coordinates at time t, can be expressed
as (3).

Φ(q, t) = 0 (3)

The first derivative of Eq. (3) with respect to time is used to obtain the
velocities Eq. (4), while the second derivative of Eq. (3) with respect to time
yields the accelerations equations as (5); where Φq is the Jacobian matrix, ν
and γ are the velocities and accelerations respectively, associated with the terms
dependent on time solely.

Φqq̇ = ν (4)

Φqq̈ = γ (5)

The equations of motion for the constrained multibody system are obtained
applying the virtual power principle [11], and can be expressed by (6).

Mq̈ + ΦT
q λ = g (6)

For dynamics analysis, the kinematic constraint equations determine the alge-
braic configuration, while the dynamical behavior can be defined by the second
order differential equations. Therefore, Eqs. (5) and (6) are arranged to form of
differential-algebraic equations (DAEs) as (7):

[
M ΦT

q

Φq 0

] [
q̈
λ

]
=

[
g
γ

]
(7)

having to solve the positions problem (3) and the velocities problem (4) every
specified number of time steps to reduce the accumulation error in numerical
simulations to obtain an accurate solution.

3 Control of and Learning the Balancing Task

At first glance, the designing process of the balancing control system for the
one-leg mechanism might be seen as a challenging task [5]. Nevertheless, the
force-balanced mechanical design provides a simple way to take it over. Thus,
in this section, we propose two approaches to solve the balancing problem in
the mechanism: (i) designing a controller, and (ii) learning control actions from
scratch. We introduce not only these strategies, but also we describe artificial
hydrocarbon networks that suit the balancing task under disturbances.

3.1 Artificial Hydrocarbon Networks

Artificial hydrocarbon networks (AHN) algorithm is a supervised learning
method proposed by Ponce and Ponce [16]. It is inspired in the inner mech-
anisms and interactions of chemical hydrocarbon compounds. It aims to model
data in packages of information, called molecules, that interact among them to



280 H. Ponce and M. Acevedo

capture the nonlinearities of data correlation. From this interaction, an artifi-
cial hydrocarbon compound is built and it can be seen as a net of molecules. If
required, more than one artificial hydrocarbon compounds can be added up to
finally obtain a mixture.

A molecule is the basic unit of information. It performs an output response
ϕ(x) due to an input x ∈ R

k, as expressed in (8) where vC ∈ R represents a
carbon value, hi,r ∈ C are the hydrogen values attached to this carbon atom,
and d represents the number of hydrogen atoms in the molecule.

ϕ(x) = vC

k∑
r=1

d≤4∏
i=1

(xr − hi,r) (8)

Unsaturated molecules, d < 4, can be joined together with other molecules
forming chains called compounds. In this work, compounds are made of n
molecules: (n − 2) CH2 molecules and two CH3 molecules, such that the hydro-
carbon compound shapes like CH3 −CH2 −· · ·−CH2 −CH3 [17]. CHd-symbol
represents a molecule with d hydrogens. A piecewise function ψ denoted as (9)
is associated to the compound; where, Lt = {Lt,1, . . . , Lt,k} for all t = 0, . . . , n
are bounds where molecules can act over the input space. Different compounds
can be selected and added up to form complex structures called mixtures.

ψ(x) =

⎧⎪⎨
⎪⎩

ϕ1(x) L0,r ≤ xr < L1,r

· · · · · ·
ϕn(x) Ln−1,r ≤ xr ≤ Ln,r

(9)

For training purposes, the least squares error (LSE) is used for obtaining
carbon and hydrogen values, while bounds are computed using a gradient descent
method with learning rate 0 < η < 1 based on the energy of adjacent molecules
[17]. To this end, AHN is trained using the so-called AHN-algorithm. Details
can be found in [16–19].

3.2 Artificial Organic Controller

We propose to use an artificial organic controller (AOC) to tackle the balancing
problem in the one-leg mechanism, since AOC has been proved to be very effec-
tive in uncertain domains [13,20,21]. AOC is an intelligent control system that
performs the control law using an ensemble method namely fuzzy-molecular
inference (FMI) system [20], as shown in Fig. 2. FMI consists on three steps:
fuzzification, fuzzy inference engine, and defuzzification via AHN.

Fuzzification and fuzzy inference engine steps are similar to fuzzy logic. An
input x is mapped to a set of fuzzy sets, using membership functions. Then, an
inference operation, represented as a fuzzy rule, is applied to obtain a conse-
quence value yp. Considering, the pth fuzzy rule Rp denoted as (10), inference
calculates yp in terms of an artificial hydrocarbon compound with n molecules,
Mj , each one with behavior ϕj(x) for all j = 1, . . . , n. The membership value
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fuzzification defuzzificationfuzzy
inference engine

inputs outputs

fuzzy
rules

if __,
then __

µF Mj

Fig. 2. Block diagram of the fuzzy-molecular inference system.

of yp is calculated using the min function, expressed as μΔ(x1, . . . , xk), over the
fuzzy inputs.

Rp : if x1 ∈ A1 ∧ · · · ∧ xk ∈ Ak,

then yp = ϕj(μΔ(x1, . . . , xk))
(10)

Lastly, the defuzzification step computes the crisp output value y, using the
center of gravity approach [20], as expressed in (11).

y =

∑
p μΔ(x1, . . . , xk) · yp∑

p μΔ(x1, . . . , xk)
(11)

Thus, two inputs (i.e. DOFs) are expected for the one-leg mechanism, let’s
say: τ1 and τ2. In order to design a controller for the balancing task in this
system, we decided to decoupled the two inputs such that τ1 will regulate the
distance R between point E and the origin O, and τ2 will regulate the angle θ3
(see Fig. 1).

As shown later, the balancing problem of this decoupled system can be solved
using a proportional (P) controller for each degree of freedom. Thus, we design
a P-based artificial organic controller (P-AOC) for each variable R and θ3. First,
the error signal e(t) is considered as input to the AOC, with three fuzzy parti-
tions: “negative” (N), “zero” (Z) and “positive” (P). Figure 3 shows the input
membership functions used for the both controlled variables.
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e
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Fig. 3. Membership functions of the input error signal e(t) used for both distance and
angle.

In addition, the set of fuzzy rules for P-AOC are summarized in Table 1.
Lastly, an artificial hydrocarbon compound of three molecules is proposed for



282 H. Ponce and M. Acevedo

the defuzzification step. These molecules represent a molecular partition of the
output signal of the control law u(t), considering: “negative” (MN ), “zero” (MZ)
and “positive” (MP ). Figure 4 shows the two output hydrocarbon compounds,
one for each controlled variable.

Table 1. Fuzzy rules in the P-AOC.

Error signal: e(t) Control signal: u(t)

N MN

Z MZ

P MP

6.0 C

-2.0

-2.0

C

-0.4

0.4

C

-2.0

-2.0

6.0

-10

MN MZ MP
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MN MZ MP

-0.4 0.4 1.0

Fig. 4. Artificial hydrocarbon compound for calculating the output signal u(t): (left)
for the distance value R, and (right) for the angle θ3.

3.3 AHN-Based Reinforcement Learning

As an alternative, we also propose a learning approach to tackle the balancing
task using reinforcement learning (RL). The aim of RL is to produce/learn a
policy π (i.e. a sequence of actions) that is performed by an agent or robot to
reach a goal. In machine learning, RL in continuous states and actions has been
studied in limited occasions [14]. But for robotics, it is required for learning
complex tasks [12], especially when control expertise is limited or the system is
not known completely. Thus, we introduce the usage of AHN as a continuous
RL method to find a strategy for balancing the one-leg mechanism from scratch,
and presented in Algorithm1.

In this work, we consider the dynamics function model f̂ω of a continuous
system as (12) where st ∈ R

D represents the state and at ∈ R
F the action

applied in time t.
ŝt+1 = st + f̂ω(st,at) (12)

The dynamics function f̂ω is proposed to be parameterized with AHN, where
the parameter vector ω represents the hydrogen, carbon and bounds values over
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the hydrocarbon compound (i.e. {h, vC , L} for all molecules). Then, ŝt+1 repre-
sents the predicted next state that occurs after the predicted change in state st

over the time step Δt.
For training the AHN, we use tuples (st−1,at−1) ∈ R

D+F as training inputs
and differences Δst = st − st−1 ∈ R

D as training outputs, collected in a dataset
D. Thus, we train the dynamics function model f̂ω by minimizing the error (13)
using the gradient descent method.

E(ω) =
1
2

∑
(st−1,at−1,st)∈D

‖Δst − f̂ω(st−1,at−1)‖2 (13)

Once the dynamics model is learned, we apply a policy search method using
the learned model f̂ω. For simplicity, we use the random-sampling shooting
method described in [22] and employed in [14]. This policy evaluation consid-
ers that at each time step t, it generates K candidate action sequences of H
actions each. Then, the learned dynamics model is applied to predict the result-
ing future states from running each action sequence and evaluating it in a prior
cost function c(st,at) that encodes the task. The optimal action sequence is then
selected, but only the first action at is executed. Then, a replan at the next step
is done, as suggested in the model predictive control (MPC) [14]. Lastly, the
tuples (st−1,at−1) and Δst resulting from this policy evaluation are collected in
Df̂ and added to the current training dataset D in order to update the learned
model with this new information. Lastly, the proposed method iterates over the
dynamics model training, policy search and collection of new training data, until
the task is learned.

Algorithm 1. Proposed AHN-based RL method.

Apply random control signals and collect initial training dataset D.
repeat

Learn the dynamics model f̂ω using D.
π ← Policy search using f̂ω and MPC.
Df̂ ← Collect new data (st−1,at−1) and Δst from π.
Add new data to the training dataset: D ← D ∪ Df̂ .

until task learned

4 Experimental Results

We simulated the one-leg mechanism (Fig. 1). The distances OA = OB = CF =
DG = 30 cm, OC = CA = 15 cm, OD = DB = 15 cm, CE = EF = 15 cm,
DE = EG = 15 cm, and EH = 12 cm. The physical parameters of the bodies
are presented in Table 2.

Then, we applied the two AHN-based approaches for tackling the balancing
problem. To compare the performance of the AHN-based strategies, we devel-
oped a conventional P-controller like (14) with KP = diag{−10, 2}, and a fuzzy
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Table 2. Physical parameters of the mechanism bodies

Body Mass (kg) Moment of Inertia (kg · m2)

OA 0.0915 0.0007621

OB 0.0915 0.0007621

CF 0.0915 0.0007621

DG 0.0915 0.0007621

Disc at F 0.0915 0.000097

Disc at G 0.0915 0.000097

Counter inertia EH 0.271 0.0000736

P-controller using input membership functions of Fig. 3, fuzzy rules of Table 1
and output membership functions of Fig. 5.

u(t) = KP e(t) + u(t − 1) (14)

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

u1(t)

0

0.5

1

m
em

be
rs

hi
p 

va
lu

e

ZN P

-2 -1.5 -1 -0.5 0 0.5 1 1.5 2

u2(t)

0

0.5

1

m
em

be
rs

hi
p 

va
lu

e

N Z P

Fig. 5. Membership functions of the output control signal u(t): (top) for the distance
value R, and (bottom) for the angle θ3.

We employ four common performance indices for the analysis [15]: the inte-
gral of squared error (15), the integral of absolute error (16), the integral of time
multiply squared error (17), and the integral of time multiply absolute error
(18); where, e is the error signal at time t.

ISE =
∫ ∞

0

e2(t)dt (15)

IAE =
∫ ∞

0

|e(t)|dt (16)

ITSE =
∫ ∞

0

te2(t)dt (17)
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ITAE =
∫ ∞

0

t|e(t)|dt (18)

4.1 Set-Point Tracking Control

The first experiment consisted on tracking a set-point using the simulated mech-
anism. This experiment aims to determine the performance of the P-AOC con-
troller assuming that the design is not influenced by noise. The experiment
was run over 10 s with 0.05 s of time step, and the reference was moved sev-
eral times during the running. Figure 6 shows a comparison between P-AOC,
conventional-P and fuzzy-P controllers. As notice, the simplest conventional-P
controller performed well when tracking the set-point, and the other controllers
also accomplished the task as expected. In addition, P-AOC reaches the settling
time 80% more quickly than conventional-P. Quantitatively, Table 3 summarizes
the performance of the output response of the controllers. In all cases, perfor-
mances indices show that P-AOC has the best performance for this particular
set-point tracking.
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Fig. 6. Comparative output response for the set-point tracking controllers.

4.2 Set-Point Tracking Control with Disturbances

The same experiment was conducted again, but this time the mechanism was
subjected to random disturbances of horizontal forces in the range [−10, 10] N
over all simulation time. This experiment aims to determine the performance
of the P-AOC under disturbances. Figure 7 depicts a comparison between the
output responses of the controllers and Table 3 shows the resultant performance
indices. Instead all the controllers deal with uncertain scenarios, fuzzy-P and
P-AOC are the best. To this end, it is shown that P-AOC obtained the best
performance in the experiment.
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Table 3. Summary of performance of the controllers.

Controller type Distance R Angle θ

ISE IAE ITSE ITAE ISE IAE ITSE ITAE

Set-point tracking control

Conventional-P 0.0041 0.1119 0.0130 0.3728 0.1193 0.5846 0.4227 2.1505

Fuzzy-P 0.0009 0.0278 0.0032 0.0900 0.0678 0.2828 0.2248 0.9598

P-AOC 0.0008 0.0182 0.0025 0.0536 0.0306 0.1322 0.1060 0.4395

set-point tracking control with disturbances

Conventional-P 0.0044 0.1341 0.0146 0.5256 0.1278 0.7042 0.4660 2.9003

Fuzzy-P 0.0014 0.0779 0.0058 0.3705 0.0819 0.5204 0.2960 2.1890

P-AOC 0.0013 0.0690 0.0052 0.3409 0.0395 0.3510 0.1528 1.6100

balancing task

Conventional-P 0.0003 0.0360 0.0013 0.1451 0.0056 0.1322 0.0198 0.4983

Fuzzy-P 0.0002 0.0183 0.0009 0.0777 0.0028 0.0659 0.0115 0.2700

P-AOC 0.0001 0.0183 0.0008 0.0803 0.0030 0.0790 0.0115 0.3156

AHN-RL 0.0005 0.0700 0.0028 0.3490 0.0031 0.0905 0.0144 0.4345
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Fig. 7. Comparative output response for the set-point tracking controllers under dis-
turbances.
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4.3 Control of Balancing Task

Once the set-point tracking was implemented, the balancing problem was tackled
with the same controllers employed so far. Particularly, this experiment was run
with instant disturbances of 20 N horizontal force, one per second, during 10 s.
The one-leg mechanism has initial conditions at distance 0.21m and angle 90◦.
The goal of this experiment is to measure the performance of the P-AOC to
handle disturbances and compensate it to return to the initial condition. Figure 8
shows a comparison between the output response of the controllers, and Table 3
summarizes the performance indices for this experiment labeled as balancing
task. As shown in Fig. 8, conventional-P takes 5s to get in a safe position for
instant disturbances, while fuzzy-P and P-AOC only take one second (see time
range 1–2 s). However, any of the controllers can deal with these disturbances
without diverging.
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Fig. 8. Comparative output response for the balancing task using control.

4.4 Learning of Balancing Task

Alternatively, we ran an experiment for learning the balancing task in the one-leg
mechanism. This experiment aims to determine the performance of the output
response of the policy π obtained through the AHN-based reinforcement learning
(AHN-RL) approach.

The balancing task was set up as follows. A state of the mechanism considers
the distance R and the angle θ such that st = (Rt, θ3t). The goal state is sgoal =
(R, θ3) and the cost function c(st,at) is expressed as (19).

c(st,at) =
√∑

i

(sgoal,i − st,i)2 (19)
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Initial dataset D collected 10 rollouts with random initial states sinitial =
(0.21, 90 ± 15) for coverage. Five iterations were fixed for training AHN. We set
the AHN with 10 molecules and learning rate η = 0.01. We preprocessed the
training data by normalizing it to be mean 0 and standard deviation 1 ensuring
that the loss function weights all parts of the state equally. For the policy search,
we set K = 100 candidate sequences and H = 3 horizon steps. After training,
we performed an online policy search π via MPC with K = 3 and H = 3 and
the usage of the trained AHN-RL. Figure 9 shows the output response of the
performed π found by AHN-RL. Table 3 summarizes the performance indices for
this experiment.
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Fig. 9. Comparative output response for the balancing task using AHN-RL.

From Fig. 9, it can be seen that the output response did not reach the distance
reference in steady-state. However, it also presented settling times 60% better
than any of the control responses, and no over-shooting. From Table 3, AHN-
RL handles the balancing task similarly to the other controllers based on the
performance indices.

5 Conclusions

This paper presented a force-balanced one-leg mechanism for easy controlling.
The proposed design was modeled and simulated. In addition, we proposed to
use artificial hydrocarbon networks for controlling and learning the balancing
task in the mechanism. Experimental results provided information to conclude
that the proposed mechanism is easily controlled by simple P-control strategies.
In addition, both P-AOC control and AHN-RL learning approaches performed
well when the mechanism was subjected to disturbances.
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For future work, we will investigate controllability and learnability of more
complex robotic tasks such as walking, jumping and climbing stairs using this
mechanism in legged robots. Also, we will characterize the dynamics of the one-
leg mechanism in detail.
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Abstract. There are many human-robot physical interaction methods
for physical therapy in patients of upper limbs disabilities. The use of
haptic devices for this purpose is abundant, as are the different proposals
for motion control in haptic guidance, as part of a clinical protocol with
the patient in the loop. A conclusive result of these interaction platforms
is the need to modify elements of the control strategy and the motion
planning, this for each patient. In this paper, we propose a new approach
to the control of human-robot physical interaction systems. To guaran-
tee the bilateral energy flow between the robotic system and the patient
under stable conditions and, without modifying the interaction platform;
we propose an adaptive control structure, free of the dynamic model. The
control scheme is called PID Wavenet, and identifies the dynamics using
a radial basis neural network with daughter RASP1 wavelets activation
function; its output is in cascaded with an infinite impulse response (IIR)
filter toprune irrelevant signals and nodes as well as to recover a canoni-
cal form. Then, online adaptive of a discrete PID regulator is proposed,
whose closed-loop guarantees global regulation for nonlinear dynamical
plants, in our case a haptic device with the human in the loop. Effective-
ness of the proposed method is verified by the real-time experiments on
a Geomagic Touch haptic interface.
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1 Introduction

1.1 Background

Haptic interaction with a virtual object establishes a kinesthetic sensation to the
user. It is well accepted that to better perceive a given virtual object, it is relevant
to yield some surface properties of the object, for instance the shape through the
normal contact force, the roughness by the sliding friction, and the texture as a
combination of both of them. Based on a novel formulation of the computation of
the contact force of haptic interfaces, a new paradigm for haptic guidance is pro-
posed. Guided kinesthetic feedback is provided to improve and effectively train
the user with PID Wavenet robot control. The system introduces a training path
using potential fields, which can be tuned according to the handicap score of the
user, to gradually improve the motor skills of the user. To this end, we present
a haptic guidance platform to support physical rehabilitation of neuromuscu-
lar disabilities, providing a solution to the problem of the increasing demand
of neuromuscular therapy in overcrowded facilities with deficit of rehabilitation
professionals. The platform, characterized by a portable modular architecture,
can be configured according to the treatment suggested by the physician, for
instance, a Local Haptic Guidance configuration for patients requiring a contin-
uous repetition of coordinated movements to recover, or improve, motor skills,
and, a Remotely-Assisted Haptic Guidance for a direct intervention of the ther-
apist, evaluating and stimulating, simultaneously, the neuromuscular condition
of the patient. To this goal, a novel global PID control scheme for nonlinear
MIMO systems is proposed and synthesized for a haptic interface. The identifi-
cation process (human-robot physical interaction) is used for online tuning of the
discrete linear PID feedback gains. Inverse dynamics identification is based on
radial basis neural network with daughter RASP1 wavelets activation functions
in cascaded with an infinite impulse response (IIR) filter in the output to prune
irrelevant signals and nodes. The closed-loop system guarantees global regulation
for a class of Euler-Lagrange systems, convenient for instance in plants whose
dynamics are rather uncertain or unknown, such as in haptic devices.

1.2 Contribution

In this paper, a novel wavenet control based on closed-loop identification scheme
of the human-robot interaction as a full contact is proposed, and representative
experiments are presented to purpose in rehabilitation of upper limb. The input
of the wavelet neural network is the human contact force as altogether with the
position and velocity of the haptic device, such that approximate identification
of the coupled dynamics is achieved. The adaptive wavenet adapts to the time-
varying nature of human arm dynamics coupled to the haptic device such that a
multiresolution wavenet scheme synthesizes a so-called model-free PIDWavenet
controller. The proposed methodology has been implemented in a Geomagic
Touch haptic robot system.
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2 The Problem to Solve

Consider a haptic device as an interaction platform; the nonlinear dynamic model
is similar to a robot manipulator, as follows:

H(q)q̈ + C(q, q̇)q̇ + G(q) = τ − τf , (1)

where q ∈ Rn, q̇ ∈ Rn are the generalized position and velocity joint coordinates,
respectively, H(q) ∈ Rn×n denotes a symmetric positive definite inertial matrix,
C(q, q̇) ∈ Rn×n represents the Coriolis and centripetal forces, G(q) ∈ Rn mod-
els the gravity forces, and τ ∈ Rn stands for the torque input. Where it only
compensates the device dynamics. Term τf = fbq̇ + fc tanh(γq̇) stands for joint
friction, for fb, fc, γ are positive definite n×n matrices modelling viscous damp-
ing and the dry friction and its coefficient, respectively. However, the control
techniques that allow global regulation to be solved a perfect tracking of trajec-
tories have been worked by the control community, [9]. When considering the
human operator in the loop of the device, the dynamics change remarkably; the
nonlinear dynamic model is:

H(q)q̈ + C(q, q̇)q̇ + G(q) = τ − τf + τh, (2)

Where the disturbance torque τh is assumed a differentiable bounded small
time-varying function as the bounded persistent disturbance term, and represent
the human in the loop. Now, in our application case, the human operator is a
patient with disability in upper limb. Previous work, integrated the solution with
non-linear control structures with limited performance, [10]. The problem is the
modification of the control gains for each patient, see Fig. 1.

The conclusion of [10] is the necessity of the adaptability of the control strat-
egy, being the purpose of this preliminary work to induce rehabilitation con-
ditions. In the Fig. 1, the patient is guided in a trajectory based on a clinical
protocol.

2.1 Experimental Platform

Consider a Geomagic Touch haptic interface, whose haptic device is a joint
nonlinear robot of three degrees of freedom, see Fig. 2, which although shows
purposely low apparent inertia at its end-effector, there arises strong nonlin-
ear coupling and it is subject to joint friction and gravitational torques. The
experimental platform runs on a workstation iCore7 at 3.6 GHz Intel Core with
16 Gb of RAM. Software features is under OS Windows 10, running a compiler
Simulink under Matlab 2014. Experiments are run at [h = 1ms] or a sampling
frequency of 1 KHz.

3 Adaptive Human Robot Physical Interaction

3.1 Intelligent Control Design

The wavenet PID controller scheme is based on an identification of inverse
dynamics and a IRR filter to tune PID feedback gains (kp, ki and kd), and guar-
antees global regulation, see Fig. 3. The following variables are used: yref (k) is
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Fig. 1. Auto-tuning feedback gains of the PDH controller.

Fig. 2. Experimental platform.
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the reference signal, ε(k) stands for the error signal, the control input is u(k),
r(k) models the noise signal, y(k) is the HRpI (human patient in the haptic
loop) output with ŷ(k) its estimate, and e(k) the error estimated, finally, v(k)
stands for the persistence signal.

Fig. 3. Scheme of the PID Wavenet controller.

Haptic Device Dynamics. Consider the nonlinear dynamic model of a rigid
serial n-link robot manipulator as follows, in the continuous domain. HRpI based
on human patient in the loop and haptic interface as the Eq. 2, can be interpreted
as a general nonlinear MIMO dynamical system, which can be represented by a
general discrete state equation, [6]:

x(k + 1) = f [x(k),u(k), k] (3)
y(k) = g[x(k), k] (4)

where x ∈ Rn, u,y ∈ Rp and

f : Rn × Rp −→ Rn (5)
g : Rn −→ Rp (6)

are unknown smooth functions. Robot friction and disturbances are considered
affine and state dependent, then those are represented in (5)–(6). Notice that
input u(k) and system output y(k) are the only data available, and since the
linearized system of (2) is observable around the equilibrium point, then there
exists an input-output representation that can be reconstructed with a basis, [6].
That is, consider the following canonical realization:

y(k + 1) = β[Y(k),U(k)] (7)

where

Y(k) = [y(k) y(k − 1), · · · , y(k − n + 1)] (8)
U(k) = [u(k) u(k − 1), · · · , u(k − n + 1)] (9)
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Then, there exists a function β that maps the output y(k), input u(k) and their
n−1 past values in y(k+1), [6]. Thus, [1] establishes that there exists a wavenet
neural network β̂ that can be trained to converge locally to β. In this paper, we
exploit this property of wavenets, but additionally we consider IIR filter in the
output layer to prune irrelevant signals to build an efficient identification scheme
useful to tune PID feedback gains.

3.2 Wavenet Identification (IWNN)

It is proposed radial basis neural network for the identification process, in which
the activation functions ψ(τ) are daughter wavelet functions ψj(τ) of RASP1
type. This incorporates three IIR filter in cascade whose function is to filter
neurons that have little or null contribution in the identification process, allow-
ing a reduction in the number of iterations in the learning process, [3]. This
scheme identifies approximately the inverse plant using as few neurons as pos-
sible, which stands for an efficient approximator for practical applications due
to its reduced computational load. The general interconnection and signal prop-
agation is presented in Fig. 4, where τl = ‖u(k)−bl‖

al
. Infinite impulse response

(IIR) recurrent structure, in cascading structure, yields double improving speed
of learning by pruning those nodes with insignificant relevant information from
the cross contribution summation of daughters wavelets, located in the third
layer. The inner structure of the IIR filter is shown in Fig. 5, notice the forward
delayed structure modulated by the input and the feedback loop modulated by
the persistent signal to allows swapping a range of frequency. The mother wavelet
function ψ(k) generates daughter wavelets ψa,b(τ) by its property of expansion
or contraction and translation, represented as, [1]:

ψl(τl) =
1√
a

ψ(τl) (10)

Fig. 4. Diagram of a wavenet neural network with an IIR filter in cascade.
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Fig. 5. IIR filter structure.

with a �= 0; a, b ∈ R and

τlj =
(∑p

j=1(uj − bl,j)2
)1/2

/alj (11)

The j scale variable, alj allows expansion and contraction, and bl,j stands
for the (l, j) translation variable at k, in the classical role of RBF, with the
advantage of dealing with more refinement through daughters wavelets ψl(τl).
This last feature is essential in the present algorithm together with the pruning
capability of the IIR filter. As suggested in [1], the mathematical representation
of wavelet RASP1 is a singularity-free normalization of the argument of the
wavelet

RASP1 =
τ

(τ2 + 1)2
(12)

whose partial derivative with respect to bi,j is

∂τ

∂bi,j
=

1
a

3τ2 − 1
(τ2 + 1)3

(13)

In this way, the i wavenet approximation signal with IIR filter can be calculated
as:

ŷi(k) =
p∑

q=1

M∑

l=0

ci,lzi(k − l)up(k) +
N∑

j=1

di,j ŷi(k − j)v(k)

zi(k) =
L∑

l=1

wi,lψl(k) (14)

where L stands for the number of daughter wavelets, wl the weights of each
neuron in the wavenet, ci and dj are the coefficients of forward and backward
IIR filter, respectively, and M and N the coefficients number of forward and
backward IIR filter, respectively. The wavenet parameters are optimized by a
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least mean square algorithm (LMS) subject to minimizing a convex radially
unbounded cost functions E, defined by

E =
[
E1 E2 · · · Ei · · · Ep

]T (15)

where

Ei =
1
2

T∑

k=1

e2i (k) (16)

Let the estimation error between wavenet output signal with IIR filter and sys-
tem output be

ei(k) = yi(k) − ŷi(k) (17)

To minimize E, the steepest gradient-descent method is considered. To this
end, notice that partial derivatives of E wrt A(k), B(k), W(k), C(k),D(k) are
required to update the incremental changes of each parameter along its negative
gradient direction. That is,

ΔW(k) = − ∂E
∂W(k)

(18)

ΔA(k) = − ∂E
∂A(k)

(19)

ΔB(k) = − ∂E
∂B(k)

(20)

ΔC(k) = − ∂E
∂C(k)

(21)

ΔD(k) = − ∂E
∂D(k)

(22)

then, the tuning update parameter becomes:

W(k + 1) = W(k) + μWΔW(k) (23)
A(k + 1) = A(k) + μAΔA(k) (24)
B(k + 1) = B(k) + μBΔB(k) (25)
C(k + 1) = C(k) + μCΔC(k) (26)
D(k + 1) = D(k) + μDΔD(k) (27)

The update parameters follows the next rule:

Δθ(k) = −μ
∂E

∂θ(k)
(28)

θ(k + 1) = θ(k) + Δθ(k) (29)

where θ can be any of the parameters set W(k), A(k), B(k), C(k) o D(k). The
value of μ ∈ Rm represents the learning rate for each of the parameters.
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3.3 Discrete PID Controller

Canonical observable realization of the discrete domain equations of the robot
suggests, in view of previous subsection, that the following models the unknown
robot, which is useful to derive a wavenet schemes as follows. Consider

y(k + 1) = Φ[Y(k),U(k)] + Γ [Y(k),U(k)] · u(k) (30)

when terms Φ and Γ are exactly known, computed torque or inverse dynamics
algorithms provides the following controller u(k) that ensured convergence to a
desired output yref (k + 1) as follows:

u(k) = Γ−1[Y(k),U(k)](yref (k + 1) − Φ[Y(k),U(k)]) (31)

Thus, the closed-loop Eqs. (30)–(31) produces, ideally y(k + 1) = yref (k + 1).
However, it is assumed that such realization (30) is not known, but observability
of robot dynamics implies that there exist basis function that approximates (30).
Then, (30) is estimated as follows

ŷ(k + 1) = Φ̂[y(k), ΘΦ] + Γ̂ [y(k), ΘΓ ] · u(k) (32)

System (32) is estimated by two wavenet functions as follows

Φ̂i[y(k), ΘΦ] =
N∑

j=1

di,j ŷ(k − j)v(k) (33)

Γ̂i,q[y(k), ΘΓ ] =
p∑

q=1

M∑

l=0

ci,lzi(k − i)uq (34)

zi(k) =
L∑

l=1

wi,lψl(k) (35)

with adjustable parameters ΘΦ and ΘΓ , for function Φ̂i and Γ̂i,q representing the
i component of Φ̂ and the (i, q)-element of the matrix Γ̂ , respectively. Therefore,
since nonlinear functions wavenet functions Φ̂(k) and Γ̂ (k) estimate Φ(k) and
Γ (k), as k → ∞, then error ei(k) = yi(k) → ŷi(k) can be used as a Lebesgue
measure useful to tune feedback gains. The following discrete PID controller is
proposed:

uσ(k + 1) = uσ(k) + kpσ
(k)[εσ(k) − εσ(k − 1)] +

kdσ
(k)[εσ(k) − 2εσ(k − 1) + εσ(k − 2)] +

kiσ
(k)εσ(k) (36)

where kpσ
(k), kiσ

(k) and kdσ
(k) stand for strictly positive definite proportional,

integral and derivative feedback gains, respectively; u(k) is the controller at
instant k, and error is defined as

εσ(k) = yrefσ
(k) − yσ(k) (37)

for σ = 1, 2, 3, . . . , p. Each feedback gain is tuned according to the corresponding
error they affect in (36) and modulated by Γ̂ , the input matrix of (32).



300 J. D. Meneses-González et al.

3.4 Auto-tuning PID Gains

Due to the gains kpσ
, kiσ

are considered within the cost function (16), those can
be updated similar to (23)–(27). Let

kpσ
(k) = kpσ

(k − 1) + μpeσ(k)Γ̂i,q(k)[εσ(k) − εσ(k − 1)]

kiσ
(k) = kiσ

(k − 1) + μieσ(k)Γ̂i,q(k)εσ(k)

kdσ
(k) = kdσ

(k − 1) + μdeσ(k)Γ̂i,q(k)
[εσ(k) − 2εσ(k − 1) + εσ(k − 2)]

where Γ̂ is defined by (34), for 0 < μ < 1 the learning rate of the PID controller
gains. Notice that learning rates μ are designer parameters.

3.5 The Medical Task

The Haptic Guidance Platform is a modular system designed to assist reha-
bilitation treatments in patients with neuromuscular affections. It offers the
possibility of being configured according to the therapy for a wide class of dis-
abilities. The platform is composed of three main functional blocks: Rehabilita-
tion Therapy concerning medical aspects in a medical protocol to determine the
treatment according to the condition of the patient and suggests the visual and
kinaesthetic stimuli for his/her neuromuscular system. Haptic Interface includ-
ing hardware and software of the haptic device itself, including drivers, close
loop controllers and a visual display for virtual reality environments, and Com-
putational Platform containing the path planning algorithms, communication
interfaces and protocols, and software interfaces required to connect the host
computer to the external devices. The whole design, obtained under a robotic
approach, respects biomedical specifications to allow its use with patients, i.e.,
anthropometry, ergonomics, and safety.

3.6 Proposal for Rehabilitation

Hemiparesis is relatively common condition in children, of congenital or acquired
aetiology. It is characterized by a unilateral decrement of force and precision of
movements, due to injuries in the nervous system. The system in Local Hap-
tic Guidance configuration, assists the child in coordination tasks tracking flat
patterns indicated visually. The guidance action corrects his movements by an
attractive force towards the desired trajectory producing a kinaesthetic stimulus
that promotes the synchrony and the correct sequence of movements. This con-
figuration was implemented using a Geomagic Touch haptic device (Fig. 2) and
is proposed for a therapy session in patients with hemiparesia. The close loop
controller was designed under a Intelligent control based on a Wavenet controller
with high performance.
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4 The Experimental Results

The experiment consists of applying the adaptive control strategy based on a
wavenet network and the self-tuning of a PID control. The graphs of the signals
derived from each experiment correspond to: (i) the workspace (x vs y vs z), (ii)
the variation in time of the operational coordinates, (iii) the operational error
signals, (iv) the joint control signals, (v) the identification error by degree of
freedom, (vi) the dynamic weights and parameters of the neural network, and
(vii) the self-tuning of discrete PID control gains. Two experimental phases are
presented: (a) experiment without human in the loop, in this case the control
adapts the gains according to the admissible configurations in the tracking task
and the compensation of the dynamics without uncertainty in the loop; and (b)
experiment with human in the loop, with the same signals as in the previous
case, but with the human operator in the loop. In which there is presence of
artificially induced disturbances to show the response of adaptability.

Fig. 6. Adaptive control performance without human operation in the loop. Tracking
in Workspace. Haptic device control signal performance. Error identification for each
degree of freedom. The weights of the wavelet neural network. Control gains.
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Fig. 7. Adaptive control performance with human operation in the loop. Tracking
in Workspace. Haptic device control signal performance. Error identification for each
degree of freedom. The weights of the wavelet neural network. Control gains.

4.1 Discussions of the Experiments

Although the experimental practice is developed with a human operator in con-
ditions of physical and mental health, the emulation of a patient that modifies
the trajectory involuntarily or exercises spatial forces that test the robustness of
the platform, a high performance is observed. The control signal has the purpose
to guarantee the tracking and compensate the dynamics of the haptic device and
the human operator: τ = τhaptic device − τh. Under these conditions, the task of
haptic guidance is given satisfactorily; it is visible that with the disturbance, the
gains of the discrete PID control are self-adjusted by the change in the iden-
tification error. The presence of the human operator, and its disturbing action
demand an excess of energy with magnitudes below the operating values. What
guarantees that the platform will have an excellent performance for different
users.

5 Conclusion

In this paper, a novel identification and control scheme for nonlinear MIMO sys-
tems based in wavenet with IIR filter, as pruning of irrelevant nodes, and RASP1
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daughters wavelets is proposed for an efficient inverse dynamics approximation
scheme. Such approximation capabilities and the basis of the input matrix is
used to design a time-varying feedback gains such that recurrent discrete tuning
of PID feedback gains occurs without any a priori knowledge of the haptic device.
Contrary to most neural network controllers, approximation of inverse dynam-
ics are not used for stabilization but for tuning feedback gains of a simple PID
controller. Global convergence is obtained as iteration increases. Experiments
show the viability of the proposed scheme for practical implementation, where
typically the exact model is now known, in particular, it captures the essen-
tial full and real nonlinear dynamics, without any linearization nor idealization
of non-linear robotics. Experiments on a nonlinear 3D highly coupled robotic
system in real-time shows the relevance of the proposed control scheme. Under
these conditions, the physical interaction platform is ideal for the application of
clinical protocols through a task tracking with the patient in the control loop.
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Abstract. Nowadays, the role of robotics in patients’ rehabilitation it is an area
of interest for science and technological development. Besides, the motor
rehabilitation has had great success in subjects with disability problems which
require an intensive and specific therapeutic approach for each task through
robots. Budgetary constraints limit to hand-to-hand therapy approach, so
machines can offer a solution to further promote patient recovery and to better
understand the rehabilitation process. This article presents a ROBMMOR: an
experimental robotic manipulator of knee rehabilitation. The robot is capable of
performing passive exercises in patients with motor movement problems in the
knee. The robot’s system helps the patient in the process in a personalized way
through the positions of speed and strength required. Finally, ROBMMOR
obtains data and generates an evaluation of the progress of the patient’s reha-
bilitation that helps the therapist for future analysis.

Keywords: Robotic � Knee � Control system � Motor rehabilitation

1 Introduction

At present, rehabilitation in society has caused a great impact and technological
development that has covered practically all areas of the human being. Successful motor
rehabilitation in patients with accidents and traumatic injuries requires an intensive and
specific therapeutic approach for each task. Smart machines can offer a solution to
promote motor recovery and obtain a better understanding in rehabilitation [1].

This new field of automated or robot-assisted motor rehabilitation has emerged
since the 1990s [2]. Also, robotics has had an important acceptance and successful
results around robot-assisted rehabilitation. Therefore, it allows generating new alter-
natives for the different forms of therapies that currently exist and, as a consequence,
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increases the effectiveness of the exercise and diminishes the work of the expert in the
domain [3].

According to the International Classification of Functioning, Disability and Health,
people with disabilities “are those who have one or more physical, mental, intellectual
or sensory deficiencies and who, when interacting with different environments of the
social environment, can prevent their full and effective participation in equal conditions
to others” [4].

Also, according to the WHO (World Health Organization), in 1969 rehabilitation is
defined as: “part of the medical care in charge of developing the functional and psy-
chological capabilities of the individual and activate their compensation mechanisms,
in order to allow them to carry an autonomous and dynamic existence” [5].

Therefore, rehabilitation seeks that the person affected or with a disability, through
therapies, gradually restore their abilities, trying to reach a normal state, or at least to a
state where the individual can be having autonomy, that is, to be able to fend for
himself. Some of the main problems in human disabilities are caused in legs and arms
causing immobility.

For example, muscles weakened by old age, accidents and also neuronal problems.
In order to recover the mobility of the body, the muscles have to be strengthened,
through specialized exercises, for which the patient must undergo therapies carried out
by expert physiotherapists who supervise and exercise the muscles of handicapped
people in a manual way and, through repetitive and routine movements of damaged
limbs [6].

This paper presents an experimental ROBotic Manipulator MOtor Rehabilitation
of knee (ROBMMOR). An experimental robot capable of performing passive exercises
in patients with motor problem in the knee, its system helps in the rehabilitation
process. Therefore, it replaces the work and physical effort of the therapist, in addition
accelerates the rehabilitation process in a personalized way through the positions of
speed and strength necessary for each patient. Finally, ROBMMOR obtains data and
generates an evaluation of the progress of the patient’s rehabilitation that helps the
expert therapist for future analysis.

2 State of the Art

2.1 Systems Motor Rehabilitation

Within the development of specialized robots for motor rehabilitation, specifically
knee, there are important advances, as well as devices that are currently on the market
as an attractive option for patients with disabilities [7]. For example, the case of the
Optiflex 3, a unit of passive motor rehabilitation for the knee, which implements a
progressive range of knee flexion, has a remote control, as well as a system that allows
adjusting to the anthropometry of each patient [8]. Also, the commercial passive knee
rehabilitation device is the Artromot k3, within its exclusive programming features
include: heating mode settings, dual speed adjustment, patient operating time, total
device operating time, features of load reversal, pause, extension and bending, making
it a versatile device [9]. Within the motor rehabilitation there are several methods that
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physiotherapists carry out for the restoration of patients [10], within these methods we
find the rehabilitation through the passive movement of the damaged limbs, which
consists of repetitive movements of the joints and rehabilitation by means of active
movements, where the patient performs certain exercises by himself [11].

2.2 An Spatial Augmented Reality Rehab System for Post-stroke Hand
Rehabilitation

This work presents a Spatial Augmented Reality system for rehabilitation of hand and
arm movement. The table-top home-based system tracks a subject’s hand and creates a
virtual audio-visual interface for performing rehabilitation-related tasks that involve
wrist, elbow and shoulder movements. It measures range, speed and smoothness of
movements locally, and is capable to send real time photos and data to the clinic for
further assessment. By developing an AR rehab system, the coordination system of
user’s real world is unified with the virtual world. Thus, the patients feel that the
assistive virtual objects that are displayed to help them carry out their exercises, are
present and belongs to real world rather to be apart in a separate screen. Also, a vision-
based system was developed to locate and track the hand of the subject using color
marker and motion information. The system is capable to quantify the motion captured
by camera using computing vision methods. Augmented Reality technology has the
potential to impact on traditional rehabilitation techniques and it could generalize to
real life settings to a greater extent than other computer-based approaches [12].

2.3 Towards Engaging Upper Extremity Motor Dysfunction Assessment
Using Augmented Reality Games

This work presents an exploration of the potential of Augmented Reality (AR) using
free hand and body tracking to develop engaging games for a uniform, cost-effective
and objective evaluation of upper extremity motor dysfunction in different patient
groups. Based on the insights from a study with 20 patients (10 Parkinson’s disease
patients and 10 stroke patients) who performed hand/arm movement tasks in AR, a set
of different augmented reality games for upper extremity motor dysfunction assessment
were created. In the set of games, virtual hand visual feedback was provided to help
patients interact with the virtual content. Also, visual cues were provided as 3D lines
between the center of the view of the HMD (head-mounted device) and the virtual
object of interest when this was located outside the view of the HMD. Depending on
the hand chosen to solve the AR tasks, the whole virtual scene is mirrored. The goal of
the games is to provide an objective and quantitative measurement of human motor
function in a controlled and engaging environment that offers the possibility to perform
a variety of movements [13].

2.4 AR-REHAB: An Augmented Reality Framework for
Poststroke-Patient Rehabilitation

This work proposes a framework based on Augmented Reality (AR) technologies that
can increase a stroke patient’s involvement in the rehabilitation process. The approach
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takes advantage of virtual-reality technologies and provides natural-force interaction
with the daily environment by adopting a tangible-object concept. In the framework,
the patient manipulates during the treatment session a tangible object that is tracked to
measure her/his performance without the direct supervision of an occupational thera-
pist. The core architecture of the framework and its subsystems that provide more
convenience to patients and therapists, were introduced. Also, two exercises are pre-
sented: a shelf exercise and a cup exercise, as examples and perform preliminary
usability study. In addition, some assessment measurements such as task-completion
time, compactness of task, and speed of hand movement by capturing the patients’
hand movements with the tangible object were introduced. Motivating virtual objects
are overlaid on top of the real scene so patients are efficiently encouraged to repeat
boring and tedious rehabilitation procedures in a more pleasant way. The preliminary
usability study has shown that these two key advantages are fulfilled quite well in the
implemented framework [14].

2.5 Robot-Assisted Upper-Limb Rehabilitation Platform

This work presents a robotic platform for upper-limb rehabilitation robotics. It inte-
grates devices for human multisensorial feedback for engaging and immersive thera-
pies. Its modular software design and architecture allows the implementation of
advanced control algorithms for effective and customized rehabilitations. A flexible
communication infrastructure allows straightforward devices integration and system
expandability. The platform is mainly composed by a robot arm, an open PC based
controller, various devices to allow human-robot interaction at different levels, and a
safety system which guarantee the reliability of the whole system. In the last section
conclusions and future developments are drawn. In addition, the platform incorporates
a stereo-vision system with a twofold purpose: completely track upper-limb and trunk
movements for clinical and control feedbacks; track robot movements for safety
feedback (refer to the next section). A graphic user interface has been implemented to
properly control and monitor the robotic platform functionalities. It has been designed
taking into account physiotherapist ergonomics using a touch-screen device [15].

2.6 Challenges and Opportunities in Exoskeleton-Based Rehabilitation

Robotic systems are increasingly used in rehabilitation to provide high intensity
training for patients with motor impairment. The results of controlled trials involving
human subjects confirm the effectiveness of robot enhanced methods and prove them to
be marginally superior over standard manual therapy in some cases. Although very
promising, this line of research is still in its infancy and further studies are required to
fully understand the potential benefits of using robotic devices such as exoskeletons.
Exoskeletons have been widely studied due to their capability in providing more
control over paretic limb as well as the complexities involved in their design and
control. This work briefly discusses the main challenges in development of rehabili-
tation exoskeletons and elaborates more on how some of these issues are addressed in
the design of CLEVERarm, a recently developed upper limb rehabilitation exoskeleton.
The mechanical design of the exoskeleton is centered on reducing the weight and
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bulkiness of the whole structure. Robots could allow patients to start therapy in the very
early stages of recovery, without having to deal with the hassles of frequent and long
visits to clinics. In the comfort of their own homes, people could get specific training at
the appropriate level of intensity [16].

3 ROBMMOR Methodology

This section describes the methodology used for the construction of the prototype. In
Fig. 1, the ROBMMOR methodology is shown, which allows the design and con-
struction of the robot. The methodology is based on recurrent engineering. On the one
hand, it involves mechanical engineering for the design and construction of the robotic
base. On the other hand, it involves the electronic engineer for the design and con-
struction of the control and power plates. Finally, computer engineering for the
development of the graphic interface and system programming.

Phase 1: Design and Mechanical Construction

In this phase, the development of the mechanical design that includes the recom-
mendations of the specialist on the exercises and positions of the body that allow to
move the knee is shown. Therefore, a solution is generated through the development of
ROBMMOR for the exercise and rehabilitation of the patient. Once the information is
obtained, freehand sketches are made and with industrial drawing techniques to
determine the mechanical structure, obtained the base, the computer design is made
through the SolidWorks software, which allows to computationally design a
mechanical sketch of the Robotic platform.

Fig. 1. ROBMMOR methodology
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Phase 2: Electronic Design

In this phase, we start to work with the electronic part, which consists in determining
the actuators that will integrate the robot, considering the necessary torques and the
angular movements for the knee flexion. Also, the control system and the electronic
power stage are designed. Through a learning tool on the design and simulation of
circuits, the designs of the plates are generated for later, in order to carry out the
construction and tests of their operation. In addition, in this stage the programming
algorithms for the microcontroller and the communication with the interface imple-
mented in a computer are determined.

Phase 3: Electronic Design

In this phase the different developments of phase 1 and phase 2 are integrated. On the
one hand, the mechanical, electronic design, actuators and sensors are integrated in the
mechanical platform. On the other hand, the integration of the microcontroller, the
control cards and the electronic power cards, is performed. Likewise, communication
with the computer is developed through an interface that allows the analysis of the data.
Finally, the construction of the prototype for its experimentation is carried out.

4 Design of the Platform ROBMMOR for Motor
Rehabilitation

4.1 Anthropometric Study

To carry out the conceptual and mechanical design of ROBMMOR, determining factors
were considered, on which the correct functioning of the system depends. The system
works for different ages, consequently, the dimensions of the lower limb vary
according to each factor. Therefore, it is necessary to make a study based on scientific
research that serves to know the anthropometric measures on three cases of study,
adults, seniors and children of the Mexican population. The measurements define the
variations in the physical dimensions in which an individual belongs. Figure 2, shows
the anthropometric measurements of the human body.

In the case of the study on adults, the data were taken from the references of the
anthropometric measurements of the body, specifically measure 12, whose study
consisted of an evaluation of 210 workers whose average age was 40 years.

• Height of the floor at the knee (Measurement reference 7) - 51.84 cm.
• Height of the floor to the back of the knee (Measurement reference 18) - 43.41 cm.
• Length of the back of the knee to the back of the chair (Measurement reference 21) -

49.83 cm.
• Knee length at the back of the chair (Measurement reference 22) - 60.60 cm.

For the case study of the elderly according to measurement reference 13, for a
population with an average age of 66.9 for men and 67.3 years for women, with a
sample of 508 individuals, the results are the following:
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• Men’s knee height: 52.04 cm.
• Women’s knee height: 47.94 cm.

In the case of children’s anthropometric study, the data were taken from the
measurement reference 14 for an average age of 10 years:

• Floor height at the knee - 39 cm.
• Knee length at the back of the chair - 48.3 cm.

4.2 Analysis of the Strength of the Knee Joint

The strength of the knee joint used to determine the necessary torque needed to move a
person’s knee and, in this way, determine the power and type of physical motor to be
used within the system. According to the study carried out in measurement reference 15
of Fig. 2, which consisted in determining the strength of the knee joint in both flexion
and extension, A 40 people sample was selected, which was composed by 20 men and
20 women, with the help of a Biodex 3 dynamometer team, which will help determine
the angles and average strength. The selected people with an average age of 30.7 years,
average height equal to 1.74 m in men and 1.57 in women, and with an average weight
of 81.7 kg in the case of men and women. 57 kg in the women’s [17]. Tables 1, 2, 3
and 4, show the results of the case study.

The data show that the highest value is the extension force of a man’s right leg, the
magnitude is 189.156 Nm of torque. Therefore, the motor must provide a greater force
to consider, not only the weight of the knee, but also the support that raises the leg.
Also, it is necessary to consider that in the passive movement the knee must be moved
even though the patient puts some resistance. However, care must be taken in order to
avoid damaging the patient’s joint.

Fig. 2. Anthropometric measurements of the body.
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Table 1. Torque of the flexion of a man’s leg

Leg Degrees Average torque in flexion

Right 60° 107.806 Nm
90° 98.456 Nm
120° 98.722 Nm

Left 60° 101.622 Nm
90° 96.706 Nm
120° 89.350 Nm

Table 2. Payment management torque of the spread of a man’s leg

Leg Degrees Average torque in extension

Right 60° 189.156 Nm
90° 182.861 Nm
120° 153.694 Nm

Left 60° 181.911 Nm
90° 164.694 Nm
120° 152.622 Nm

Table 3. Flexion torque of a woman’s leg

Leg Degrees Average torque in flexion

Right 60° 56.040 Nm
90° 50.360 Nm
120° 49.180 Nm

Left 60° 54.920 Nm
90° 48.615 Nm
120° 46.940 Nm

Table 4. Torque of the extension of a woman’s leg.

Leg Degrees Average torque in extension

Right 60° 107.020 Nm
90° 89.580 Nm
120° 83.705 Nm

Left 60° 102.860 Nm
90° 89.335 Nm
120° 81.620 Nm

ROBMMOR: An Experimental Robotic Manipulator 311



4.3 Physical Design of the Robot

The most appropriate way to perform knee rehabilitation exercises is with the patient
sitting, So that, we decided build the mechatronic system based on the design of a chair
or exercise bench, since this device is comfortable; once the bank was physically
developed a sketch of the mechatronic system was designed. In Fig. 3, the different
stages of design are shown, from the idea to using freehand drawings of a bank of
exercises, considering that the patient needs to be comfortable, and to have a support to
be able to sit, until the computer design which allows to obtain simulations of the
movements of the mechanisms involved. Finally, the ROBMMOR prototype is shown.

4.4 Robot Control Design

This section describes the development of the ROBMMOR system for knee rehabili-
tation. The electronic design is responsible for driving the motor, controlling the speed
and controlling the force applied by the device to the patient’s leg. In addition, the
electronic design can control over the position to determine the degree of flexion and
extension. Finally, the strength that each patient applies through a communication
between the computer and the prototype is recorded. In the speed control of the
prototype, a converter cycle was designed and implemented to control the engine
speed. Therefore, it allows to control the speed with which the device flexes the knee of
the patient through the electric motor who provides the necessary power to do perfom
it. The motor to be controlled is single-phase induction with capacitor start, its nominal
current is 1.5 A, its supply voltage is 120 V at 60 Hz with a nominal speed is
1750 rpm and a power of 1/20 HP. This engine within the system is coupled to a

Fig. 3. Stages of design (a) Design on freehand drawings, (b) Computer design (c) ROBMMOR
prototype.
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gearbox with which its speed is reduced and its torque is increased, the reduction ratio
is 200:1. Also, an incremental quadrature encoder is used for position control, the
encoder has two main channels called A and B and a third channel that helps find the
initial position called Index and, this encoder inside the prototype is installed in the
speed reducer shaft. (see Fig. 3).

In Fig. 4, the block diagram of the electronic control system of ROBMMOR is
shown. The diagram starts from a CA (Alternating Current) and, it goes to a rectifi-
cation stage controlled by SCRs (Silisium Controlled Rectifiers). The obtained signal is
filtered and taken to an inverter circuit designed with Mosfets. Then, the inverter that is
controlled by the microcontroller using the sinusoidal PWM technique, generates an
output signal with variation in frequency, this signal goes directly to the motor, which
has a speed reducer and an incremental encoder installed, the signal of the sensor is sent
to the microcontroller, the setPoint of the system is sent by the user interface to the
microcontroller which finally sends the signals.

In the case of the robotic system to be able to control the speed of the single-phase
induction motor, the current of the AC supply must first be converted to CD, the DC
potential level must be regulated, and then converted from CD to AC, but the AC
frequency must be modulated, which results in a CA to AC cycloconverter. Which
provides to the output a regulated potential and a modulated work frequency.

5 Discussion and Evaluation

5.1 Modulation with Sinusoidal PWM Technique

Modulation with sinusoidal technique consists of emulating the behavior of a sine wave
through the control of pulse width in time intervals. The technique uses a signal of nine
pulses per quarter of cycle, each pulse must increase in duration until it reaches the
quarter of a cycle where, the next quarter of a cycle, the pulses decrease. To apply this
signal to the inverse of full bridge it is necessary to generate two signals but with a

Fig. 4. Block diagram of electronic system.
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phase shift. Figure 5, shows the modulation of ROBMMOR with the sinusoidal tech-
nique through a microcontroller and the simulation of its outputs.

5.2 Graphic Interface

For the design of the graphical interface there is a database for the end user. At the
base, data is stored, such as the name, the description of the motor problem presented
by the patient. resents, the therapist’s observations according to the progress shown in
the rehabilitation, among others. The data is accessed through the file with the patient’s
name. The interface shows the control parameters for the routine, the duration time of
the routine, the speed, the degrees of flexion and extension. Finally, the stop and start
control and the start control of the routine (see Fig. 6).

According to the calculations obtained through the anthropometric analysis, the
correct functioning of ROBMMOR is ensured. Therefore, a torque capable of lifting a
10 kg leg is obtained. By graphs obtained from the behavior of the current and voltage,
and by means of position and speed control, the pertinent routines can be programmed
for therapy. In addition, varying the frequency and power supply of the motor, it can be
determined if the robot can lift the desired weight. Figure 7, shows the graphs and the
behavior parameters for one of the experimental tests performed with ROBMMOR.

Fig. 5. Waveform of the two sinusoidal PWM signals of the microcontroller.

Fig. 6. Graphic interface ROBMMOR
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The sequences and control strategies for the execution of ROBMMOR are pro-
grammed from the graphic interface. Through the interface, the patient’s history and the
data of each routine, can be stored. The data stored provides a personalized record of
the progress of the exercises carried out. Subsequently, the records can be used to
analyze the results and monitor the patient’s rehabilitation progress, and also, it can
generate an alternative for the expert. Also, ROBMMOR ensures that the torque is
enough to lift a human leg, the experimentation was done with different weights of
8 kg, 9 kg, 10 kg and a maximum 12 kg to check the ROBMMOR positions.

6 Conclusions and Future Works

By means of the design and construction of ROBMMOR it is possible to verify that the
electronics, robotics, computer science and the techniques for the development
involved in the robot, allow the experimental manipulation in the technological
development for the motor rehabilitation of the knee. There is an area of opportunity
that can be addressed with the present development, or the case of people who are
disabled by a motor problem or a disease that damages some of their body members.
Likewise, the technological development of ROBMMOR benefits people with a motor
disability. The robot is a complementary tool for therapists in the treatment and
diagnosis of patients. Besides rehabilitation centers are benefited with this type of
technological advances as part of a possible clinical application for users. On the one
hand, by providing a robot that allows them to save physical effort and work time. On
the other hand, to provide better control in motor rehabilitation therapies of the knee.
The data stored provides a personalized record of the progress of the exercises carried
out. Subsequently, the records can be used to analyze the results and monitor the
patient’s rehabilitation progress, and also, it can generate an alternative for the expert.

Fig. 7. Experimental test of frequencies with ROBMMOR.
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The evaluation of the design shows that the manipulator robot has enough strength to
be able to lift a human leg and sufficient speed and position accuracy to guarantee the
correct execution of the exercises.

Passive rehabilitation by the patient is accomplished by having an exact control
over the position of the flexion-extension of the leg. Therefore, ROBMMOR can bring
an adequate rehabilitation therapy according to the needs of patients with knee prob-
lems. Furthermore, it allows to have a more orderly control of the process of
improvement of movements. The programming used in ROBMMOR allows to obtain a
scope for the successful improvement in the routines programmed in the rehabilitations.
As future work, it is intended to implement an active rehabilitation in studies with
patients, to enhance ROBMMOR with a virtual reality system and a security system for
the physical integrity of people who use the prototype.
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Abstract. Swarm robotics describes a multi-robot system character-
ized by the simplicity of its agents, homogeneous architecture, limited
communication skills, local detection, execution of parallel tasks, robust-
ness, scalability, flexibility and decentralized control. However, being a
technology in development, the security and vulnerability of the swarm
of robots against possible cybernetic attacks have been commonly over-
looked. This is of major concern when executing mission-critical activi-
ties that inherently require an adequate management of security. In this
work, a bio-inspired security mechanism applied to a swarm of robots is
proposed. Through computer simulations, it is observed how the mech-
anism, when executing a homing towards a stationary landmark, allows
the swarm of robots to identify abnormal behaviors, caused by a certain
cyberattack; subsequently, it establishes a certain tolerance to it and
allows to improve the level of availability that is required to continue
executing the task at hand.

Keywords: Swarm robotics · Bio-inspired cyber security scheme
Cybersecurity · Cyberattack

1 Introduction

Currently, the field of swarm-based robotics is mainly exploratory, although some
practical applications have been built that extend or surpass the capabilities of
current systems (see [8,34]). Very few tasks of practical interest have been car-
ried out using the swarm-based methodology. However, many of the capabilities
of agents in the natural world are amazing ([13,14]) and it is interesting to
understand how they occur. Once they are understood, it is possible that their
extension to real cases of engineering allows the solution of problems for which
the complexity of the solution is a serious prejudice for its construction.

Swarm robotics is a relatively new technology, whose potential is being
explored for use in a variety of different applications and environments, such
as surveillance, search and rescue, and medicine to name a few. Emerging tech-
nologies have often overlooked the security component implied in information
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management and it is until later stages of development, when security has had
to be adapted in a forced, inconsistent and sometimes costly manner. Swarm
robotics, due to its unique technical characteristics, does not allow the exist-
ing security mechanisms to be applied uniformly, this deficiency could have a
significant impact on critical mission applications that require information man-
agement that provides integrity, continuity and availability, current concepts
used in the security of systems and information. In recent years, there has been
great interest in the distributed systems of multiple robots whose members act
on the basis of information acquired through local detection and/or communi-
cation with other robots in their spatial vicinity. When these local interactions
result in global collective behaviors (e.g. cohesion or dispersion), the system is
known as swarm robotics [1,22].

The swarms of robots are composed of a large number of agents that are
homogeneous. In addition, the swarms are robust for the action of adding or
subtracting agents, which gives them the scalability and robustness properties
for the individual failure of a robot. However, these same characteristics also
make the swarm vulnerable to manipulation by agents that could be inserted
into the swarm by an adversary for the purpose of altering the performance of
the swarm; likewise, when a swarm of robots unfolds in an unknown and hostile
environment to fulfill a mission, there are many problems that affect the system,
such as random failures of the robots, communication problems caused by the
robots themselves or by some external factors (unstable network, dirty sensors,
etc.). Each system has its own characteristics from the point of view of security,
so it is important to find a unique approach and consider the characteristics of
each system.

The article is structured in the following way, in Sect. 2 the state of the art
regarding the security in the robot swarm systems is reviewed, we continue with
Sect. 3 that is related to the risk analysis and the identification of the require-
ments of security, Sect. 4 presents, in a general way, the solution of resilience
against cyber attacks followed by the experimental simulation and results in
Sect. 5, and finally, in Sect. 6 the conclusions of this work.

2 Related Work

Zikratova et al. in [41] consider the problem of building protection mechanisms to
protect the robotic multi-agent system against malicious robots. Feng et al. they
describe in [10] their approach based on reputation and trust. They propose two
algorithms to calculate the level of trust between the nodes. The nodes form an
estimation vector and generate a member estimation matrix. These estimates
are formed according to the validity of the information and the distance to
the objective. As a result, the reputation function is described by the Weibull-
Gnedenko distribution. The drawback of this approach is the fact that trust
is calculated at a particular time and for a particular problem. In addition to
that, only one parameter is used, called the distance to the target. If an intruder
carries out several different attacks, which are not related to the accuracy and
precision of the data, the system will not be able to detect it.
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Vikshin et al. [40] propose another approach for estimating the stability of
algorithms based on trust and reputation. The authors use the following param-
eters for the estimation: interaction radius, number of agents and percentage of
adversaries in the total number of agents. The location of the robots was chosen
at random in each experiment. The results reflect the percentage of legitimate
agents and malicious agents correctly recognized throughout the network and
within the interaction radius. As a result of the experiments, the authors con-
firmed that the trust model can successfully oppose intruders in any amount.
The main drawbacks of this approach for estimating network security is the
insufficient amount of estimation parameters. Only the type of intruder can be
recognized from the presented parameters. The intruder model is described only
for a certain type of security breach.

In [9], the authors develop an approach for the detection of malicious node
according to their behavior. In this approach, a group of robots follows a set
of rules in fulfilling their mission. Then, robots observe the behavior of others
and exchange relevant information. The behavior of the robots is described by a
formal model proposed by the authors. The approach is based on the principle
of using a protocol that allows robots to detect the abnormal behavior of others
under certain conditions and modify their own behavior to protect other robots
from malicious activities. The protocol has two main components, the first is a
monitor of the behavior of the neighbor that compares them with the agent’s
own behavior; the second is the algorithm that allows to combine “opinions” of
different monitors by communication. The authors carry out experiments that
show that at least six robots must control the situation to detect intruders
properly. The disadvantage of this method can be summarized as follows, when
the system detects an intruder, it is based on the behavior of a node, which is
characterized by its movements along a trajectory, that is, no others are detected
types of attacks. In order to correctly track an intruder, the system must have
special monitor nodes, which follow the behavior of the network, and its quantity
must be at least six. This fact brings additional limitations to the network, in
addition, the authors do not analyze the effects of the variability in the number
of intruders and the maximum number of intruders diverted.

Due to the lack of prior knowledge of the environment in which the task
will be executed, the pre-planning based approaches [19,32] will not work, since
subtasks created dynamically during the scan can not be handled. Due to the
hostile environment, the coordination and communication of robots can be very
challenging. Approaches based on collaboration through the physical medium
(stigmergy) [39] require leaving traces or marking the environment, and may be
difficult to achieve in unfamiliar and hostile environments, such as the ocean
floor, asteroids or other planets, etc. Approaches based on auction [7,18,39] are
difficult due to the high demand for communication. In addition, the robots
that win the auction may malfunction or fail in the process and result in a high
failure rate and require even more communication resources and bandwidth to
recover faults. Potentially, maintaining communication through the sending of
messages [4,31] may not be possible and may cause the problem of clustering
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[27]. The approach based on the meeting point [27,30,31] requires robots to
be in a preestablished location and communicate. It is a concept taken from the
protocol used in human rescue teams under limited communication. The meeting
point, particularly the fixed meeting point, is reliable but inefficient.

Meng, et al. in [27], also propose a framework type reference solution, par-
tially addressing the problems in the coordination of robots under extreme condi-
tions with limited communication through the use of visual cues as alternatives.
However, using visual cues is not a viable option if there are heavy rains or dust
or sand storms. In addition, its model considers a hierarchical system, which gen-
erally requires greater coordination from higher level planning robots to lower
level robots. In addition, failures of leading robots can cause more coordination
problems for the recovery and location of a new leader.

Recently in [37], an approach was proposed for swarms of robots based on
self-regeneration and inspired by the process of formation of granulomas, which
is a process of containment and repair that is found in the immune system of
living beings , and that allows the recovery of certain failure modes during the
operation of the swarm. The disadvantage is that to contain the fault, a certain
number of robots are assigned in a coordinated way to separate the affected
robots from the rest of the swarm, which causes more resources to be used for
the containment of the problem.

Using an industrial approach, in [20] Khaldi et al. propose a detection of
faults by means of control charts, using a multivariate analysis method known as
PCA (Principal Component Analysis) for the variation parameters and a control
model called VVC (Virtual Viscoelastic Control) to keep the robots ordered in
a uniform way at a distance from each other. The drawback of this last study
is that you must previously have the control charts for the specific problem
you want to detect, and thus be able to build a reference model at the time
of detection. In turn, the swarm of robots must remain with some geometric
structure, due to its control VVC, so that what is limited to only work under
certain conditions and in scenarios without many obstacles.

3 Risk Analysis and Identification of Security
Requirements

Because swarm robotics presents particular security challenges that do not exist
in other technologies, it is necessary to perform a risk analysis of particular
characteristics that adapt to the swarm of robots and allow to identify their
vulnerabilities and threats. However, as the security analysis for these systems
is still in its infancy and there are only a few works that address the security
requirements, we only consider those for which the swarm of robots maintains the
availability for the execution of the assigned task. Those security requirements
that have to do with aspects such as integrity or confidentiality from the point
of view of information security are not considered.

In the brief study of the literature on swarms of robots and their security
requirements, we observe the following points:
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– Security requirements are often implicit and specific to a particular system.
– The security standards, for example, the Common Criteria for the evaluation

of information technology security [36] are too general to apply directly to
formal analysis.

– The security requirements are specified in different levels of details with dif-
ferent assumptions.

– The security requirements are expressed in several formats. Therefore, it is
difficult to combine existing requirements from different sources to make a
complete set of security requirements.

Therefore, our objective is to identify a set of explicit security requirements for
swarms of general robots, specifically oriented to maintain availability to perform
the assigned task and specify them in such a way as to provide information on
vulnerability and threat relationships.

3.1 Security Requirements Identification

Robotic swarming systems are, on the one hand complex, since they consist of a
large number of autonomous and, on the other hand, dynamic subcomponents,
since the subcomponents can vary according to the unpredictable environment.
To study the security requirements of a general robotic swarm system, we first
identify the subcomponents that can be potentially vulnerable and, as a conse-
quence, affect the behavior of the swarm. For each subcomponent, we identify,
both the objective of security, that for our study is the availability of execution
of the task by the swarm; as well as the attacks that can be applied to that
subcomponent, assuming that the environment of the swarm of robots can be
malicious

The corresponding relationship between the attack and the security proper-
ties are maintained, with the intuition that the security objective persists during
the attack, therefore in summary, the security requirements are composed of: (i)
Identification of vulnerable subcomponents. The following subcomponents
were identified: Actuators (motors), power supply (battery), sensors (proxim-
ity), communications and control software. (ii) Identification of the security
objective. It was determined that the security objective or security service as
specified in [15] is related to availability, which in this study, should ensure that
the swarm of robots is available to execute the assigned task and (iii) Identi-
fication of attack scenarios. Unlike security objectives, security attacks are
events that have a negative effect on system security due to unauthorized access
and modification of data, information, services, networks and systems devices.
Different subcomponents have different vulnerabilities and, therefore, are tar-
gets of different attacks. For each subcomponent, we collect and identify a set
of possible attacks [12,17,21,25,26,35].

3.2 Identified Subcomponents and Cyber Attacks

In this section we carry out a Failure Mode and Effect Analysis (FMEA) for a
robot swarm connected wirelessly. The methodology is simple, see [6]. We try
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to identify all the possible dangers, which can be attacks/failures in robots or
subsystems of robots. Then, in each case, we analyze the effect of the danger
in each of the global behaviors of the swarm. Therefore, we constructed an
image of the tolerance of the swarm to both types of danger and began to
understand which hazards are the most serious in terms of the general behavior
of the swarm. FMEA is, in this stage, essentially qualitative. In this study,
we consider only internal risks. External risks (i.e., communications noise) are
extensively investigated in [29]. Since, in our case, the robots in the swarm are
all identical, the (internal) risk analysis requires that we consider only the faults
that could occur in one or more individual robots, and then consider their effect
on the global behavior of the swarm. In Table 1, we present in summary the
results of each step in the process of identification of security requirements. The
identified sub-components are presented, as potentially vulnerable to an attack
that compromises the swarming behavior of robots, as well as possible attacks
that could affect them.

Table 1. Summary of security requirements.

Attacks Subcomponent

Actuator Sensor prox. Sensor loc. Comm. Software

Jamming Apply Apply Apply

Flooding Apply Apply Apply

Denial of service Apply Apply Apply Apply Apply

Buffer overflow Apply Apply

Fuzzing attack Apply Apply Apply

Man in the middle (Injection or modification

of code)

Apply Apply Apply Apply Apply

Suppression of physical component warning Apply Apply Apply

Security objetive Availability in the execution of tasks

4 Bio-Inspired Resilience Against Cyber Attacks

An interesting analogy can be made between a system that has the capacity to
withstand and recover from attacks, that is, a resilient system, and the adaptive
immune system of the human body. The adaptive immune system must allow the
cells and tissues of the body to function normally, while mounting an immune
response or attacking what may be abnormal cells or tissues (e.g., infected cells
and cancer cells) [16]. Our proposed solution is based on the Cross-Regulation
Model or CRM [3,23,24], which is a mathematical model whose strength is to
capture the characteristic of the immune system known as body maintenance
[5,38], defined as the ability of the immune system to maintain its host despite
the unpredictable events that you will undoubtedly encounter in the course of
your life.
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The idea of body maintenance in biological systems is comparable to
resilience in engineering systems; both continue to operate even in unusual or
unexpected circumstances. With this idea, the MRC model allows the system to
discriminate between antigens (for this research, normal and abnormal behav-
iors) based solely on its density and persistence in the environment. The model
is able to simulate the tolerance of body antigens (the molecular components
of body tissues) that are characteristically persistent and abundant and, at the
same time, perform an immune response to foreign pathogens, which are charac-
terized by not being persistent or abundant. The research presents three general
contributions:

1. A distributed behavior observation model for swarms of spatially distributed
large-scale robots that allow a robot to characterize the behavior of its neigh-
boring robots using limited detection capabilities and sporadic observations.

2. Detection of attacks that can be parameterized to balance the compensation
between latency in the identification of defective robots in the swarm, and
the number of false positive incidents; and

3. A distributed swarm coalition algorithm to consolidate the decisions taken by
individual robots on their neighbors to a robust swarm-level decision on the
normal/abnormal state of the robot, crucial to provide collective strategies
for recovering attacks for the swarm.

4.1 Behavior Detection

The detection process is divided into the following three phases:

1. The robots observe and characterize the behavior of their neighbors over
a period of time and estimate the corresponding behavioral characteristics
(Fig. 1a).

2. Each robot executes the MRC and classifies the behaviors observed as normal
or abnormal, where the abnormalities are consistent with attacks on the robot
(Fig. 1b).

3. The robots form voting coalitions to consolidate their decisions at the indi-
vidual level on the abnormalities of behavior detected (Fig. 1c).

4.2 Robot Behavoir Characterization

Robot behavoir characterization according to the result of the risk analysis, is
divided into three general classes, (i) the immediate environment of the robot
(sensors), (ii) Robot movements (actuators) and (iii) the response of the robot
to events (sensorimotor interactions). The behavior characteristics of each class
are used to identify the behavior of an observed robot, coding each character-
istic in binary string (present = 1, absent = 0) to form a binary chain that we
call the characteristics vector (VC). In the simulations, a VC comprises the con-
catenation of six functions (F1, F2, F3, F4, F5, F6), with two functions for each
class of behavior characterization grouped as follows: Characteristics in the
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(a) Behavior observation (b) Individual execution
of the CRM

(c) Coalition to detect ab-
normal behavior

Fig. 1. (a) The robots observe the behavior of the neighbors, (b) Each robot executes
its copy of the CRM individually and (c) The coalition is carried out to detect the
abnormal behaviors.

immediate environment of the observed robot . The first two characteris-
tics F1ij(τ) and F2ij(τ) at time τ correspond to the number of neighbors of the
robot rj as observed by the robot ri. Characteristics of the action of the
observed robot. The following two characteristics F3ij(τ) y F4ij(τ), belong to
the motor actions of the robot rj observed by ri. Characteristics of the sen-
sorimotor interactions of the observed robot The two final characteristics,
F5ij(τ) and F6ij(τ), belong to the sensorimotor interactions of the robot rj , as
observed ri.

4.3 Attack Detection

In the next phase of detection of the attacks, an instance of the MRC is exe-
cuted in each robot to classify the observed behavioral characteristics vectors
as normal or abnormal. Behaviors in the swarm that are persistent and abun-
dant (performed by most robots) should be treated as normal. Conversely, rare
behaviors (exhibited by fewer robots) must be classified as abnormal.

5 Experimental Setup and Results

We use a multirobot simulator based on physics and discrete time called
ARGoS [33], designed to realistically simulate complex experiments involving
large swarms of robots. We simulate a swarm of robots composed of 20 e-puck
[28] robots located in an environment with a size of 3 × 3 m2 (see Fig. 2). The
e-puck robot has a diameter of 7.5 cm, a maximum speed of 5 cm/s, and a control
cycle of 0.1 s. In our experiments, the e-puck robot model is equipped with eight
infrared proximity sensors to avoid obstacles and two actuators that control the
speed and direction of movement of the robots. Each robot is also equipped with
an extension plate to measure range and heading (location) [11], which allows a
robot to estimate the relative location and orientation of neighboring robots.
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(a) Snapshot of the initial
position of the robots

(b) Snapshot of progress
in search of the objective

(c) Snapshot of the fi-
nal position of the swarm
when locating the target

Fig. 2. The robots are established in an initial random position (a) and advance in a
group cooperatively looking for the objective (b) until its location (c).

5.1 Behavior Simulated by the Robotic Swarm

In the homogeneous behavior of the swarm, all the robots of the swarm execute
an identical behavior throughout the duration of the simulation. The homoge-
neous behavior to be simulated will be that of search of a source or objec-
tive , where the robots move towards a single pre-established objective, which
serves as a point of reference, this behavior also implies that they move away if
they are too close to the target or other robots. The position of the objective is
fixed at the beginning of the experiment. At the beginning of the experiment,
the robots are placed randomly in the first 1.5 m2, so that from there they can
move towards the target. Robot behaviors are implemented using a substraction
architecture [2].

5.2 Simulated Attack Behavior

In the experiments, the attacks are simulated by means of the fault signals
directly in the sensors and actuators of the robot. Consequently, the resulting
defective behavior of the robot corresponds to the actions performed by its con-
troller, which is provided with the input of defective sensors or whose commands
to the actuators are not executed correctly by the underlying hardware. The sim-
ulated attacks in the experiments are represented by seven different scenarios
involving permanent attacks on the sensors and actuators of the e-puck robots.

Infrared Proximity Sensors. For infrared proximity sensors, sensor control
attacks represent scenarios involving intentionally disconnected proximity sen-
sors (SMIN), obstructions (simulating, for example, a portion of dust) stuck in
proximity sensors (SMAX), and scenarios between these two extremes such as
an obstruction in the proximity sensor that temporarily and partially develops
as the robot moves through the environment (SRND). Actuators. Attacks on
the control of the actuators of the e-puck robots occur when one or both of the
motors appears to be malfunctioning, or if the tire on the rim of the robot is
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worn. This attack simulation prevents the robot from turning the affected wheel
(left wheel IACT, right wheel DACT, both wheels AACT).

5.3 Results

In the Table 2, the average distances that were obtained in the experiments are
shown. In the experiments with the swarm of 20 e-puck robots, simulating a
search behavior of a source or objective, 70% performed the normal behavior
and the remaining robots, the abnormal behavior indicated.

Table 2. Summary of results

Experiment Average swarm distance to target

Normal 23.8 cm

DoS-AACT (s/MRC) >150 cm

DoS-AACT (c/MRC) 39.92 cm

MiM-SMIN (c/MRC) 24.87 cm

MiM-SMAX (c/MRC) 27.94 cm

MiM-SRDN (c/MRC) 30.52 cm

Fig. 3. Final average distance to the objective for all experiments

In the Fig. 3, by means of a box diagram, a comparison of the final average
distances to the objective that were obtained for each experiment is shown. As
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expected, in the Normal experiment, the swarm reached the target in a very
compact manner and was located at the shortest distance from all the experi-
ments. On the contrary, the experiment called Abnormal (DoS-AACT without
MRC), does not have a large dispersion but at no time approaches the target,
because the swarm of robots is “anchored” to the distance where the attack
occurred.

Now, when implementing the scheme based on the MRC model, we can see
that, even though there is more dispersion in the experiments AACT (DoS-
AACT with MRC), SMAX (MiM-SMAX with MRC) and SRND (MiM-SRND
with MRC), due to the affected robots that are left behind, the trend in the
average distance of the swarm approaches an acceptable value very close to the
target, so it can be assumed that the swarm ended or the task will eventually
end. On the other hand, the experiment SMIN (MiM-SMIN with MRC) is the
one that comes closest to the normal experiment, both in the dispersion and in
the average distance, however, in this experiment some collisions arise due to
the alteration in the sensors of proximity, this in some cases could be tolerable
or not, depending on the type of application in which the swarm of robots is
deployed.

Although our proposal is limited, on the one hand, to a limited number of
robots that form the swarm and, on the other hand, to the type of attacks exe-
cuted, the most important advantages of our model are that, in a generic way, it
allows us to observe the Robot behavior in a distributed manner, considering the
limited detection capabilities and periodic observations. Likewise, the resulting
distributed coalition algorithm allows to consolidate the decisions taken by the
individual robots, providing a robust decision of swarm level that is crucial to
provide collective recovery strategies before other types of cyber attacks.

6 Conclusions

The detection of attacks and tolerance to failures represent two of the most
important problems in the field of swarm robotics. The swarms of robots in many
real-world scenarios will operate in unstructured environments and, therefore,
will require a protection and detection system that can adapt to the temporal
variations of robot behavior and perturbations of the robot. environment. As far
as we know, this is the first thesis work that has studied this problem. So, for
the security scheme, we tried to formalize it, design it and test it experimentally
to present and discuss its efficiency as a solution proposal. In this work it has
been shown that by characterizing the behavior of the robot as a vector of
characteristics, certain types of attacks can be identified towards the swarm, with
a generally high reliability. Having said that, it is recognized that the diagnosis
of attacks that generate failures in robot swarms is by no means complete.

There are still a number of problems to be addressed, such as how a system
can reliably diagnose the types of attacks that can manifest and be generated in
different ways, and even how they can be diagnosed in real time for very changing
environments. Finally, from a reliability perspective, future work should focus on
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expanding the methods for the mathematical modeling of robotic swarm systems,
working on the more detailed analysis of “security” at both the swarm level and
at the level of a robot. individual and develop methodologies and practices for
engineering tests in robot envelopes. It is clear that it is necessary to do a lot of
work before the swarms of robots can become a reliable reality from the point
of view of engineering.
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Abstract. In this work, the delay and sum (DAS) beamforming algorithm
commonly used in several areas of engineering and robotics is modified and
implemented for the identification and localization of acoustic sources. Its
classical approach uses a systematic scanning of all points in a given space
domain to localize a disturbance source. DAS is efficient when the searching
area is small, but it becomes time consuming when the area increases, or when
its topology is unknown. Here, an algorithm that uses beamforming information
and a chaotic search scheme for optimal target localization is proposed. The
algorithm is performed in two stages: first, the entire work area is mapped using
chaotic sequences to determine a vector with the locations with a high proba-
bility of finding a source. The second stage initiates a search for a global
optimum using chaotic walk trajectories. The proposed algorithm is tested with
known analytical functions and then implemented using a time domain simu-
lation of acoustic field and an array of sensors. The algorithm performance for
the synthetic signals was compared with the traditional systematic scan. The
results showed a reduction in searching time of 90% with similar localization
accuracy as the typical beamforming.

Keywords: Optimization � Chaos � Scanning

1 Introduction

The theory of how to find a strategy for the search of a target or a perturbation source,
fixed or in movement has been studied by scientists for more than 50 years. In search
theory, a systematic scan is commonly used as a basic searching technique [1]. Many
applications of the search theory can be found in various areas of engineering and
science i.e., robotics, astronomy, mechanical engineering, etc., and for applications in
the industry, medicine, biology and energy exploration.

Beamforming is a technique commonly used for detection of a target to estimate the
direction of arrival of a signal or to intensify a selected signal that is mixed with noise,
reverberations or other signals from other sources [2]. The algorithm is a spatial filter
that combines the signals received by an array of sensors to generate a beam in a
particular direction, making it possible to observe the desired signal and attenuate
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signals from other directions. The beamforming algorithm has been studied and used in
the area of robotics, seismology, communications, radar, sonar, to mention a few. To
improve the performance of classical time domain beamforming, applications of
frequency-domain analysis as well as the use of adaptive algorithms that allow mod-
ifying the weight and delay based on the characteristics of the received signals has been
studied [3].

Recently, in the area of Structural Health Monitoring (SHM), beamforming algo-
rithms were used to process the data received from ultrasonic sensors to identify the
location, shape, size of structural damage when exciting an ultrasonic wave and
measuring the reflected waves of damage using an array of transducers [2].

For a systematic scanning the value of the probability of finding an unknown source
tends to one when the searching step resolution is small, and the workspace is well
defined. However, such a scheme can be time consuming and computationally inten-
sive. The problem of searching for a stationary or non-stationary target by a mobile
robot has also gained considerable attention from the scientific community for its
potential application in searching tasks such as in military, surveillance, or rescue
operations [4]. Chaos dynamics has been recently reported as a tool to explore vigi-
lance zones with a complete and fast coverage of the workspace using robotics systems.
The problem of searching for a target can be interpreted as an optimization problem
where the optimum on a map distribution defined by the cost function needs to be
found.

The stochastic optimization algorithms are based on random generation of sampled
points for the implementation of non-linear local optimization search procedures. The
main disadvantage of these algorithms is their premature converge which often leads to
a local instead of the global optimum [5]. Recently, some researchers investigated the
use of hybrid algorithms, especially stochastic algorithms combined with chaos opti-
mization algorithms (COA) [6]. These use chaotic sequences to produce a global search
variable and have been studied using numerical sequences generated by a chaotic map
[7]. The advantage of the hybrid algorithms is that they can easily escape from local
minima when compared with classical stochastic optimization algorithms [5]. Unfor-
tunately, the statistical properties of the chaotic maps might affect their performance,
requiring further studies.

In this work, a beamforming scheme based on chaotic optimization that implements
sounds sensors to detect a target is discussed. The objectives are: first, to study the
effect of using chaotic and uniformly random maps on optimization; second, to develop
a modified COA using chaotic walk [8] to reduce detection time of a target; and third,
to implement the proposed algorithm using beamforming with a time domain simu-
lation of an acoustic field and an array of acoustic sensors.

The paper is organized as follows: Sect. 2 introduces basic theory on chaos map-
ping and their statistical properties. Section 3 describes the beamforming technique
applied for acoustic sources. In Sect. 4 we discussed the proposed COA algorithm with
chaotic walk. Finally, the numerical results and conclusions are presented in Sects. 5
and 6 respectively.
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2 Stochastic and Chaotic Optimization

Stochastic optimization algorithms do not depend on a strict mathematical property of
the optimization problem, such as continuity, differentiability, or an accurate mathe-
matical description of objective functions and constraint conditions, and therefore their
optimization procedures are easy to implement [6]. However, these algorithms usually
exhibit premature convergence and weak exploitation capability, leading to a local
optimum instead of global optimum and thus slow convergence. Alternatively, chaos
has been proposed as an optimization algorithm due to its topological and statistical
properties. Chaos occurs in many nonlinear systems, where their evolution on time is
unpredictable. To classify the behavior of a system as chaotic, this must have certain
properties: sensitivity to initial conditions, pseudo-randomness and ergodicity that
implies that a chaotic sequence can visit all the state of a strange attractor [9]. These
properties found in chaos optimization algorithm could have a better performance than
stochastic algorithms [7].

Figure 1 shows the distribution sequence of a random uniform variable and its
respective distribution for the first 500 values. The results for this small sample make
evident the nature of the uniform distribution.

Now, we turn to the chaotic dynamical system. A one dimensional simple map that
can generate a chaotic sequence is the logistic map. This is a polynomial map that can
lead to complicated phenomena of chaotic dynamics and can be represented as:

cnþ 1 ¼ lcn 1� cnð Þ; 0\l� 4; cn 2 0; 1ð Þ; ð1Þ

where cn is the n-th chaotic number, with n denoting the number of iteration and l a
control parameter. The system (1) has different dynamics characteristic for different
value of l. When the value of l ¼ 4 the trajectory is chaotic between values (0, 1). The
simulation results using l ¼ 4 are shown in Fig. 2(a). The resulting probability density
function (PDF) is a Chebyshev distribution [7], where the center of the distribution
show a quasi-uniform distribution, as can be seen in the histogram (Fig. 2(b)).

Fig. 1. (a) Uniform random distribution sequences; (b) corresponding histogram.
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It has been reported that a logistic map can have some limitation when used for
chaos optimization due to its non-uniform distribution [7]. An alternative is the Kent
map which has a theoretical uniform PDF distribution and it is defined as:

cnþ 1 ¼
cn
b 0\cn � b

1�xn
1�b b\cn � 1

(

; ð2Þ

where b is a control parameter with interval 0\b\1, and the sequence is bounded in
(0,1). Figure 3 shows an example for b ¼ :8 and its corresponding histogram. The
plotted distribution exhibits a pattern that resemblances a uniform distribution as n
increases.

The chaotic sequences in a 2D workspace for these two chaotic maps are compared
with a uniform distribution. Figure 4 show results for 1000 iterations. Clearly the
distributions obtained using chaotic maps provide an almost uniform distribution with
the advantage that according to topological properties of chaos theory all open set in
the map can be visited. We then tested these maps with selected functions to study their
performance for global maximum search.

Fig. 2. (a) Chaotic trajectory generated by the logistic map with l ¼ 4; (b) histogram of the
chaotic map

Fig. 3. (a) Chaotic trajectory generated by the Kent map; (b) histogram of the chaotic sequence.
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3 Delay and Sum Beamforming Theory

Beamforming is an array processing algorithm, that focus the array’s signal-capturing
abilities in a defined direction of a working space. Beamforming algorithms can be
used to detect both active or passive sources. An active acoustic source can generate
acoustic waves actively, while a passive source can only reflect an incident wave.

The idea of the delay and sum beamforming algorithm is that if there is a number of
signal measurements ðym;m 2 1. . .MÞ taken from M sensors, for each signal a delay
ðDmÞ and an amplitude weight ðwmÞ can be applied (see Fig. 5). The amplitude weight
enhances the beam’s shape and reduces sidelobe levels. The delay is adjusted to focus
the array’s beam on signals propagating in a specific direction ~c0. The beamformer’s
output signal can then be expressed as:

Z tð Þ ¼
XM�1

m¼0

wmym t � Dmð Þ: ð3Þ

At each point in the working space there will be a representation of Eq. (3); thus,
the beamforming energy (or power) at this scanning location becomes a global max-
imum when the measurement’s location is coincident with the location of a “real”

)c)b)a

c 2 c 2 c 2

Fig. 4. Distribution in two dimensions with 1000 iteration; (a) Logistic map; (b) Kent map;
(c) Random uniform distribution.

Fig. 5. The output of the beamformer zðtÞ is obtained by adding together the sensor’s output
after a delay and amplitude weight has been applied to each. The delay can be chosen to
maximize the array’s sensitivity to waves propagating from a specific direction.
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acoustic source. By repeating the same procedure at all tested points, the beamforming
energy map in the space can be reconstructed. Finally, the target (global maximum) on
the reconstructed beamforming power map can be identified.

In this work, instead of the typical beamforming with a systematic search, we are
proposing to approach the search as an optimization problem using the beamforming
energy information as the cost function.

4 Proposed Optimization Algorithm Based on Chaos Theory

Optimization algorithms depends on the initial configuration to obtain the global
minimum and to avoid being trapped in a local minimum. The proposed chaos opti-
mization algorithm will include two stages as described in Fig. 6. The first stage of the
algorithm maps the entire area aiming to find areas where is more likely to find the
global optimum. Thus, it is possible that the second stage could begin near a local
optimum, this might allow to assure a rapid convergence.

The proposed optimization algorithm is described below:

First stage:

1. To generate the chaotic or random sequences, initial values ck¼1
i ðk ¼ 1; . . . nÞ are

set and initialization of parameters is defined to include: number of iterations n,
lower limit Li and upper Ui of the sequence; where i represents the dimensions
(i ¼ 1; 2 or 3Þ of the function to be optimized. Also, an optimal value threshold
f �th ¼ f o is established:

2. The chaotic variables cki (bounded by (0, 1)) are mapped in the range of the set
limits (optimization variables xki ) by Eq. (4)

xki ¼ Li þ Ui � Lið Þcki ð4Þ

3. The function is evaluated with the optimization variables f ~xk
� �

: If the value of the

function f ~xk
� �

\ f �th, the value is saved to form a local optima vector ~f �j ¼ f ~xk
� �

where j is the number of local optima found and the vector of optimal solution
~x�j ¼ ½xki �. By iteration, the next variable is generated ckþ 1

i up to k ¼ nþ 1. This

process will generate a data matrix (D ¼ ½~xkj~f �j �) with column vectors of the

Fig. 6. Two-stage proposed chaos optimization scheme.
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optimum vector position (~xkj ) and the corresponding value of the cost function

evaluated at that position (~f �j ).
Second stage:

4. The number of iterations n and the initial values hk¼1 and fk¼1 are defined.
5. A modified Pearson’s equation is used to implement optimization using chaotic

walk. The Pearson equation is defined by:

xki ¼
Xn

k¼1

fkeih
k

; ð5Þ

where xki is the new position, which is given as a sum of n two-dimensional vectors
with a step size ðfkÞ of the iteration k and orientation (hk). The value of fk y hk are
given by the chaotic map. The values of hk are mapped within the range ð0; 2pÞ
using Eq. (5).

6. The optimization variables outside the limits are adjusted by: xki \Li then xki ¼ Li;
xki [Ui then xki ¼ Ui.

7. The function f ~xk
� �

is evaluated with the optimization variables. If the value of the

function f ~xk
� �

\~f �j then ~f �j ¼ f ~xk
� �

and the optimal solution ~x� ¼~xk. The next

variable is generated ckþ 1
i until k ¼ nþ 1 and the process is repeated in each

optimal.

5 Numerical Results

5.1 Test with Benchmark Function

To test the efficiency and performance of the proposed algorithm these were evaluated
using the Himmelblau’s function (Fig. 7). The Himmelblau’s function has four local
minimum (without a global) all with optimum value f � ¼ 0 in the positions x�1 ¼ ð3; 2Þ,
x�2 ¼ ð�2:8; 3:1Þ, x�3 ¼ ð�3:7;�3:2Þ and x�4 ¼ ð3:5;�1:8Þ.

Fig. 7. Himmelblau’s function f x; yð Þ ¼ x2 þ y� 11ð Þ2 þ xþ y2 � 7ð Þ2.
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Figure 8(a) shows a schematic of the result of the general search carried out for the
first stage of the algorithm in the Himmelblaus function. The gray points indicate the
location where the function was evaluated and the black dots are the optimal. To reduce
redundancy, a search area (rectangle) around the lowest optimum found is set. In this
example, we leave four possible candidates as initial points for the second stage. In
each of the candidates the second stage is performed (Fig. 8(b)). The second search will
end when the convergence criteria is satisfied (number of iteration) and the optimal
value is found (asterisk).

Table 1 shows the positions and values found with our proposed algorithm and are
compared with the actual values of the function. The total computational time (for both
stages) is also given. The location of the optimum location (1–4) is shown.

Table 2 the results of executing the algorithm 30 times on the Himmelblaus’s
function are given. To study the effect of the search point distribution on the opti-
mization algorithm performance several repeated tests (30 times) using the logistic
map, Kent map and uniform random distributions were carried out. A total of 1100
search points were used in each case.

Fig. 8. Himmelblau’s function projection (X–Y plane); (a) Fist stage; (b) Second stage.

Table 1. Simulation results of Himmelblau’s with the logistic map.

# Solution Found
position

Function value Time (sec.) Actual
position

Function value

x y x y

1 2.9 2 .02 3.4 3 2 0
2 −2.7 3.1 .06 −2.8 3.1 0
3 −3.7 −3.2 .008 −3.7 −3.2 0
4 3.5 −1.8 8.3e−4 3.5 −1.8 0
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Table 2 show that there is not much difference between the values found with each
of the sequences, this means that optimums found in the first stage were close to the
final optimum values. However, the logistics map showed a 67% effectiveness when
finding the four locations of the function. Kent’s map and random variables show 87%
effectiveness.

5.2 Test with Beamforming and Acoustic Signal

To test the efficiency of the algorithm in the detection of one or several sources and the
possible reduction of time in the search by applying the DAS algorithm, simulation of
the active sources and the generation of the received signals by the sensor array was
used. The time domain acoustic and ultrasound simulations was carried out using the
open source k-Wave toolbox for Matlab [10]. The program solves the wave acoustic
equation using finite difference approach. The acoustic problem is described in Fig. 9
(a). An search area of 50 � 35 cm with a spacing with an spatial resolution of
0:2 � 0:2 cm2. A linear array of 9 sensors was located on the 0; 0ð Þ coordinate axis of
the rectangular area and a spacing between d ¼ :4 cm sensors was used. The source
(target) was placed in (10, 14) position. A tone bust of 3 cycles of f ¼ 200 kHz was
used as the acoustic disturbance coming from the source. Figure 9 show the simulation
of the wave propagation using the k-Wave. An example of the received signal by the
odd sensors of the array is show in Fig. 9(c). The dot line shows how the signal is
received with certain delay which depend the position of the sensor and the origin of
the source.

Table 2. Simulation results of Himmelblau’s with the proposed algorithms.

Cases Optimum Optimum value Time (sec)
Best Worst Average Best Worst Average

Logistic map 1 3.1 E−06 0.04 0.006 1.8 3.4 2.5
2 2 E−04 0.03 0.004
3 9 E−06 0.02 0.004
4 5 E−06 0.03 0.006

Kent map 1 6.7 E−06 0.02 0.005 2.2 3.8 2.6
2 2.4 E−05 0.01 0.003
3 5.1 E−05 0.18 0.017
4 6.7 E−05 0.01 0.004

Uniform random 1 9.7 E−05 0.03 0.004 2 3.1 2.4
2 2.1 E−05 0.13 0.013
3 2.6 E−06 0.07 0.005
4 1.9 E−05 0.01 0.002
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Figure 10(a) shows the reconstruction of the area’s energy field using Eq. (3) by
performing a systematic scanning. Figure 10(b) shows the results of applying the
proposed optimization algorithm. Based on the received signals, an energy is estimated
to define the threshold. To define the limits of the discretization area, an d ¼ 5 was
used.

Fig. 9. (a) Simulation design where the propagation velocity is c ¼ 150; 000 cm/s; (b) Source
signal; (c) received signal example from the first three sensors.

Fig. 10. (a) Energy map reconstruction using DAS beamforming algorithms in 3D; (b) Source
search using the proposed algorithms.
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Table 4 shows the results with the beamforming algorithm using a systematic
search and our proposed algorithm. There is dramatic reduction in search time inde-
pendent of the number of acoustic sources (target). As expected there is slight increase
in time when you have two sources but this is still good (Table 3).

Figure 11 shows the results obtained when another source placed in (−20, 30) was
added. Table 4 shows that the proposed algorithm has three sources, this is due to the
selection of the limits for the discrimination of the optima found in the first stage.

The advantage of applying the proposed algorithm is the observed reduction in the
search time of the acoustic sources, with a found location near to those obtained with a
systematic search. However, the proposed algorithm accuracy still depends on the
performance of the beamforming algorithm. A problem that requires further study.

Table 3. Simulation results of applied the beamforming algorithm (source location (10, 14)).

# Source Proposed algorithm Systematic scanning

Position Value Time (sec.) Position Value Time (sec.)
x y x y

1 9.8 13.9 1974 30 10.2 14.2 2051 311

Fig. 11. (a) Energy map reconstruction using DAS beamforming algorithms in 3D with two
source; (b) Source search using the proposed algorithms.

Table 4. Simulation results of applied the beamforming algorithm (source 1 location = (10, 14)
and source 2 location (−20, 30)).

# Source Proposed algorithm Systematic scanning

Position Value Time (sec.) Position Value Time (sec.)
x y x Y

1 10.2 14.1 4708 36 10.2 14.2 4709 447
2 −20 30.2 7299 −20 30.2 7291

−19.1 28.3 6497 – – –
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6 Conclusions

A beamforming algorithm to detect acoustic sources was proposed. The algorithm uses
a quasi-stochastic optimization technique using chaotic variables. The algorithm
methodology have to basic stages: first, a search of the possible optimal values
(maximum or minimum) is carried out; second a chaotic walk to find optimum values
with initial values found in first stage is performed. The proposed methodology was
compared with different schemes, combining random and chaotic sequences. The
logistic map and the map of Kent were used to generate the chaotic sequences. It was
observed for known functions that the best performance for the sequence with better
uniform distribution. A time domain acoustic problem with an acoustic (or multiple)
sources and an array of sensors was modeled using finite different method. The opti-
mization algorithm was then applied for the detection of one and two acoustic sources
using a modified beamforming algorithm. The results showed a large reduction in the
search time when compare with beamforming using systematic scanning. As part of the
future work, it is the application of the algorithm in robotics sensing equipped with an
ultrasonic system for searching and identification of acoustic sources.
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project CB-286907.
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Abstract. Deep learning-based frameworks have been widely used in
object recognition, perception and autonomous navigation tasks, show-
ing outstanding feature extraction capabilities. Nevertheless, the effec-
tiveness of such detectors usually depends on large amounts of train-
ing data. For specific object-recognition tasks, it is often difficult and
time-consuming to gather enough valuable data [10]. Data Augmenta-
tion has been broadly adopted to overcome these difficulties, as it allows
to increase the training data and introduce variation in qualitative ele-
ments like color, illumination, distortion and orientation. In this paper,
we leverage on the object detection framework YOLOv2 [12] to evalu-
ate the behavior of an obstacle detection system for an autonomous boat
designed for the International RoboBoat Competition. We are focused on
how the overall performance of a model changes with different augmen-
tation techniques. Thus, we analyze the features that the network learns
by using geometric and pixel-wise transformations to augment our data.
Our instances of interest are buoys and sea markers, thus to generate
training data comprising these classes, we simulated the aquatic surface
of the boat and collected data from the COCO dataset [8]. Finally, we
discuss that significant generalization is achieved in the learning process
of our experiments using different augmentation techniques.

Keywords: Data augmentation · Synthesized images · Deep learning
Object detection · Computer vision

1 Introduction

Recent Deep Learning-based object recognition frameworks have shown that in
general, the effectiveness of object recognition tasks improves as the volume
of data increases. Nevertheless, training data is often not enough to produce
robust detection and classification systems. Another aspect that has an impor-
tant impact on model performance is feature extraction. If a model is able to
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extract rich features from a dataset by reducing the amount of information
needed to describe it then, it will most certainly be able to generalize well to new
data. However, it is frequently difficult to adapt public datasets like COCO [8] or
ImageNet [13] datasets to specific interests. Furthermore, collecting and annotat-
ing images could be time-consuming because it involves being able to find data
that introduces sufficient variability to the training set to produce good models.
Training with inadequate datasets might result in consequences like having mod-
els that do not generalize well to new samples, i.e. they overfit, or even models
that are unable to fit the training data, i.e. they underfit.

These limitations have motivated using a widely known technique called Data
Augmentation (DA) [1], which consists on extending the training dataset by
generating synthetic samples to improve the robustness of the models. Previous
work has been focused on demonstrating that DA can behave as a regularization
technique to prevent over-fitting. Nonetheless, it is frequently difficult to deter-
mine which type of augmentations are useful to produce accurate models as it
often depends on the morphology of the object being analyzed by the neural
network. This means that there are augmentation methods that may not work
for all kinds of objects because different appearance factors might be captured
by the networks with each technique. For this reason, as stated in [10], Convo-
lutional Neural Networks (CNNs) might learn contrasting features from images
containing the same type of object when different DA techniques are applied.

In this paper, we are focused on improving the performance of a detection
system for an autonomous vehicle that needs to navigate through an aquatic
obstacle course for the International Roboboat Competition. This self-navigating
boat attempts to mimic coastal surveillance tasks and other oceanographic oper-
ations that are currently being developed for autonomous maritime surveillance
systems. Our obstacle detection system leverages on the CNN presented in [12]
to perform detection and classification of our instances of interest, i.e. spherical
buoys and sea markers. However, due to our small and highly biased dataset,
we propose exploring Data Augmentation techniques to prevent overfitting and
improve the performance of the system. Thus, in the following sections, we out-
line each of the data augmentations techniques used to generate training data,
and we discuss the overall results of the experiments that were carried out in this
work. Finally, to our knowledge, approaches that perform detection and classi-
fication of our classes of interest have not been explored, therefore, the results
that we present are only compared against our experiments.

2 Related Work

This section gives an insight into the work focused on designing and evaluating
Data Augmentation techniques. Different types of augmentation transformations
can be grouped into several categories depending on the criteria being evaluated
in each research work. In [9], two different categories for data augmentation
are proposed: geometric transformations and pixel value changes. The former
describes changes that must be applied to the image and its ground truth label:
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translations, rotations, mirroring, crops and distortions. The latter produces
changes only on the image without affecting its ground truth label: noise, blur-
ring and changing color spaces. The methods used in the aforementioned app-
roach were used for road segmentation with the KITTI [2] dataset. Their results,
show that geometric transformations introduce higher variability thus, better
segmentation. However, by using both types of methods together, they showed
better generalization against changes in illumination, texture and perspective.
Random Erasing (RE) is introduced in [16]. It is a complementary method to
traditional DA techniques. During the training process, RE chooses a rectangle
region in a given image and changes its pixels with random values. This method
shows a reasonable improvement in various recognition tasks. For instance, it
responds fairly well against occluded objects in images from the CIFAR-10 and
CIFAR-100 datasets [6].

In [10], using the R-CNN detector [3], they evaluate in an empirical fashion
the kind of transformations that result more valuable to increase the robust-
ness of object recognition tasks. They explore creating synthetic images using
CAD models of different rendering types. Additionally, they apply transforma-
tions such as cropping, blurring and color shifts. Also, they extend the dataset
using the Pascal3D+ dataset [15]. They concluded that synthetic data by itself
under-performs compared to using only real data. Nevertheless, they discussed
that certain types of rendered images when used along with the non-augmented
dataset add important information that improves accuracy and robustness.

Recent approaches have explored the use of Generative Adversarial Neural
Networks (GANs) [4] to augment datasets. These are powerful learning tech-
niques that use one network to generate synthetic data during the training pro-
cess and another network to perform the recognition task. Using GANs, [7]
proposes a sophisticated process called Smart Augmentation (SA). It attempts
to learn the best augmentation strategies for a given class of input data. This
is done by merging samples of the same class and used them to train the net-
work. SA shows an improvement in model performance allowing the network
to come up with unusual augmentation techniques that work even better when
used along with traditional DA. An important aspect that was demonstrated in
this work is that augmentation is a process that can be automated reducing the
time needed to create augmented datasets.

Finally, the approach presented in [11], compares the validation accuracy of
a model using both traditional DA transformations and styled transformations
using GANs. The first approach includes shifts, flips, distortions and rotations,
whereas the in second approach they translate the original dataset images into
the styles of artists like Monet, Van Gogh and Cezanne [17]. They also proposed
another experiment with Neural Augmentation. Using their original dataset,
they took two random images from the same class and concatenated them to
create an augmented image. In their results, they show that traditional meth-
ods have a higher accuracy than the use of GANs. Nevertheless, both experi-
ments significantly improve the robustness of the model. They also noted that
neural augmentation works in many experiments but has no effect in certain
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experiments, hypothesizing that it may be due to the simplicity of the features
presented in some of the datasets they used.

3 Approach

The main goal of this paper, as we mentioned in the previous sections, is
to demonstrate how the use of Data Augmentation transformations allow to
improve the accuracy of a detection system used on an autonomous boat. There-
fore, in the following subsections, we explain in detail the framework used to
perform detection and classification. Then, we describe how the datasets were
generated and the data augmentation techniques used and finally, the implemen-
tation details of our approach.

3.1 Object Detection System

This section provides details about YOLOv2 [12], the object detection framework
used in our experiments. Compared to many state-of-the-art detection systems,
YOLOv2 is significantly faster. This is because many frameworks depend on
complex feature extractors, such as VGG-16 [14]. Although the aforementioned
model is highly robust, it requires more than 30 billion floating point operations
for a each 224 × 224 image. In contrast, YOLOv2 uses a network model called
Darknet-19, composed of 19 convolutional layers and 5 maxpooling layers. Their
network model requires 5.58 billion operations to process an image of the same
resolution. This allows the system to be faster, albeit slightly less accurate. For
our work, we consider a rapid response is an important aspect to acknowledge
as the autonomous boat relies on the latency of detection predictions. However,
there is still room for improvement in terms of the accuracy of the system. To
address this, we propose using the data augmentation which will be further
explained in Sect. 3.3.

3.2 Datasets

Prior to outlining the data augmentation techniques used in this work, we
describe the three datasets that were used to train the network model from
the previous section. As mentioned before, we are focused on detecting two dif-
ferent objects: buoys and sea markers. To build our datasets, we gather data
from different surroundings containing objects that share similar characteristics
with buoys and sea markers. With this dataset, we evaluate if overall generaliza-
tion is achieved by introducing images from various surroundings. However, we
also collected images from a simulation of the environment were the boat navi-
gates. Finally, we build a dataset by combining both dataset 1 and 2. Below, we
provide more details of each dataset.

Dataset 1. For this dataset we collected 456 images of objects that share char-
acteristics with buoys and sea markers. These images were obtained from the
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COCO dataset. A total of 300 images were selected from the sports ball class to
represent the buoys. The remaining images were gathered from the bottle and
fire hydrant categories to represent the shape of sea markers. The “sports ball”
category includes predominantly baseballs, tennis balls and soccer balls, whereas
the other two categories contain mainly plastic water bottles and fire hydrants.
Examples of these objects are shown in Fig. 1.

It is important to mention that we chose these particular objects under the
assumption that they will not be found on the real surroundings where the
autonomous boat would navigate.

Fig. 1. Dataset 1: sports ball images (above) and bottle and fire hydrant images selected
from COCO dataset (below).

Dataset 2. It consists of 229 manually collected and annotated images. Firstly,
we simulated the aquatic environment where the boat navigates with simple
arrangements of balls to represent the buoys. A total of 34 images were obtained
from this setting. The remaining data was gathered from the RoboBoat 2017
competition with real buoys, and sea markers. Some examples of the settings are
shown in Fig. 2. This dataset offers less substantial variation. However, it pro-
vides a more realistic representation of the environment where the autonomous
boat will be operating.

Fig. 2. Dataset 2: images simulating the aquatic surface.

Dataset 3. This final set of images was created by combining Dataset 1 and
Dataset 2. The objective is to verify if the neural network is able extract good
features by capturing the qualitative aspects that each dataset offers separately.
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3.3 Data Augmentation

To produce a model that is able to accurately generalize to new data, we find
two aspects to take into consideration. In one hand, the framework described in
Sect. 3.1 trades off accuracy for fast detection. In the other hand, there is a need
to extend the dataset used to perform detection. To address these problems, we
explore the use of data augmentation. Following the approaches in [5,9,11], we
analyze the two types of transformations described below.

Geometric Transformations. The first type of augmentation involves
changes on the image, as well as the ground truth annotations. This means
that the transformations perform changes on the position and orientation of the
object.

– Flipping: Mirrors the image about the x-axis or the y-axis.
– Rotation: Generates an arbitrary angle between the bottom side of the image

and the x-axis.

In Fig. 3, we show examples of this type of transformations used in out tests.
It is clear that these augmentations allow to respond to changes in object position
and orientation.

Fig. 3. Geometric transformations: horizontal flipping (above) and rotation (below).

Pixel-Wise Transformations. The second type of augmentation involves
changes in the image that do not affect the position of the object, thus the
annotations remain unchanged. These transformations have effects on the object
illumination and color because they alter the color components on the image.

– Channel Shifting: This technique takes the image color channels, i.e. the red
(R), green (G) and blue (B) components, and shifts them from right to left.
In OpenCV, the default color format is BGR. This technique, for instance,
shifts all the values in the G channel to the B channel. Following this shifting
methodology for the remaining channels we end up with an image in an GRB
color format.
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– Negative: This method depends on how the image pixels are laid out in mem-
ory. The transformation follows the next simple formula:

N = M − V (1)

where N represents the value of the transformation, M is the maximum value
for a given data layout (i.e. 8-bit, 16-bit or 32-bit data representations) and
V is the current value of a channel in a particular pixel. A common image
layout in OpenCV is 8UC3. This means that the images are represented as
a 3-channel, 8-bit integer matrix. Using this data layout, each image value
can be represented with a number from 0 to 255. Thus, if the B channel of
a given pixel has a value of 50, then by applying the negative value we know
that the resulting value (N) is 205.

Fig. 4. Pixel-wise transformations: channel shifting (above) and negative (below).
(Color figure online)

In Fig. 4, we show examples of this type of transformations used in our exper-
iments. Using these techniques allowed our system to introduce color variation.
Particularly, Dataset 1 from the previous section, contained several images of
white and yellow sports balls. This predominance had an impact while detecting
buoys of other colors. Thus, channel shifting was a key technique to vary the
colors of the sports balls, which allowed our system to detect buoys of different
colors. However, detecting black buoys and white sea markers was still a problem
to address. Using the negative technique allowed to solve this problem because
most of the balls had bright colors, whereas the fire hydrants and bottles were
dark. This technique allowed to invert this color feature.

3.4 Implementation Details

For the training and validation process, we used a GeForce GTX 1080. Our
network configuration included detection of the two classes stated in the previous
sections as: spherical buoys and sea markers. The image scale for our training
samples was 640 × 640 pixels with auto-scaling activated. We also trained with
64 pictures per batch and 8 subdivisions. Our tests were carried with a GTX
1050 Ti GPU. This computer is placed inside the autonomous boat to allow for
independent control. The detection threshold is set to 0.25, which is the default
value for YOLOv2. Video input comes from an USB web cam, attaining an
average detection of 25 fps.
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4 Experiments

As stated in the previous sections, our focus is to explore if the overall perfor-
mance of a model increases as we apply different data augmentation techniques
to our datasets, and what are the features that the network learns with such
transformations. A set of 4 different experiments were conducted on each of
the three datasets that were outlined in Sect. 3.2, leading to a total of 12 tests.
Below, we describe in detail each one of the experiments.

1. No transformation test: In this experiment, we simply train YOLOv2
on each one of the datasets (i.e. Dataset 1, 2 or 3) without applying data
augmentations. We further refer to this test as NT.

2. Geometric transformation test: In this experiment, we apply the rotation
transformation described in Sect. 3.3 to the dataset before training. We refer
to this test as GT.

3. Pixel-wise transformations test: We augment the dataset using the
channel shift transformation and negative transformation transformations
described in Sect. 3.3. We further denote this test as PT.

4. Combined transformations test: In this experiment, we employ geometric
transformations, as well as pixel-wise transformations to generate new sam-
ples, and then we train YOLOv2 on the augmented dataset. We further refer
to this test as CT.

In our experiments, Dataset 1 and 2 are randomly split into training (80%)
and validation (20%) sets, whereas Dataset 3 combines the training set from
Dataset 1 and 2, and likewise for the validation set. Also, when applying data
augmentation to an experiment (i.e., experiments 2, 3, and 4), we randomly take
40% of the images contained in the training samples and apply a transforma-
tion. These new synthetic pictures are added back to the set before starting the
training process. Validation images are not modified, since the intent is to verify
how augmentations improve the model. The objective to evaluate each dataset
with the same four experiments is to analyze whether a given augmentation
technique is effective across different input samples and identify the one with
best performance.

5 Results

In this section we present the results that were obtained from the tests described
in Sect. 4. Validation for every experiment is made against a control group, con-
taining representative images from all used datasets. In total, we show the results
of 12 different tests, i.e. 4 tests per dataset. Every table shows the average pre-
cision for each of the classes. We refer to the buoys class as class 0 and the sea
markers class as class 1. We also present the mean average precision mAP, and
the F1 scores of the experiments.

Table 1 shows the results of the tests conducted on Dataset 1 from Sect. 3.2,
where images where gathered from the COCO dataset. In Fig. 5, we show images
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from the NT test against the CT test, which had the best results. The bounding
boxes on the images show the class of the object (i.e. b for the buoys and p for
the sea markers), and the detection confidence in a range from 0 to 100.

From Table 1 and Fig. 5, we observe an overall improvement with the tests
where data augmentation was applied. However, in the experiment with geo-
metric augmentation, average precision for the sea markers class had the lowest
results of the experiment. Nevertheless, neither of the tests were able to robustly
detect this class. Also, we observed that most of the sports balls from COCO
dataset were white or yellow. For this reason, on the NT test, the network
predominantly detected buoys of these colors. Data Augmentation allowed to
slightly mitigate the latter problems on this experiments.

Table 1. Tests conducted on Dataset 1.

Test Class 0 (AP%) Class 1 (AP%) mAP (%) F1 score

NT 49.00 22.11 36.30 0.41

GT 56.97 8.02 32.49 0.48

PT 65.26 26.92 46.09 0.50

CT 60.29 28.97 46.61 0.55

Fig. 5. Experiments conducted on Dataset 1. Detections from NT test (above) against
detections from CT test (below)

Table 2 shows the results of the experiments conducted on Dataset 2. We
observe that, although the AP for the sea markers improved, the network still
under-performs when using geometric transformations. Particularly, we observed
that the network detected false positives of the sea markers class when similar
objects, but in a horizontal position, appeared on the images. Nevertheless, com-
pared to the tests conducted on Dataset 1, the results obtained with this tests
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had an overall improvement. In Fig. 6 we show images from the NT test against
the PT test, which had the best results on this experiment. We see that detec-
tion precision improved on the PT test, as we observe tighter and more accurate
bounding boxes compared to the NT test. Also, on this experiment, the network
was able to detect the sea markers, which did not occur on the experiments
conducted on Dataset 1.

Table 2. Tests conducted on Dataset 2.

Test Class 0 (AP%) Class 1 (AP%) mAP (%) F1 score

NT 60.36 37.32 48.84 0.58

GT 30.98 5.71 18.19 0.33

PT 66.44 35.97 51.21 0.63

CT 62.70 30.51 46.61 0.62

Fig. 6. Experiments conducted on Dataset 2. Detections from NT test (above) against
detections from PT test (below)

Table 3. Tests conducted on Dataset 3.

Test Class 0 (AP%) Class 1 (AP%) mAP (%) F1 score

NT 69.59 46.92 58.25 0.66

GT 53.10 22.15 37.67 0.49

PT 82.44 48.45 65.44 0.69

CT 83.96 41.80 62.88 0.70

In Table 3, we show the results of the four tests conducted on Dataset 3.
We observe a significant improvement in precision scores for both classes in
comparison to those shown on Tables 1 and 2. However, we note that the average
precision remains lower for class 1. Tests PT and CT from this experiments show
the best results among the entire set of tests. In Fig. 7 we show images from the
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Fig. 7. Experiments conducted on Dataset 3. Detections from NT test (above) against
detections from CT test (below)

NT test against the CT test. We observe less accurate bounding boxes on the
results from the NT test, and predictions with less confidence against the results
from the CT test.

6 Conclusion and Future Work

In this paper, we focused on implementing a system that detects spherical buoys
and sea markers. We explored data augmentation to increase the robustness
of the detection system. Our results show that significant improvement was
achieved using these techniques and that the network was able to capture impor-
tant features of our objects of interest. We observed that geometric transforma-
tions did not improve performance significantly when tested separately. Par-
ticularly, rotations increased the number of false positives with objects, held
in a horizontal position, that share similar characteristics than sea markers. In
future work, our interest is to explore different types of augmentation techniques
to increase the average precision for the sea markers, e.g. using CAD models to
generate synthetic data, and different kind of geometric transformation. Finally,
we would like to extend the detection capabilities of our autonomous boat by
adding more object classes to its repertoire like ship, vessels, other types of boats
and people.
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Abstract. We present a system that uses deep learning and visual
SLAM for autonomous flight in indoor environments. In this spirit, we
use a state-of-the-art CNN architecture to obtain depth estimates, on a
frame-to-frame basis, of images obtained from the drone’s onboard cam-
era, and use them in a visual SLAM system to obtain both camera pose
estimates with a metric that is further passed to a PID controller, respon-
sible for the autonomous flight. However, because depth estimation and
visual SLAM system are computationally intensive tasks, the processing
is carried out off-board on a ground control station that receives online
imagery and inertial data transmitted by the drone via a WiFi channel
during the flight mission. Further, the metric pose estimates are used
by the PID controller that communicates back to the vehicle with the
caveat that synchronisation issues may arise in between the frame recep-
tion and the pose estimation output, typically with the frame reception
running at 30Hz, and the pose estimation at 15Hz. As a consequence,
the controller may also exhibit a delay in the control loop, provoking
a flight off-track the trajectory set by the way-points. To mitigate this,
we implemented a stochastic filter that estimates velocity and acceler-
ation of the vehicle to predict pose estimates in those frames where no
pose estimate is available yet, and when available, to compensate for the
communication delay. We have evaluated the use of this methodology for
indoor autonomous flight with promising results.

1 Introduction

Autonomous navigation of a drone in the indoor environment is a challenging
task that has attracted the attention of the robotics community due to similar-
ities in the problems faced by autonomous robots. One of the main issues to be
addressed is that of robot/drone localisation given the lack of access to GPS or
any other external positioning system. Motion capture systems can be set in the
environment to enable reliable localisation. Another option is that of sticking
markers to the environment such as fiducial markers assumed to be seen by a
vision system onboard the drone. Although these solutions may enable accurate
c© Springer Nature Switzerland AG 2018
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localisation that can be exploited by the drone’s controller, the reality is that
there exist several scenarios where it is desirable that a drone autonomously
navigates in an unknown scenario, where placing any external positioning sys-
tem or marking of the scene is not an option. For instance: cave, tunnel or pipe
inspection, or indoor environments with hazardous materials for humans, among
others. The above calls for a solution where the drone is capable of localising
itself without depending on any external localisation system. Furthermore, truly
autonomous navigation calls for a mechanism that enables the drone not only
to localise itself within an unknown scene but to obtain a representation of the
scene that can be exploited for path planning, obstacle avoidance among other
autonomous competences.

Motivated by the above, in this work we address the problem of autonomous
flight in unknown indoor environments by using a well-known technique in
robotics and vision communities: the visual Simultaneous Localisation and Map-
ping (SLAM). In addition, we are motivated by the idea of achieving indoors
autonomous flight by using the least set of sensors, this is, a monocular camera
and an inertial measurement unit, which is attractive in terms of energy con-
sumption efficiency, an incentive for the development of micro aerial unmanned
vehicles.

Visual SLAM for monocular systems has proved feasible at moderate frame
rates (30 Hz) [1], and the field has seen this technology to become robust and
effective to be used for drones with onboard monocular cameras [2,3], with
the caveat that monocular SLAM delivers pose and map estimates up to scale.
Depending on the task, this may become drawback as the controller may require
metric localisation in order to command the drone to a specific location in the
scene or to maintain flight within an area of interest.

In our previous work [4], we have addressed the scale issue by assuming that
the ground surface below the drone is a flat surface, meaning that a planarity
constraint can be introduced such that with the right camera angle, a synthetic
depth image can be generated, this image can be used then in a conventional
RGB-D SLAM system, where depth is used to initialise map point with metric.
Although this approach proved effective, a planar ground is a strong assumption
that may not hold in several non-structured indoor scenes. Moreover, in this
previous approach, the camera had to be pointed partially to the ground, which
may not be suitable if the same a camera has to be used to observe the scene.

Encouraged by the idea of generating a depth image on a frame-to-frame
basis, such that can be exploited by a visual SLAM system such as ORB-SLAM,
we began looking at the recent work on depth estimation in a single image. Pio-
neered by the seminal work of Saxena [5], depth estimation in a single image
has been leveraged by the use of Convolutional Neural Networks (CNN) of sev-
eral layers and their implementation on Graphics Processing Units (GPU), this
has been labelled as deep learning. Thus, we chose the method proposed in [6],
claimed to be one of the best in the state of the art, to obtain depth estimates
from a single image in indoor scenes.
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Deep learning has been used in visual SLAM for leveraging 3D reconstruction
with scale [7] and several works mentioned the possibility of using visual SLAM
with depth estimation via deep learning. However, in the context of indoors
autonomous navigation, we only found the work of [8] that uses the estimated
depth image to generate trajectories free of the collision.

Therefore, we propose a methodology where we incorporate the use of a depth
image estimation on a frame-to-frame basis and couple it with ORB SLAM in its
RGB-D version, in order to obtain pose estimates in metres. Thus, the drone’s
position in metres is used by the controller responsible for the autonomous flight,
which commands the drone to follow a trajectory set by way-points whose coor-
dinates are also given in metres, see Fig. 1.

Given that the deep learning process employed in this work is an intensive and
expensive computational task, we tested with a drone platform that transmits
imagery and inertial data to a Ground Control Station (GCS) with the caveat
that a delay in the control loop is introduced. This means that the pose esti-
mate may not correspond to the actual drone’s pose, but some position behind.
Hence, we propose to use a stochastic filter that uses a dynamic model up to
the level of acceleration of the drone. With the pose estimates from ORB-SLAM
as measurements, we use the corrected states of the filter to predict the current
drone’s position, in particular in those frames where no pose estimate is available
as ORB-SLAM may be busy calculating the estimates.

To present our proposed approach in detail, this paper has been organised
as follows: Sect. 2 describes relevant related work; Sect. 3 describes our proposed
methodology; Sect. 4 describes our experimental framework; finally, our conclu-
sions are discussed in Sect. 5.

Fig. 1. We present a methodology to achieve indoors autonomous flight with a drone
equipped with a monocular camera only. We use the deep learning approach presented
in [6] to obtain a depth image in a frame-to-frame basis and pass it to ORB-SLAM [9]
in its RGB-D version. Thus, camera pose and map estimates with metric are obtained.
A video of this work for reviewing purposes is found at https://youtu.be/7cuJCwjvI-
Q (Color figure online).

https://youtu.be/7cuJCwjvI-Q
https://youtu.be/7cuJCwjvI-Q
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2 Related Work

In recent years, MAV’s equipped with onboard cameras together with SLAM
and visual odometry systems are capable of performing autonomous naviga-
tion. The metric estimation in a map 3D is a challenge to those MAV’s with
a monocular camera by not offering a depth of the surrounding environment.
The majority of works focus on a SLAM system using RGB-D cameras or laser
scans to obtain metric depth [10,11]. In broad terms, autonomous flight base
on vision has included the use of conventional cameras, RGB-D cameras and
event cameras, with the latter being a promising technology that will enable
pose estimation for fast, agile flight. Thus, there has been a plethora of works
exploiting onboard cameras to carry out some pose estimation based on visual
measurements namely, visual SLAM, visual odometry [12] or even visual-inertial
odometry [13,14].

Direct methods [15–17] work with pixel intensities rather than visual features,
but in addition to camera pose and map estimates, the methods become useful
in areas with low texture. However, illumination changes or blurred introduced
by camera motion may affect their performance. Research on how to use event
cameras with visual SLAM principles is under development [18]. The outstanding
potential of event cameras is that a robust state estimation can be obtained for
autonomous navigation of very agile systems [19], something that is a strong
limitation in current systems based on conventional cameras. Depth estimation
is a difficult task in visual SLAM and in visual-inertial odometry systems that
rely on monocular cameras, in particular, if pose and map estimates are desired
to be recovered with metric. In recent year, depth estimation has become a
popular topic in the deep learning community, where depth from a single image
can be estimated by using convolutional neural networks (CNN). In this sense,
large datasets of indoor and outdoor scenes are fed to the CNN models aiming at
generating a model that enables depth estimation given a single image [20–22].

In this context, some works have used depth estimation with CNN to esti-
mate camera motion from a frame without having to process two or more views
[23] scenarios. In [24], the authors present a place recognition algorithm based
on CNN models. Similarly, a robust system for monocular relocalisation is per-
formed by using a trained CNN model that regresses the camera pose from a
single RGB image [25]. The work in [26] addresses the indoors relocalisation
problems using an RGB-D camera to obtain colour images and depth images.
The deep learning uses these images in a CNN model to learn localisation fea-
tures from images, thus to estimate camera poses from these features, achieving
a good relocalisation performance.

Regarding 3D reconstruction, CNN models have been used to leverage a
visual SLAM system that refines the initially estimated depth to produce an
accurate 3D model with scale [27]. In [7], measurements obtained from SLAM are
fused together with dense depth maps obtained with a CNN model that predicts
a depth map using two frames separated in view by a small baseline. Similar to
our work, the authors in [28] incorporate depth prediction with a CNN model in
ORB-SLAM, although their efforts were more oriented towards enhancing the
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quality of 3D reconstruction. Although not directly related to depth estimation,
the work in [29] presents the use of CNN models to obtain semantic structures
that are added to the 3D map built during exploration of the environment, in
particular in those low-texture scenes. Regarding motion estimation, the work
in [30] presents an unsupervised learning method to predict depth and camera
motion estimation using a monocular camera.

3 Methodology

Our approach is based on four main components: (1) ORB-SLAM [9] as visual
SLAM system for a monocular camera, but in its RGB-D version; (2) Depth
estimation in a single image using the method of [6]; (3) a stochastic estimator
based on the Extended Kalman Filter to predict the drone’s pose; (4) and a PID
controller.

ORB-SLAM has become one of the best and versatile visual SLAM systems
to date. It is available for monocular cameras, stereo, and RGB-D cameras. In
this work, we use a vehicle with a monocular camera onboard, however, the RGB
image acquired with the onboard camera is passed to the depth estimation, thus
generating a depth image, at low, resolution, that is coupled with the RGB
image (and re-scaled), thus obtaining an RGB-D image pair that is sent to ORB
SLAM. Hence, pose and map estimates are recovered with scale.

We implemented a PID controller to control yaw, forward motion in pitch
and lateral motion in a roll. The controller uses the pose estimates from ORB-
SLAM or the filter, according to the experiments, to calculate the error w.r.t. to
the way-point concerning distance. Note that this error is in metres, which also
helps to tune the gains and thresholds in terms of metres, rather than having to
change them according to an arbitrary scale. This is one of the main advantages
of having metric in the system.

3.1 CNN Architecture

Current CNN architectures decrease the input resolution image using a series of
convolutions and discretising the information from the feature map of the prior
layer through pooling operations. In [6], a fully convolutional network for depth
prediction is proposed. The architecture relies upon the receptive field, rather
than neurons being fully connected.

The architecture of the previously mentioned CNN is composed of three
important parts. The first part of the network is based on ResNet-50 with pre-
trained weights, it accepts a 304 × 228 pixel RGB image as input, see Fig. 2. As
stated by the authors, the network can handle higher resolutions as input which
compromises precision of the predicted depth map. The second part encompasses
a set of up-sampling blocks, which guides the network into learning its up-scaling,
this is achieved with a sequence of un-pooling and convolutional layers. The final
part, consisting of a convolutional layer, yields to the predicted depth map, with
a size of 160 × 128. Figure 3 shows a representation of the RGB inputs and the
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depth map outputs of the CNN. We make use of this CNN model to recover
metric scale in the SLAM system.

(a) CNN diagram. (b) Proposed architecture.

Fig. 2. a Diagram of the architecture based on ResNet-50 [6]; b proposed architecture
in the present work.

Fig. 3. Samples of different scenes taken as input for the CNN and their corresponding
outputs. Notice that the predicted depth maps exhibit remarkable visual quality, and
structure definition.

3.2 Filtering of Pose Estimates

The execution of the CNN model for depth estimation in a single image is an
expensive computational process. Thus, for this work we decided to execute our
system on a Ground Control Station with enough resources for the CNN model
to deliver depth images at a frame rate of 30 Hz. To this end, we used a drone
that transmits imagery and inertial data to the GCS via WiFi communication.
The GCS process the images to obtain drone’s pose estimates, passes it to the
controller, and the controller communicates back to the vehicle the corresponding
commands to execute autonomous flight.

Note that in the process described above, a delay is introduced in the control
loop due to the WiFi communication has a natural lag in the transmission.
Furthermore, ORB-SLAM runs at a slower rate than the camera rate (20 Hz).
The main control loop runs within the image call back in the program that
is executed every time an image arrives at the GCS. In this sense, due to the
delay, some frames may not have an updated pose estimated, hence provoking
delayed feedback in the controller that also leads to delay reaction of the drone,
for instance, not reducing the speed in time when approaching a way-point.
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To mitigate the delay, we implemented a stochastic estimation based on
the Extended Kalman filter. Our state vector is given by position, orientation
(represented by a quaternion vector), velocity and acceleration of the drone
X =

[
rW , qWR, vW , ωR, aW , αR

]� We use a constant acceleration motion model
[31], described in Eq. 1, with variables AW representing noise in the linear accel-
eration and ΨR representing noise in the angular acceleration. As measurement
model we use the position and orientation, expressed as exponential map of the
quaternion exp(·), see Eq. 2. Note that ⊗ stands for quaternion multiplication.

Xnew =

⎛
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⎜
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⎟
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(1)

(
rWnew

exp(qWR
new)

)
= h (Xnew) (2)

Position measurements are obtained from ORB-SLAM, whereas orientation
measurements are obtained as a weighted average of the orientation measured
by the drone’s IMU and the orientation estimated by ORB-SLAM, both aligned
under the same coordinate system and converted to the exponential map rep-
resentation. The average is a function of the frequency of the IMU, which is of
5Hz and that of ORB-SLAM 15 Hz, giving more weight to the one with higher
frequency.

4 Experiments

We present two sets of representative experiments where we evaluated the per-
formance of our proposed methodology. In these experiments, the vehicle takes
off and performs autonomous flight in an indoor scene by following a trajectory
defined by a set of way-points.

For the first set of experiments, we evaluated the accuracy of the pose esti-
mates obtained with ORB-SLAM whose estimates are returned in metres due
to the use of the depth image predicted with the CNN model. We also com-
pared the performance of the controller without the filter and with the filter.
We used the motion capture system Vicon to obtain precise measurements of
the drone’s position in the scene. For the second set, we performed a different
trajectory where the vehicle has to pass through a small gate. Note that for these
experiments no previous map was built nor any assumption about the scene was
made.

For our experiments, we used the Parrot Bebop 2.0 Drone. This vehicle can
transmit inertially and visual data via WiFi. Visual data is captured from an
onboard camera with an image resolution of 640 × 368 pixels transmitted at
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Fig. 4. Architecture implemented in this work based on the Robotic Operating System.

30 Hz; inertial data is captured with an onboard Inertial Measurement Unit
(IMU) transmitting at 5 Hz; Communication and programming of control com-
mands with the Bebop 2.0 is possible with the Software Development Kit (SDK)
known as bebop autonomy available as a ROS package. This package is run on
a Ground Control Station: an Alienware-Dell Laptop with Intel Core-i7, with
16 Gb in RAM and a GPU Nvidia GeForce GTX 1060. Linux version Ubuntu
16 LTS ran as the operating system. We used the Robotic Operating System
(ROS), Kinetic version, for implementation of our approach and communica-
tion with the other programs running as nodes, namely ORB-SLAM, the Depth
estimator, and our controller, Fig. 4, shows a scheme of our software architecture.

4.1 Autonomous Flight Following a Square Trajectory

In this experiment, we set a squared trajectory formed by four way-points. The
square has dimensions of 3×3 m. The mapping is started right at the outset, with
the drone sitting on the floor. After takeoff, the control takes over and begins
to drive the drone towards the first way-point, see Fig. 5. Once the way-point is
reached, the controller rotates the vehicle in the direction of the next way-point.
This will continue until the drone returns to the origin, once in the origin the
drone will land.

We tested our system with the controller using the ORB-SLAM pose esti-
mates against the pose estimates predicted with the stochastic filter. We hypoth-
esised that the filter would help to mitigate the delayed pose estimation induced
by the transmission and the lag in ORB-SLAM. Figure 5 illustrates different
instants of the autonomous flight. The first a row in the image shows an exter-
nal view; map and tracked visual features by ORB-SLAM are shown in the
second and the third figure; predicted depth image by the CNN model is shown
in the fourth row; final row shows a schematic top view of the way-points and
the drone depicted in white.

We carried out 10 runs for each configuration: with the controller using pose
estimates from ORB-SLAM (CNN+ORB-SLAM); and with the controller using
the filtered pose estimates (CNN+ORB-SLAM+Filter). Figures 6a–b show a top
view of the 10 trajectories overlaid for the former and Figs. 6c–d show the 10
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Fig. 5. Example run of the first experiment where the drone flew autonomously in an
indoor environment following a squared trajectory of 3× 3 m. For the sake of clarity in
the first row, a red line is drawn under the drone in those images where it cannot be
appreciated. The white line on the floor is a rectangle of 4 × 5 m placed as a reference
to visually appreciate the drift of the pose estimation (Color figure online).

runs for the latter. Each pair figures show the Vicon output in black and the
pose estimate in green according to accordingly.

Note that the estimates have a drift w.r.t. to the real position, which was
expected since we observed that the predicted depth image was not accurate,
at least in the scene where we tested it. Table 1 shows the average error of
both approaches w.r.t. to the Vicon system, which is of 0.5 m roughly speaking,
which represent an average of 2.6% of the traversed trajectory. Note that that the
filter contributed to reduce the offset in the trajectory followed by the drone,
see Fig. 6d, in contrast to the traversed trajectories were the delayed was not
mitigated, see Fig. 6b.

Fig. 6. Comparison of the two approaches tested in the first experiment. The Vicon
system was used to evaluate the accuracy of our method, for each approach, 10 runs
were carried out.
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Table 1. Accuracy of our system compared against the Vicon system

Method Average
error [m]

Std [m] Average traversed
distance [m]

Error in %

CNN + ORB-SLAM 0.5539 ± 0.2566 19.9024 2.7%

CNN + ORB-SLAM + FILTER 0.4955 ± 0.2735 19.7179 2.5 %

4.2 Autonomous Flight Through a Gate

Aware of the drift in the pose estimates of our system, we designed an experiment
where such drift was considered when setting a number of way-points whose
trajectory led the drone to fly through a small gate, see Fig. 7. We carried out
10 flights to evaluate the performance of our system under this configuration.
The gate measured 1.5 m in height and 1.2 m wide. We use the CNN+ORB-
SLAM+FILTER method in these experiments. To perform changes of rotation,
the gate was placed 3 m to the right of the MAV and 3.5 m to the front. We
should highlight that the drone successfully crossed the gate in 7 out of 10 runs.
In the 3 failed cases, the drone hit the gate in one of the poles, however, it
was very close to passing the gate. Finally, we should also highlight that in
all our experiments the drone flew at the speed of 1m/s, a fast speed for the
reduced indoor workspace. The latter introduced some ground effect, however,
the controller managed to drive the drone towards each way-point in all the runs.

Fig. 7. Example run of the second experiment where the drone flew autonomously in
an indoor environment where it had to fly through a gate. For the sake of clarity in
the first row, a red line is drawn under the drone in those images where it can not
be appreciated. In the fifth row, the position of the gate in the scene is indicated in
orange. For reviewing purposes, a video of the experiments is found at https://youtu.
be/7cuJCwjvI-Q.

https://youtu.be/7cuJCwjvI-Q
https://youtu.be/7cuJCwjvI-Q
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5 Conclusions

We have presented a methodology where we combined depth estimation in a
single image, on a frame-to-frame basis, with a visual SLAM system namely,
ORB-SLAM, to obtain pose estimates with metric, which were used by a PID
controller to drive the drone autonomously around a trajectory set by a number
of way-points in an indoor scene. We also proposed to use a stochastic filter
that models the drone’s motion up to the level of acceleration, to predict the
drone’s pose and thus mitigate the delay in the control loop introduced by the
transmission of image data from the drone to the Ground Control Station and
the lag of the visual SLAM processing. We believe that the obtained results are
promising and we will continue working on a faster and more accurate system
that involves enhanced depth estimation in a single image, and faster visual
SLAM operation such that these processes can run onboard the drone.

Acknowledgment. This work has also been partially funded by a CONACYT-INEGI
fund with project no. 268528 and the Royal Society through the Newton Advanced
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