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Preface

This volume contains the papers presented at GD 2018: 26th International Symposium
on Graph Drawing and Network Visualization held during September 26-28, 2018, in
Barcelona. Graph drawing is concerned with the geometric representation of graphs
and constitutes the algorithmic core of network visualization. Graph drawing and
network visualization are motivated by applications where it is crucial to visually
analyze and interact with relational datasets. Information about the conference series
and past symposia is maintained at http://www.graphdrawing.org. The 2018 edition
of the conference was hosted by Universitat Politecnica de Catalunya, with Vera
Sacristan and Rodrigo Silveira as co-chairs of the Organizing Committee. A total of 99
participants attended the conference.

Regular papers could be submitted to one of two distinct tracks: Track 1 for papers
on combinatorial and algorithmic aspects of graph drawing and Track 2 for papers on
experimental, applied, and network visualization aspects. Short papers were given a
separate category, which welcomed both theoretical and applied contributions. An
additional track was devoted to poster submissions. All the tracks were handled by a
single Program Committee. In response to the call for papers, the Program Committee
received a total of 102 submissions, consisting of 85 papers (45 in Track 1, 23 in Track
2, and 17 in the short paper category; two papers that were withdrawn by the authors
are not included in these statistics) and 17 posters. More than 330 expert single-blind
reviews were provided, roughly a third of which were contributed by external
sub-reviewers. After extensive electronic discussions via EasyChair, the Program
Committee selected 41 papers and 14 posters for inclusion in the scientific program of
GD 2018. This resulted in an overall paper acceptance rate of 48% (58% in Track 1,
43% in Track 2, and 29% in the short paper category). Authors published an electronic
version of their accepted papers on an arXiv repository; a conference index with links
to these contributions was made available before the conference.

There were two keynote talks at GD 2018. Alexandru Telea, from University of
Groningen, The Netherlands, talked about methods for “Image-Based Graph Visual-
ization: Advances and Challenge.” Bojan Mohar, from Simon Fraser University,
Canada, spoke about the “Beauty and Challenges of Crossing Numbers.” The abstracts
of both talks are included in the proceedings.

The conference gave out best paper awards in Track 1 and Track 2, plus a best
presentation award and a best poster award. As decided by a subcommittee of the
Program Committee, the award for the best paper in Track 1 was assigned to “Pole
Dancing: 3D Morphs for Tree Drawings” by Elena Arseneva, Prosenjit Bose, Pilar
Cano, Anthony D’Angelo, Vida Dujmovié¢, Fabrizio Frati, Stefan Langerman, and
Alessandra Tappini, and the award for the best paper in Track 2 was assigned to
“Aesthetic Discrimination of Graph Layouts” by Moritz Klammler, Tamara Mche-
dlidze, and Alexey Pak. The participants of the conference voted to determine as the
best presentation the one given jointly by Elena Arseneva and Pilar Cano for the paper
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“Pole Dancing: 3D Morphs for Tree Drawings” and as the best poster the one by
Charles Camacho, Silvia Ferndndez-Merchant, Marija Jelic, Rachel Kirsch, Linda
Kleist, Elizabeth Bailey Matson, and Jennifer White entitled “Bounding the
Tripartite-Circle Crossing Number of Complete Tripartite Graphs.” Congratulations to
all the award winners for their excellent contributions, and many thanks to Springer and
MDPI whose sponsorship funded the prize money for these awards.

Following the tradition, the 25th Annual Graph Drawing Contest was held during
the conference. The contest was divided into two parts, creative topics and the live
challenge. The creative topics featured two graphs, one about Games of Thrones and
one about the Mathematics Genealogy Project. The live challenge focused on drawings
that maximize the crossing-angles, and had two categories: manual and automatic.
Awards were given in each of the four categories. We thank the Contest Committee,
chaired by Maarten Loffler, for preparing interesting and challenging contest problems.
A report about the contest is included in these proceedings.

Many people and organizations contributed to the success of GD 2018. We would
like to thank the Program Committee members and the external reviewers for carefully
reviewing and discussing the submitted papers and posters; this was crucial for putting
together a strong and interesting program. Thanks to all the authors who chose GD
2018 as the publication venue for their research. We are indebted to the gold sponsors
Tom Sawyer Software and yWorks, the silver sponsor Microsoft, and the bronze
sponsor Springer. Their generous support helps to ensure the continued success of this
conference. Last but not least, the organizing co-chairs, Vera Sacristan and Rodrigo
Silveira, did a terrific job; they in turn would like to express their thanks to other local
organizers and volunteers, including Therese Biedl, Pilar Cano, Karla Garcia, Carmen
Hernando, Clemens Huemer, Maarten Loffler, Mercé Mora, Carlos Seara, and Roger
Soli.

The 27th International Symposium on Graph Drawing and Network Visualization
(GD 2019) will take place September 17-20, 2019 in Prthonice (near Prague), Czech
Republic. Daniel Archambault and Csaba Téth will co-chair the Program Committee.
Jiti Fiala and Pavel Valtr will co-chair the Organizing Committee.

October 2018 Therese Biedl
Andreas Kerren
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Beauty and Challenges of Crossing Numbers
(Keynote Presentation)

Bojan Mohar

Simon Fraser University, Burnaby and IMFM, Ljubljana
mohar@sfu.ca

Abstract. One of the initial goals of the graph drawing community was trying to
understand what it means for a drawing of a graph to be nice or even beautiful.
These attempts failed due to lack of a formal description how to measure how
beautiful a drawing of a graph is. However, there is a lot of beauty of the results
and methods in this area.

In this talk, the speaker will outline some of his favorite results in crossing
number theory that demonstrate extreme beauty and elegance. Yet, there are
some very basic problems that elude our proper understanding of this area. The
speaker will touch upon some of these as well.
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Image-Based Graph Visualization:
Advances and Challenges

Alexandru Telea®)

Bernoulli Institute, University of Groningen, Groningen, The Netherlands
a.c.telea@rug.nl

Abstract. Visualizing large, multiply-attributed, and time-dependent
graphs is one of the grand challenges of information visualization. In
recent years, image-based techniques have emerged as a strong competi-
tor in the arena of solutions for this task. While many papers on this
topic have been published, the precise advantages and limitations of such
techniques, and also how they relate to similar techniques in the more
traditional fields of scientific visualization (scivis) and image processing,
have not been sufficiently outlined. In this paper, we aim to provide
such an overview and comparison. We highlight the main advantages
of image-based graph visualization and propose a simple taxonomy for
such techniques. Next, we highlight the differences between graph and
scivis/image datasets that lead to limitations of current image-based
graph visualization techniques. Finally, we consider these limitations to
propose a number of future work directions for extending the effective-
ness and range of image-based graph visualization.

Keywords: Large graph visualization
Image-based information visualization - Multiscale visualization

1 Introduction

Relational data, also called networks or graphs, is a central and ubiquitous
element of many types of data collections generated by multiple application
domains such as traffic analysis and planning, social media, business intelli-
gence, biology, software engineering, and the internet. Since the first moments
when such data was collected, visualization has been a key tool for its explo-
ration and analysis, leading to the emergence and development of the research
domains of graph drawing and graph visualization [15,23]. Last-decade develop-
ments in processing power, data-acquisition tools, and techniques, have led to
what is today globally called big data — collections of tens of millions of sam-
ples having hundreds of measurement values (attributes), all which can evolve
over thousands of time steps. A particular case hereof, big-data graphs, pose
fundamental problems for visual exploration.

On the other hand, several solutions, techniques, and tools have been devel-
oped for the scalable visual exploration of other types of big data collections,

© Springer Nature Switzerland AG 2018
T. Biedl and A. Kerren (Eds.): GD 2018, LNCS 11282, pp. 3-19, 2018.
https://doi.org/10.1007/978-3-030-04414-5_1
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such as 2D images, 3D scalar or vector field volumes, or more generally multidi-
mensional fields, in the domains of scientific visualization and imaging sciences
[52]. Recent developments have tried to approach the two traditionally sepa-
rately evolving fields of graph visualization and scientific visualization, thereby
aiming at leveraging the (visual) scalability of the latter methods to address
big graph related challenges from the former [20]. This has led to interesting
parallels and links between concepts, methods, and applications between the
two fields, and the development of hybrid visualization methods that inherit
strengths from both graph visualization and scientific visualization. However,
large graph visualization still has many unsolved challenges [23].

In this paper (and related talk) we aim to provide an overview of the research
at the crossroads of large graph visualization and scientific visualization. We start
highlighting the main challenges in large graph visualization (Sect.2). Next, we
outline the high-level directions proposed by current research towards addressing
these (Sect. 3). We focus next on one type of technique that aims to solve these
challenges by adapting methods from scientific visualization and imaging to the
particularities of graph visualization — image-based graph visualization (Sect. 4).
Based on the structure of graph data outlined in Sect. 2, we discuss here various
types of image-based methods for graph visualization and highlight parallels to
simplification methods for multivariate field and image data. In the light of these
methods, we next highlight open challenges for image-based graph visualization
(Sect.5) and attempt to clarify some of the more subtle points related to this
new emerging visualization field which, we believe, have not been sufficiently
discussed in current literature. Section 6 concludes the paper outlining promising
directions for future research in image-based graph visualization.

2 Problem Definition

2.1 Preliminaries

To better outline the large graph visualization challenges, we first introduce
some notations. Let G = (V,E C V x V) be a graph with vertices, or nodes,
V = {v;} and edges E = {e;}. Both nodes and edges typically have one or
multiple attributes (also called features, dimensions, or variables). We denote
by v!, 1 < j < Ny, the individual attributes of node v;, and by e}, 1 < j <
Ng, the individual attributes of edge e;, respectively. As a shorthand, let v7
denote all values of the j** attribute of all nodes V; let e/ denote all values
of the j* attribute of all edges E; let V = (v!,...,vV) denote all values
of all node attributes; and let E = (e,...,e"®) denote all values of all edge
attributes, respectively. Attributes can be of all types, e.g., quantitative (values
in R), integral (values in N), ordinal, categorical, text, hyperlinks, but also more
complex data types such as images or video. In this sense, the ordered collections
V and E are very similar to so-called multidimensional datasets as well known
in information visualization [20,34,52]. That is, every node v; or edge e; can
be seen as a sample, or observation, of a respectively Ny and Ng dimensional
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dataset. Finally, as graphs can evolve over time, all their ingredients (sets V', E,
V, and E) can be seen as functions of (continuous or discrete) time [2].

Abstract graph space Euclidean space Image space
(" attributed graph G N /) ( graph layout ( graph visualization)
nodes V edges E 5 MF©G) R(M(F(G)))
node v; edge €; X < > / ®_
8 8 =~ e ;
= 2 = = B £ 8
= = = > S () s
g g =MszMe " g
% g} = ét’ = positions m; e i It
< @ = rendered
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2 | fitering bundling glyphs
'S | subsampling image-based techniques
e
Fig. 1. Graph visualization pipeline.

With these notations, visualizing a graph can be defined in terms of the
traditional data visualization pipeline [52] in terms of filtering, mapping and
rendering operations (see also Fig.1). Filtering F reads the input graph G and
produces another graph F(G) which is (more) suitable for subsequent visualiza-
tion, e.g., by removing nodes, edges, and/or attributes that are not of interest,
or aggregating such elements into fewer and/or semantically richer ones. Map-
ping M is a function that takes as input F(G) and outputs a set of shapes
M(F(G)) = {m;} embedded in R? or, less frequently, R3. Typically, nodes are
mapped to individual points, and edges are mapped to straight lines or, less
commonly, curves. Other layout methods, such as adjacency matrices [1], exist
but are less intuitive, less common, and thus not discussed here. Most often, M
takes into account only the graph topology (V, E), and computes only positions
m; for nodes. This is the case of so-called graph layout techniques [51,55]. Ren-
dering R takes as input the layout M (F(G)) and creates actual visible shapes
R(M(F(G))) = {r;}, where each r; is placed at the corresponding layout posi-
tions m;. Visual variables [57] of r; such as size, color, texture, transparency,
orientation, texture, and annotation are used to encode the attributes v; and e;
of the respective node or edge. Interactive exploration techniques such as zoom-
ing, panning, brushing, and lensing can be subsumed to the rendering operator
R as they are essentially customized ways to perform rendering; hence, we do
not discuss them separately.

2.2 Scalability Challenge

With the above notations, we can decompose the challenge of visualizing big-
data graphs into the following three elements:
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Layout: A good layout should arguably allow end users to detect structures of
interest present in G by examining the rendering R(M (G)). These include, but
are not limited to, finding groups of strongly-connected nodes; finding specific
connection patterns; assessing the overall topology of G; and finding (and fol-
lowing) paths between specific parts of G, at a low level [24]; and identifying,
comparing, and summarizing the information present in G, at a high level [4].
However, even for moderately-sized graphs (|V| or |E| exceeding a few thou-
sands), most existing layout methods cannot usually produce layouts that can
consistently support these tasks [23]. Suboptimal layouts of large graphs, also
called ‘hairballs’, are all to frequent a problem in graph visualization [38,47].
The problem is caused by the fact that there does not exist a ‘natural’ map-
ping between the abstract space of graphs and the Euclidean 2D or 3D render-
ing space. Interestingly, the problem is very similar to that of mapping high-
dimensional scatterplots (sampled datasets in R™) to 2D or 3D by so-called
dimensionality reduction (DR) methods [29,50].

Dimensionality: An effective graph visualization should allow users to answer
questions on all elements of interest of the original graph. Apart from the topol-
ogy (V,E) which should be captured by the layout M(G), this includes the
node and edge attributes V and E. The problem is that, when Ny and Ng
are large, nodes and edges essentially become points in high-dimensional spaces.
Since, as explained, each node and/or edge is typically mapped to a separate
location m;, the challenge is how to depict a high-dimensional data sample, con-
sisting of potentially different attribute types, to the space at or around m,;.
A similar problem exists in scientific visualization when using glyphs to depict
high-dimensional fields [3,44]: The higher-dimensional our data points are, the
more space one needs to show all dimensions, so the fewer such points (in our
case, nodes and/or edges) can one show on a given screen size. At one extreme,
we can display (tens of) thousands of nodes on a typical computer screen if we
only show 2 or 3 attributes per node (encoded e.g. in hue, luminance, and size);
at the other extreme, we can display tens of attributes per node, like in UML
diagrams, but for only a few tens up to hundreds of nodes [5]. The problem is
well known also in multidimensional information visualization.

Clutter and Overdraw: Finally, a scalable graph visualization should accom-
modate (very) large graphs consisting of millions of nodes and/or edges. Even
if we abstract from the aforementioned layout and dimensionality challenges,
a fundamental difficulty here resides in the fact that a node-link visualization
cannot exceed a given density: If nodes and/or edges are drawn too close to each
other, they will form a compact cluttered mass where they cannot be distin-
guished from each other. Additionally, an edge (in the node-link visual model) is
drawn as a line (or curve) so in the limit it needs to use at least a few (tens of)
pixels of screen space to be visible as such (if the edge is too show, we cannot e.g.
see its direction); in Tufte’s terms, there is an upper bound to the data-ink ratio
[67] when drawing a graph edge. Moreover, when attributes must be rendered
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atop of the edge, the amount of surrounding whitespace needs to be increased
[17]. This leads in turn to inherent overdraw, i.e. edges that partially occlude
each other, even for moderately-sized graphs of thousands of nodes. A detailed
overview of clutter reduction techniques in information visualization is given by
Ellis and Dix [8]. In large graph visualization, clutter and overdraw are hard to
jointly optimize for: Spatial distortion, e.g. via edge bundling (discussed next
in Sect.4.2), creates more white space, thus reduces clutter, but increases over-
draw; space-filling techniques are of limited effect since, as noted, edges must
be surrounded by white space to be visible as such; apart from these, reducing
clutter and overdraw is not fully possible in the rendering phase only, as this
phase works within the constraints of the layout fed to it by the M operator.

Scivis data simplification Graphvis data simplification

filtering F

filtering F/

a) 3D mesh (80K points)  b) simplified mesh (20K points)  e) graph (80K edges)

filtering F
filtering F

¢) mesh detail (70 polygons) d) simplified mesh detail 9 graph detail (50 edges) h) graph detail (49 edges)
(69 polygons)

Fig. 2. Data-space simplification of scivis data (a) vs graph data (b). (Color figure
online)

3 Simplification: Ways Towards a Solution

For a given screen resolution for the target image R, how can we approach large
graph visualization? Given the scalability challenges outlined in Sect. 2.2, two
types of approaches exist, as follows.

Data-Space Simplification: First, we can simplify the graph G in the filtering
stage F in the visualization pipeline (Fig.1). This reduces the number of nodes
(IV]), edges (|E|), and/or attributes (Ny, Ng) to be next passed to the mapping
operator M. Following the clutter reduction taxonomy of Ellis and Dix [8], this
includes subsampling, filtering, and clustering (aggregation) [45], all applicable to
V, E, and (V, E) respectively. While effective in tackling clutter, overdraw, and
dimensionality issues, such approaches have two limitations. First, they require
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a priori knowledge on which data items (samples or dimensions) can be filtered
or clustered together. Secondly, performing such operations on graphs can easily
affect the semantics of the underlying data.

At this point, it is instructive to compare graph visualization (graphvis)
with image and field visualization as done in classical scientific visualization
(scivis). Consider a multidimensional dataset D : R™ — R"; for each point of
the Euclidean m-dimensional domain, n quantitative values are measured. Scivis
provides many methods for visualizing such datasets, e.g. for 2D and 3D vector
fields (m € {2,3},n € {2,3}) or 2D and 3D scalar fields (m € {2,3},n = 1)
[62]. Many techniques exist in scivis (and, by extension, in imaging and sig-
nal processing) for simplifying large fields — we mention here just a few, e.g.,
perceptually-based image downscaling [39], feature extraction from vector fields
[43], multiscale representations of scalar and vector fields [12,14], mesh simpli-
fication [28], and image segmentation [40]. Many such techniques have a multi-
scale nature: Given a dataset D and a simplification level 7 € R™, they produce
a filtered (simplified) version F(D) of D which is (roughly) 7 times smaller
than D. This allows users to continuously vary the level-of-detail parameter 7
until obtaining a visualization that matches their goals, as well as fits the avail-
able screen space with limited clutter. Figure 2(left) illustrates this: From a 3D
surface-mesh dataset (a), we can easily extract a four times smaller dataset (b)
using e.g. mesh decimation [46], which captures very well the overall structure
of the depicted bone shape. Consider now a graph of similar size, whose nodes
are functions in a software system [54] and edges function calls respectively (e).
What should be the equivalent simplification of this graph to a size four times
smaller? (f) This is far from evident. The scivis-graphvis difference manifests
itself even on the tiniest scale: Take a detail (zoom-in) of the mesh dataset (c)
from which we decimate a single polygon (data point). The result (d) is visually
identical. Consider now the analogous zoom-in on a small portion of our call
graph (g) from which we remove a single edge. The result (h) may be visually
similar to the input (g), but can have a completely different semantics — just
imagine that the removed function call edge is vital to the understanding of the
operation of the underlying software.

All in all, most scivis data-space simplification methods succeed in keep-
ing the overall semantics of their data. In contrast, even tiny changes to graph
data can massively affect the underlying semantics. More formally put, scivis
data-space simplification methods appear (in general) to be Cauchy or Lipschitz
continuous (small data changes imply small semantic changes). This clearly does
not hold in general for graph data. We believe the difference is due to two factors:

1. Scivis data is defined over FEuclidean domains (R™). This allows simplifica-
tion operators to readily use continuous Euclidean distances to e.g. aggregate
and cluster data. An entire machinery is available for this, including basis
functions and interpolation methods [12,14].

2. All data samples have (roughly) the same importance, and the phenomenon
(signal) sampled by the scivis dataset D is of bounded frequency. Hence,
discarding a few samples does not affect data semantics.
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In contrast:

1. Graph data is defined over an abstract graph space, whose dimensions, and
even dimensionality, are not known or even properly defined. It is not always
evident how to define ‘proximity’ between graph nodes and/or edges. There
is no comparable (continuous) interpolation theory for graph data. Graph-
theoretic distances are not continuous. Simply put: There is nothing (no
information) between two nodes connected by an edge;

2. Nodes and edges can have widely different importances. There is, as we know,
no similar notion of ‘maximal frequency’ of a graph dataset as in scivis. Hence,
discarding a few samples can massively affect graph data semantics.

Image-Level Simplification: A second way to handle large graph visualiza-
tions is to simplify them in the image domain. That is, given the limitations of
data-space graph simplification listed earlier, rather than designing simplifica-
tion operators F' that act on the graph datasets, we embed the simplification
into the graph rendering operator R. The key advantage here is that R acts, by
definition, upon an Euclidean space (the 2D target image), where all samples
(pixels) are equally important. Hence, the main proposal of image-based graph
visualization is to delay simplification to the moment where we can reuse/adapt
known scivis techniques for data simplification. Rather than first simplifying the
graph data (F') and then mapping (M) and rendering (R) it, image-level tech-
niques first map the data, and then simplify it during rendering'. We detail the
advantages and challenges of image-based graph visualization next.

4 Image-Based Graph Visualization

Image-based graph visualization is a subfield of the larger field of image-based
information visualization [20]. The name of this field can be traced back to
2002, when image-based flow visualization (IBFV) was proposed to depict large,
complex, and time-dependent 2D vector fields using animated textures [60]. Key
to IBFV (and its sequels) was the manipulation of the image-space pixels to
produce the final visualization. Several advantages followed from this approach:

— Dense visualizations: Every target image pixel encodes a certain amount of
information, thus maximizing the data-ink ratio [57];

— Clutter is avoided by construction: Rather than scattering dataset samples
over the image space (which can lead to clutter when several such samples
inadvertently overlap), samples are gathered and explicitly aggregated for
each pixel. The aggregation function is fully controlled by the algorithm;

— Implicit multiscale visualizations: By simply changing the resolution of the
target image (zooming in or out), users can continuously control the amount
of information displayed per screen area unit;

! The underlying assumption here is that mapping and simplification are conceptually
commutative. As discussed next, this is not always the case.
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— Exploitation of existing knowledge about image perception when synthesizing
and /or simplifying a graph visualization;

— Accelerated implementations: Image-based techniques parallelize naturally
over the target image pixels (much as raycasting does), so they optimally
fit to modern GPU architectures [25,62];

— Simpler implementations vs data-space graph simplification techniques.

A more subtle (but present) advantage of image-based graph visualizations
is their ability to reuse principles and techniques grounded in the theory and
practice of image and signal processing, thereby allowing a more principled rea-
soning about, and control of, the resulting visualization. We next outline the
main advances of this field, along with the challenges that we still see open.
Given the structure of a graph in terms of nodes, edges, and attributes thereof
(Sect. 2.1), we structure our discussion along the same concepts.

=
£
5
o
5
b=
5
s
£

Fig. 3. (a) Node-link graph drawing (dataset from Fig. 2e) and (b) its graph splatting.
(Color figure online)

4.1 Node-Centric Techniques

The first image-based graph visualization, to our knowledge, is graph splatting,
proposed in 2003 by De Leeuw and Van Liere [27]. Its intuition is simple: Given
a graph drawing (layout) M(G), its visualization R(M(G)) is the convolution
of M(G) with an isotropic 2D Gaussian kernel in image space. This is simply
a low-pass filter that emphasizes high-density node and/or edge areas in the
layout. The visualization’s level-of-detail, or multiscale nature, is controlled by
the filter’s radius. The samples’ (nodes or edges) weights can be set to reflect
their importance. Figure 3(b) shows the splatting of the graph in Fig.3(a), for
the same call graph as in Fig. 2e, where the nodes’ weights are set to their number
of outgoing edges (fan-out factor). The resulting density map, visualized with
a rainbow colormap, thus emphasizes nodes (functions) that call many other
functions as red spots. This allows easily detecting such suitably-called ‘hot
spots’ in the software system’s architecture.
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Graph splatting is extremely simple to implement, fast to execute (linear in
the number of splatted nodes and/or edges), and easy to control by users via
its kernel-radius parameter. It also forms the basis of more advanced techniques
such as graph bundling (Sect.4.2). Formally, it is a variant of the more general
kernel density estimation (KDE) set of techniques used in multidimensional data
analysis [49]. Tts key limitation is that it assumes a good layout M (G): Density
hot spots appear when nodes and/or edges show up closely in a graph layout.
So, when layout methods M place unrelated nodes close to each other, ‘false
positive’ hot spots appear (and analogously for false negatives).

4.2 Edge-Centric Techniques

Graph bundling is the foremost image-based technique focusing on graph edges.
Bundling has a long history (see Fig.4 for an overview of its most important
moments). We distinguish five phases, as follows (for a comprehensive recent
survey, we refer to [26,61]):

Early Phase: Minard hand-drew a so-called ‘flow map’ (a single-root directed
acyclic graph) showing the French wine exports in 1864 [33]. While not properly
a bundled graph, as no edges are grouped together, the visual style featuring
curved edges whose thickness maps edge weights, suggests later bundling tech-
niques. The design was refined in 1898 to create the so-called Sankey diagrams,
which can display more complex (multiple source, cyclic) graphs;

First Computer Methods: One of the first computer-computed bundling-like
visualizations was proposed by Newbery in 1989 [35]. The key novelty vs earlier
methods is grouping edges sharing the same end nodes (so, this technique can
be seen as a particular case of graph simplification by aggregation). Dickerson
et al. coined the term ‘edge bundling’ in 2003 for their method that optimizes
node placement and groups same-endpoints edges (via splines) to simplify graph
drawings. All these techniques could handle only small graphs of tens up to
hundreds of nodes and edges.

Establishment Phase: Subsequent methods focused on larger-size graphs
(thousands of nodes and edges). Flow map layouts [42] generalized in 2005 the
computation of Sankey-like diagrams, also first featuring the ‘organic’ branch-
like structure to be encountered in many later techniques [7,9,53]. At roughly the
same time (2006), two key bundling techniques emerged: Gansner et al. presented
improved circular layouts [11], which grouped edges based on their spatial prox-
imity in M (G); Holten proposed hierarchical edge bundling [16] which grouped
edges based on the graph-theoretic distance of their start and end nodes in a
hierarchy of the graph’s nodes. Holten also pioneered several advanced blending
techniques to cope with edge overdraw (see also Sect. 4.3).
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f) circular layouts (2005)  g) hierarchical edge bundling (2006)
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State of the art

) Fast Fourier transform bundling (261 7)

k) CUDA universal bundling (2016)

Fig. 4. Key moments in edge bundling history.

Consolidation Phase: The next phase focused on treating general graphs [18],
time-dependent graphs [36], and, most importantly for our context, image-based
methods. The latter include image-based edge bundles (IBEB [53], following the
name-giving of IBFV [60]) which introduced clustering and grouped rendering
of spatially close edges in the form of shaded cushions [58] to both simplify
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the rendered graph and emphasize distinct/crossing, bundles. IBEB reused sev-
eral image-processing operators such as KDE [49], distance transforms [10], and
medial axes [48] for computational speed. Next, skeleton-based edge bundles
(SBEB) [9] used medial axes to actually perform graph bundlings, by following
the simple but effective intuition that bundling a set of (close) curves means
moving them towards the centerline of their hull.

State of the Art: Most recent methods focus mainly on scalability, using
image-based techniques. Kernel density edge bundling (KDEEB) [21] showed
that bundling a graph drawing is identical to applying mean shift, well known
in data clustering [6], on the KDE edge-density field. CUDA Universal Bundling
(CUBu) [62] next accelerated KDEEB to bundle 1 million-edge graphs in sub-
second time by parallelizing KDE on the GPU. Fast Fourier Transform Edge
Bundling (FFTEB) [25] further accelerated CUBu by computing the KDE con-
volution in frequency space, thus bundling graphs of tens of millions of edges at
interactive rates. As such, scalability seems to have been addressed successfully.

Shape skeletons

can we use skeletons
to cluster arbitrary data?
can we use mean shift
to compute shape skeletons?
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Fig. 5. Puzzling connections between graph visualization, shape analysis, and multi-
dimensional data analysis.

Several points can be made about edge bundling. First, bundling is an image-
space simplification technique of the graph drawing R(M(G)) that reduces clut-
ter by creating whitespace between bundles, but increases overdraw (of same-
bundle edges); a recent bundling formal definition as an image-processing oper-
ator is given in [26]. Image-based bundling is a multiscale technique, where
the KDE kernel radius controls the extent over which close edges get bundled,
thereby allowing users to easily and continuously specify how much they want to
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simplify (bundle) their graphs. Image-based methods are clearly the fastest, most
scalable, bundling methods, due to the high GPU parallelization of their under-
lying image processing operations. Edge similarity, the bundling driving factor,
can be easily defined in terms of a mix of spatial (Euclidean) and attribute-based
distances [41]. More interestingly from a theoretical point, bundling exposes some
puzzling connections between domains as different as data clustering [6], shape
simplification [48], and graph visualization itself (Fig.5). Briefly put:

— If skeletons can be used to bundle graphs [9], how can we further use the
wealth of shape analysis methods to analyze/visualize graphs?

— If skeletons and mean shift bundle graphs [9,21], can we use skeletons to
cluster multidimensional data, or mean shift to compute shape skeletons?

— If mean shift simplifies graphs [21], could we see graphs as yet another form
of multidimensional data?

These questions open, we think, a wealth of new vistas on data visualization.

sparse __ dense a)  low weight

Deals
s P Sy,

L of

Fig. 6. Attribute encoding in bundled graph visualizations.

4.3 Attribute-Centric Techniques

Graph visualization scalability also means handing high-dimensional node
and/or edge attributes (Sect.2.2). Visualizing these is hard, since the method
of choice for handling geometric scalability — bundling — massively increases
edge overdraw. Several image-based techniques address attribute visualization,
as follows.

One can directly visualize the edge-density (KDE) map e.g. by alpha blending
[16], which is a simple form of graph splatting using a one-pixel-wide kernel.
Additionally, hue mapping can encode edge attributes, such as density [18,62]
(Fig. 6a), length [16,62] (Fig. 6b), quantitative weights [56] (Fig. 6¢), categorical
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edge types [53] (Fig. 6d), and edge directions [41] (Fig. 6e). Two main challenges
exist here. First, at edge overlap locations, attribute values e of multiple edges e;
have to be aggregated together prior to color coding. While this is straightforward
to do for e.g. edge density, it becomes problematic for other attributes such as
edge categorical types or edge directions. This issue parallels known challenges
in scivis (interpolation of vector fields) and infovis (aggregation of categorical
data). Secondly, there is currently no scalable method that can render at the
same time more than roughly two attributes per edge in high-density graph
visualizations. Visualizing graphs having tens of attributes per edge (Ng > 2) is
an open problem. Separately, animation has been used to encode edge directions
by using particle-based techniques [19]. Interestingly, this approach resembles
a form of IBFV [60] applied to the vector field defined by the edges’ tangent
vectors. However, in a typical vector field, the number of singularities (where
IBFV would have problems rendering a smooth, informative, animation) is quite
limited; in a dense graph, this number is very high, equalling the amount of edge
crossings or, in the bundled case, overlaps of different-direction edges [9]. Hence,
IBFV cannot be directly used to visualize large/complex graphs.

5 Open Challenges

Image-based techniques have shown high potential for the efficient and effective
visualization of large graphs. Yet, we also see a number of key challenges that
they would need to tackle to become (more) effective in practice, as follows.

Layouts: Current image-based techniques address the rendering (R) phase,
but assume a suitable node layout to be given as input. As explained, comput-
ing such a layout (for large graphs) is challenging. A promising direction is to
further explore analogies between dimensionality reduction (DR, used to effi-
ciently and effectively visualize high-dimensional sample sets embedded in R™)
and graph drawing [22]. An additional advantage of doing this is that DR can
easily accommodate a wide range of similarity functions, e.g., accounting for
both graph structure and attributes [32]. This could open new ways to visu-
alizing graphs having many node and/or edge attributes. Separately, it would
be interesting to consider image-based bundling approaches for the layout of a
graph’s nodes.

Aggregation: Graph splatting and bundling are the techniques of choice for
generating images of large graphs. However, the way in which the multiple node
and/or edge attribute values that cover a given pixels are to be aggregated is
currently limited to simple operations (sum, average, minimum, or maximum)
[16,62]. Such operations cannot aggregate attributes such as categorical types or
edge directions. For edge directions, it is interesting to consider analogies with
scivis techniques for dense tensor field interpolation [59] which address related
problems. Separately, image processing has proposed a wealth of operators for
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detecting and emphasizing specific features present in images such as edges, lines,
textures, or even more complex shapes [13]. Such operators could be readily
adapted to highlight patterns of interest in image-based graph visualizations.

Quality: Measuring the quality of an (image-based) graph visualization is an
open topic [37], much due to the fact that there is typically no ground truth to
compare against. Still, image processing techniques can be helpful in this area,
e.g. by providing quantitative measures for the amount of edge intersections,
bends, preservation of graph-theoretic distances, or edge-angle spatial distri-
butions, in the final image. Such image-based metrics have been successful in
assessing the quality of DR scatterplot projections [31], bringing added value
beyond simple aggregate metrics. Exploring their extension to graph visualiza-
tions is potentially effective. Also, such metrics could be easily used to locally
constrain the mapping and/or rendering phases, e.g. to limit the amount of
undesired deformations that bundling produces.

Applications: An interesting and potentially rich field for graph visualization is
the exploration of deep neural networks (DNNs), currently the favored technique
in machine learning. DNNs are large (millions of nodes and/or edges), attributed
by several values (e.g. activations and weights), and time-dependent (e.g. during
the network training). Understanding how DNNs work, and why/where they do
not work, is a major challenge in deep learning [30]. Visualizing DNNs is also very
difficult, as their tightly-connected structure yields significant edge crossings and
overdraw, and it is not evident how e.g. bundling would help for these topologies.
Exploring image-based techniques for this use-case is promising.

6 Conclusion

In this paper, we surveyed current developments of image-based techniques for
the visualization of large, high-dimensional, and time-dependent graphs. These
techniques have major advantages — the ability of creating dense visualizations
with high data-ink ratios, treatment of clutter by construction, an implicit mul-
tiscale nature able to handle large and dense graphs, and scalable implementa-
tions. We highlighted analogies and differences between image-based techniques
and related techniques for the visualization of densely-sampled fields in scientific
visualization. While graph data has several important differences as compared
to field data, the existing similarities make us believe that existing scivis and
image-processing techniques can be further adapted to further assist graph visu-
alization. From a practical perspective, this would lead to the creation of novel
efficient and effective tools for graph visual exploration. Equally important, from
a theoretical perspective, this could lead to further unification of the currently
still separated disciplines of scientific and information visualization.
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Abstract. The complexity of deciding whether a clustered graph admits
a clustered planar drawing is a long-standing open problem in the graph
drawing research area. Several research efforts focus on a restricted ver-
sion of this problem where the hierarchy of the clusters is ‘flat’, i.e.,
no cluster different from the root contains other clusters. We prove
that this restricted problem, that we call FLAT CLUSTERED PLANARITY,
retains the same complexity of the general CLUSTERED PLANARITY prob-
lem, where the clusters are allowed to form arbitrary hierarchies. We
strengthen this result by showing that FLAT CLUSTERED PLANARITY
is polynomial-time equivalent to INDEPENDENT FLAT CLUSTERED PLA-
NARITY, where each cluster induces an independent set. We discuss the
consequences of these results.

1 Introduction

A clustered graph (c-graph) is a planar graph with a recursive hierarchy defined
on its vertices. A clustered planar (c-planar) drawing of a c-graph is a planar
drawing of the underlying graph where: (i) each cluster is represented by a
simple closed region of the plane containing only the vertices of the corresponding
cluster, (ii) cluster borders never intersect, and (iii) any edge and any cluster
border intersect at most once (more formal definitions are given in Sect.2).
The complexity of deciding whether a c-graph admits a c-planar drawing is
still an open problem after more than 20 years of intense research [12,14,17—
19,26,32,34-36,38,42-45,49,50,53].

If we had an efficient c-planarity testing and embedding algorithm we could
produce straight-line drawings of clustered trees [28] and straight-line draw-
ings [11,33] and orthogonal drawings [27] of c-planar c-graphs with rectangular
regions for the clusters.

In order to shed light on the complexity of CLUSTERED PLANARITY, this
problem has been compared with other problems whose complexity is like-
wise challenging. This line of investigation was opened by Marcus Schaefer’s
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polynomial-time reduction of CLUSTERED PLANARITY to SEFE [53]. SIMUL-
TANEOUS EMBEDDING WITH FIXED EDGES (SEFE) takes as input two pla-
nar graphs G; = (V,E;) and Gy = (V, E2) and asks whether a planar draw-
ing I'1(G4) and a planar drawing I'5(G2) exist such that: (i) each vertex v € V
is mapped to the same point in I} and in Iy and (ii) every edge e € Eq N Ey is
mapped to the same Jordan curve in I} and in I5.

However, the polynomial-time equivalence of the two problems is open and
the reverse reduction of SEFE to CLUSTERED PLANARITY is known only for the
case when the intersection graph Gn = (V, E1 N Es) of the instance of SEFE is
connected [4]. Also in this special case, the complexity of the problem is unknown,
with the exception of the case when G, is a star, which produces a c-graph with
only two clusters, a known polynomial case for CLUSTERED PLANARITY [10,47].

Since the general CLUSTERED PLANARITY problem appears to be elu-
sive, several authors focused on a restricted version of it where the hierar-
chy of the clusters is ‘flat’, i.e., only the root cluster contains other clus-
ters and it does not directly contain vertices of the underlying graph [2,3,5-
7,9,16,20,21,25,29,37,39-41,47,51]. This restricted problem, that we call FLAT
CLUSTERED PLANARITY, is expressive enough to be useful in several applica-
tive domains, as for example in computer networks where routers are grouped
into Autonomous Systems [15], or social networks where people are grouped
into communities [13,30], or software diagrams where classes are grouped into
packages [52]. Also, several hybrid representations have been proposed for the
visual analysis of (not necessarily planar) flat clustered graphs, such as mixed
matrix and node-link representations [13,23,24,31,46], mixed intersection and
node-link representations [8], and mixed space-filling and node-link representa-
tions [1,48,54].

Unfortunately, the complexity of FLAT CLUSTERED PLANARITY is open as
the complexity of the general problem. The authors of [14], after recasting FLAT
CLUSTERED PLANARITY as an embedding problem on planar multi-graphs, con-
clude that we are still far away from solving it. The authors of [4] wonder whether
FLAT CLUSTERED PLANARITY retains the same complexity of CLUSTERED PLA-
NARITY. In this paper we answer this question in the affirmative. Obviously, a
reduction of FLAT CLUSTERED PLANARITY to CLUSTERED PLANARITY is triv-
ial, since the instances of FLAT CLUSTERED PLANARITY are simply a subset of
those of CLUSTERED PLANARITY. The reverse reduction is the subject of Sect. 3,
that proves the following theorem.

Theorem 1. There exists a quadratic-time transformation that maps an
instance of CLUSTERED PLANARITY to an equivalent instance of FLAT CLUS-
TERED PLANARITY.

With very similar techniques we are able to prove also a stronger result.

Theorem 2. There exists a linear-time transformation that maps an instance
of FLAT CLUSTERED PLANARITY to an equivalent instance of INDEPENDENT
FLAT CLUSTERED PLANARITY.
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Here, by INDEPENDENT FLAT CLUSTERED PLANARITY we mean the restric-
tion of FLAT CLUSTERED PLANARITY to instances where each non-root cluster
induces an independent set.

The paper is structured as follows. Section2 contains basic definitions.
Section 3 contains the proof of Theorem 1 under some simplifying hypotheses
(which are removed in [22]). Some immediate consequences of Theorem1 are
discussed in Sect.4. The proof of Theorem 2 and some remarks about it are in
Sects. 5 and 6, respectively. Conclusions and open problems are in Sect.7. For
space reasons some proofs are sketched or, when trivial, omitted.

2 Preliminaries

Let T be a rooted tree. We denote by 7(T") the root of T and by T'[u] the subtree
of T rooted at one of its nodes p. The depth of a node p of T is the length
(number of edges) of the path from r(T") to p. The height h(T) of a tree T is
the maximum depth of its nodes.

The nodes of a tree can be partitioned into leaves, that do not have children,
and internal nodes. In turn, the internal nodes can be partitioned into two sets:
lower nodes, whose children are all leaves, and higher nodes, that have at least
one internal-node child. We say that a node is homogeneous if its children are
either all leaves or all internal nodes. A tree is homogeneous if all its nodes
are homogeneous. We say that a tree is flat if all its leaves have depth 2. A
flat tree is homogeneous. Figure 1 shows a non-homogeneous tree (Fig. 1(a)), a
homogeneous tree (Fig. 1(b)), and a flat tree (Fig. 1(c)).

(a) (b) (c)

Fig.1. (a) A tree that is not homogeneous. (b) A homogeneous tree. (c) A flat tree.

We also need a special notion of size: the size of a tree T, denoted by S(T),
is the number of higher nodes of T" different from the root of T'. Observe that a
homogeneous tree T is flat if and only if S(7') = 0. For example, the sizes of the
trees represented in Figs. 1(a), (b), and (c) are 2, 2, and 0, respectively (filled
gray nodes in Fig. 1). The proof of the following lemma is trivial.

Lemma 1. A homogeneous tree T of height h(T) > 2 and size S(T) > 0 con-
tains at least one node p* # r(T) such that Tu*] is flat.

A graph G = (V,E) is a set V of vertices and a set E of edges, where each
edge is an unordered pair of vertices. A drawing I'(G) of G is a mapping of its
vertices to distinct points on the plane and of its edges to Jordan curves joining
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the incident vertices. Drawing I'(G) is planar if no two edges intersect except
at common end-vertices. A graph is planar if it admits a planar drawing.

A clustered graph (or c-graph) C is a pair (G,T) where G = (V, E) is a planar
graph, called the underlying graph of C', and T, called the inclusion tree of C,
is a rooted tree such that the set of leaves of T' coincides with V. A cluster u
is an internal node of T. When it is not ambiguous we also identify a cluster
with the respective subset of the vertex set. An inter-cluster edge of a cluster
w of T is an edge of G that has one end-vertex inside p and the other end-
vertex outside u. An independent set of vertices is a set of pairwise non-adjacent
vertices. A cluster p of T is independent if its vertices form an independent set.
A c-graph is independent if all its clusters, with the exception of the root, are
independent clusters. A cluster p of T is a lower cluster (higher cluster) of C' if
1 is a lower node (higher node) of T

A c-graph is flat if its inclusion tree is flat. The clusters of a flat c-graph
are all lower clusters with the exception of the root cluster. A cluster is called
singleton if it contains a single cluster or a single vertex.

A drawing I'(C) of a c-graph C(G,T) is a mapping of vertices and edges
of G to points and to Jordan curves joining their incident vertices, respectively,
and of each internal node p of T to a simple closed region R(u) containing
exactly the vertices of u. Drawing I'(C) is c-planar if: (i) curves representing
edges of G do not intersect except at common end-points; (ii) the boundaries of
the regions representing clusters do not intersect; and (iii) each edge intersects
the boundary of a region at most one time. A c-graph is c-planar if it admits a
c-planar drawing.

Problem CLUSTERED PLANARITY is the problem of deciding whether a c-
graph is c-planar. Problem FLAT CLUSTERED PLANARITY is the restriction of
CLUSTERED PLANARITY to flat c-graphs. Problem INDEPENDENT FLAT CLUS-
TERED PLANARITY is the restriction of CLUSTERED PLANARITY to independent
flat c-graphs.

The proof of the following lemma can be found in [22].

Lemma 2. An instance C(G,T) of CLUSTERED PLANARITY with n vertices
and c clusters can be reduced in time O(n+c) to an equivalent instance such that:
(1) T is homogeneous, (2) r(T) has at least two children, and (3) h(T) <n—1.

3 Proof of Theorem 1

We describe a polynomial-time reduction of CLUSTERED PLANARITY to FLAT
CLUSTERED PLANARITY. Let C(G,T) be a clustered graph, let n be the number
of vertices of G, and let ¢ be the number of clusters of C'. Due to Lemma 2 we can
achieve in O(n+ ¢) time that T is homogeneous and S(T') € O(n). We reduce C
to an equivalent instance Cy(Gy,Ty) where T is flat. The reduction consists of
a sequence of transformations of C' = Cy into Cy, Cq, ..., Csry = Cy, where
each C;(G;,T;), i = 0,1,...,8(T), has an homogeneous inclusion tree T; and
each transformation takes O(n) time.
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Fig. 2. (a) A c-graph C;. Inter-cluster edges of u* are colored red, green, and blue. (b)
The construction of C;41. (Color figure online)

Consider any C;(G;,T;), with ¢ = 0,...,S8(T) — 1, where T; is a homoge-
neous, non-flat tree of height h(7T;) > 2 (refer to Fig.2(a)). By Lemmal, T;
has at least one node p* # r(T;) such that T;[p*] is flat. Since p* # r(T;),
node p* has a parent v. Also, denote by vy, vs, ..., vy, the children of p* and by
11, o, -« -, g the siblings of p* in T;. We construct C;y1(Gjit1,Tiv1) as follows
(vefer to Fig.2(b)). Graph G,y is obtained from G; by introducing, for each
inter-cluster edge e = (u,v) of u*, two new vertices e, and e, and by replacing
e with a path (u,ey)(ey,ey)(ep,v). Tree Tj41 is obtained from T; by removing
node p*, attaching its children vy, vs, ..., vy directly to v and adding to v two
new children x and ¢, where cluster x (cluster o, respectively) contains all ver-
tices e, (e, respectively) introduced when replacing each inter-cluster edge e of
w* with a path. The following lemmas are trivial.

Lemma 3. If T; is homogeneous then T; 1 is homogeneous.
Lemma 4. We have that S(T;+1) = S(T;) — 1.
Lemma 5. The c-graph Cy = Cs(ry is flat.

The proof of the following lemma is given here under two simplifying hypothe-
ses (the proof of the general case can be found in [22]):

‘H-conn: The underlying graph G; is connected
H-not-root: Cluster v is not the root of T’

Observe that Hypothesis H-conn implies that also G;;; is connected.
Observe, also, that Hypothesis H-not-root and Property 2 of Lemma?2 imply
that there is at least one vertex of G; that is not part of v (this hypothesis is
not satisfied, for example, by the c-graph depicted in Fig. 2(a)).

Lemma 6. C;(G;,T;) is c-planar if and only if Ci11(Giy1,Tiv1) is c-planar.

Proof sketch. The first direction of the proof is straightforward. Let I'(C;) be a
c-planar drawing of C; (refer to Fig. 3(a)). We show how to construct a c-planar
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Fig. 3. (a) A c-planar drawing I'(C;) of c-graph C;. (b) The construction of a c-planar
drawing I'(Cit1).

drawing of Cj;1 (refer to Fig.3(b)). Consider the region R(u*) that contains
R(v;), with i = 1,..., h. The boundary of R(u*) is crossed exactly once by each
inter-cluster edge of u*. Identify outside the boundary of R(u*) two arbitrarily
thin regions R(x) and R(y) that turn around R(p*) and that intersect exactly
once all and only the inter-cluster edges of p*. Insert into each inter-cluster edge
e of p* two vertices e, and e, placing e, inside R(x) and e, inside R(y). By
ignoring R(u*) you have a c-planar drawing I"(C;11) of Ciyq.

Fig. 4. A c-planar drawing of clusters v, x, and ¢ in I'(C;+1). (Color figure online)

Suppose now to have a c-planar drawing I'(C;41) of C;11. We show how to
construct a c-planar drawing I'(C;) of C; under the Hypotheses H-conn and
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‘H-not-root. Consider the regions R(x) and R(yp) inside R(v) (refer to Fig.4).
Regions R(x) and R(y) are joined by the p inter-cluster edges introduced when
replacing each inter-cluster edge e; of u*, where ¢ = 1,...,p, with a path (red
edges of Fig.4). Such inter-cluster edges of x and ¢ partition R(v) into p regions
that have to host the remaining children of v and the inter-cluster edges among
them. In particular, p—1 of these regions are bounded by two inter-cluster edges
and two portions of the boundaries of R(x) and R(y¢). One of such regions,
instead, is also externally bounded by the boundary of R(v).

Now consider the regions R(v;) corresponding to the children v; of v, with
it =1,...,h, that were originally children of p*. These regions (filled white in
Fig.4) may have inter-cluster edges among them and may be connected to x,
but by construction cannot have inter-cluster edges connecting them to ¢, or
connecting them to the original children u; # p* of v, or exiting the border of
R(v). In particular, due to Hypothesis H-conn, these regions must be directly
or indirectly connected to x. Finally, consider the regions R(u;) corresponding
to the original children p; # p* of v (filled gray in Fig.4). These regions may
have inter-cluster edges among them, connecting them to ¢, or connecting them
to the rest of the graph outside v. In particular, due to Hypotheses H-conn and
‘H-not-root, each p; (and also ¢) must be directly or indirectly connected to the
border of R(v). It follows that the drawing in I'(C;y1) of the subgraph G-
composed by the regions of x, 11, v, ..., v, and their inter-cluster edges cannot
contain in one of its internal faces any other cluster of v. Hence, the sub-region
R(u*) of R(v) that is the union of R(x) and the region enclosed by G- is a
closed and simple region that only contains the regions R(v1), ... R(vp) plus the
region R(x) and all the inter-cluster edges among them (see Fig.5). By ignoring
R(x) and R(y) and by removing vertices e, and e, and joining their incident
edges we obtain a c-planar drawing I'(C}). O

The proof of Theorem 1 descends from Lemmas5 and 6 and from the con-
sideration that each construction of C;y; from C; takes at most O(n) time and,
hence, the time needed to construct Cy is O(n?). Due to the O(n + ¢)-time pre-
processing (Lemma 2), the overall time complexity of the reduction is O(n? +c).

4 Remarks About Theorem 1

In this section we discuss some consequences of Theorem 1 that descend from the
properties of the reduction described in Sect. 3. Such properties are summarized
in the following lemma.

Lemma 7. Let C(G,T) be an n-vertex clustered graph with ¢ clusters. The flat
clustered graph Cy(Gy,Ty) equivalent to C' built as described in the proof of
Theorem 1 has the following properties:

1. Graph Gy is a subdivision of G
2. Each edge of G is replaced by a path of length at most 4h(T) — 8
3. The number of vertices of Gy is ny € O(n - h(T))
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Fig. 5. The drawing of cluster u in I'(C;) corresponding to the drawing I'(Ci4+1) of
Fig. 4.

4. The number of clusters of Cy is ¢y = ¢+ S(T)

Proof. Regarding Property 1, observe that, for ¢ = 1,...,8(T), each G; is
obtained from G;_; by replacing edges with paths. Hence Ggry = Gy is a
subdivision of Gy = G. To prove Property 2 observe that each time an edge e
is subdivided, a pair of vertices e, and e, is inserted and that edges are sub-
divided when the boundary of a higher cluster is removed. Edges that traverse
more boundaries are those that link two vertices whose lowest common ancestor
is the root of T. These edges traverse 2h(T) — 4 higher-cluster boundaries in C.
Hence, the number of vertices inserted into these edges is 4h(T') — 8. Property 3
can be proved by considering that G has O(n) edges and each edge, by Prop-
erty 2, is replaced by a path of length at most O(h(T)). Finally, Property 4
descends from the fact that at each step C;y1 has exactly one cluster more than
C;, since new clusters x and ¢ are inserted but cluster p* is removed. O

An immediate consequence of Property 1 of Lemma7 is that the number
of faces of Gy is equal to the number of faces of G. Also, if G' is connected,
biconnected, or a subdivision of a triconnected graph, Gy is also connected,
biconnected, or a subdivision of a triconnected graph, respectively. If G is a
cycle or a tree, G¢ is also a cycle or a tree, respectively. Hence, the complexity
of CLUSTERED PLANARITY restricted to these kinds of graphs can be related to
the complexity of FLAT CLUSTERED PLANARITY restricted to the same kinds
of graphs. Further, since a subdivision preserves the embedding of the original
graph, the problem of deciding whether a c-graph C(G,T) admits a c-planar
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drawing where G has a fixed embedding is polynomially equivalent to deciding
whether a flat c-graph C;(Gy,Ty) admits a c-planar drawing where G has a
fixed embedding.

By the above observations some results on flat clustered graphs can be imme-
diately exported to general c-graphs. Consider for example the following.

Theorem 3 ([16, Theorem 1]). There exists an O(n3)-time algorithm to test
the c-planarity of an n-vertex embedded flat c-graph C with at most two vertices
per cluster on each face.

We generalize Theorem 3 to non-flat c-graphs.

Theorem 4. Let C(G,T) be an n-vertezx c-graph where G has a fized embedding.
There exists an O(n® - h(T)3)-time algorithm to test the c-planarity of C if each
lower cluster has at most two vertices on the same face of G and each higher
cluster has at most two inter-cluster edges on the same face of G.

Proof sketch. The proof is based on showing that, starting from a c-graph
C(G,T) that satisfies the hypotheses of the statement, the equivalent flat c-graph
C¢(Gy, Ty) built as described in the proof of Theorem 1 satisfies the hypothe-
ses of Theorem 3. Hence, we first transform C(G,T) into C;(G¢,Tf) in O(n?)
time and then apply Theorem 3 to C¢(Gy,Ty), which gives an answer to the c-
planarity test in O(nfc) time, which is, by Property 3 of Lemma 7, O(n? - h(T)3)
time. a

In [25] it has been proven that FLAT CLUSTERED PLANARITY admits a
subexponential-time algorithm when the underlying graph has a fixed embedding
and its maximum face size £ belongs to o(n).

Theorem 5 (/25, Theorem 3]). FLAT CLUSTERED PLANARITY can be solved in
20(Vin-logn) time for n-vertex embedded flat c-graphs with mazimum face size .

The authors of [25] ask whether their results can be generalized to non-flat
c-graphs. We give an affirmative answer with the following theorem.

Theorem 6. CLUSTERED PLANARITY can be solved in 20(h(T)-VEnlog(n-h(T)
time for n-vertex embedded c-graphs with mazimum face size £ and height h(T)
of the inclusion tree.

Proof sketch. The proof is based on applying Theorem 5 to the equivalent flat
c-graph C;(Gy,Ty) built as described in the proof of Theorem 1. O

Observe that Theorem 6 gives a subexponential-time upper bound for CLUS-
TERED PLANARITY whenever ¢ - h(T)? € o(n). Also observe that Theorems 4
and 6 are actual generalizations of the corresponding Theorems 3 and 5, respec-
tively, as they yield the same bounds when applied to flat clustered graphs.
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5 Proof of Theorem 2

In this section we reduce FLAT CLUSTERED PLANARITY to INDEPENDENT FLAT
CLUSTERED PLANARITY by applying a transformation very similar to the one
described in Sect. 3 to each non-independent cluster.

Let C(G,T) be a flat c-graph. Let k be the number of lower clusters of C that
are not independent. The reduction consists of a sequence of transformations of
C = Cy into C1,Cs,...,Cy where each C;, i = 0,...,k, is a flat c-graph with
k — i non-independent lower clusters.

Fig. 6. (a) A flat c-graph C; with a non-independent cluster p*. (b) The construction
of Ciy1 where p* is replaced by independent clusters v1, ..., vs, X, and .

Consider a flat c-graph C;(G;,T;), with ¢ = 0,...,k — 1, such that C; has
k — ¢ non-independent clusters and let u* be a non-independent cluster of C.
We show how to construct an flat c-graph C;41(G;41,Ti+1) equivalent to C; and
such that C;11 has k — i — 1 non-independent clusters (refer to Fig.6). Denote
by w;, with j = 1,2,...,1, those children of r(T;) such that p; # u*. Suppose
that p* has children v, vo, ..., vy, which are vertices of G;.

The underlying graph G;41 of C;y; is obtained from G; by introducing, for
each inter-cluster edge e = (u, v) of u*, two new vertices e, and e, and replacing
e with a path (u, ey )(ey, e,)(€ep,v). The inclusion tree T;4; of C;1; is obtained
from T; by removing cluster p* and introducing, for each j = 1,2,...,h, a
lower cluster v; child of 7(T;41) containing only v;. We also introduce two lower
clusters x and ¢ as children of 7(T;41) that contain all the vertices e, and e,
respectively, introduced when replacing each inter-cluster edge e of p* with a
path. It is easy to see that C;;; is a flat clustered graph and that it has one
non-independent cluster less than C;.

We prove the following lemma assuming that Hypothesis H-conn holds. The
complete proof is in [22].

Lemma 8. C;(G;,T;) is c-planar if and only if Ci11(Giy1,Tiv1) is c-planar.

Proof sketch. The proof is very similar to the proof of Lemma 6. First, we show
that, given a c-planar drawing I'(C;) of the flat c-graph Cj it is easy to construct a
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Fig. 7. (a) A c-planar drawing of the flat c-graph of Fig.6(a). (b) The corresponding
c-planar drawing the flat c-graph of Fig. 6(b) where the non-independent cluster p* is
replaced by independent clusters v, ..., vs, X, and .

c-planar drawing I'(C;4+1) of Ci+1 (see, as an example, Fig. 7). Second we show
that, given a c-planar drawing I'(C;y1) of the flat c-graph C;41 it is possible
to construct a c-planar drawing I'(C;) of C;. This second part of the proof is
complicated by the fact that, since in this case Hypothesis H-not-root does not
apply, we may have that in I"'(C;11) the region R(yp) is embraced by inter-cluster
edges and region boundaries of R(v1), R(v2), ... R(v;), and R(x). Hence, before
identifying the region R(p*) the drawing I'(C;+1) needs to be modified so that
the external face touches R(y). This can be easily done by rerouting edges. 0O

The proof of Theorem?2 is concluded by showing that each G;y; can be
obtained from G; in time proportional to the number of vertices and inter-cluster
edges of p*, which gives an overall O(n) time for the reduction.

6 Remarks About Theorem 2

Starting from a flat c-graph, the reduction described in Sect. 5 allows us to find
an equivalent independent flat c-graph with the properties stated in the following
lemma (the proof can be found in [22]).

Lemma 9. Let Cr(Gy,Ty) be an ny-vertex flat clustered graph with cy clus-
ters. The independent flat clustered graph Ci(Gip, Tif) equivalent to Cy built as
described in the proof of Theorem 2 has the following properties:

Graph Gy is a subdivision of Gy

FEach inter-cluster edge of Gy 1is replaced by a path of length at most 4.
The number of vertices of Gif is O(ny)

The number of clusters of Cy (including the root) is c;p < 2¢5 +ny — 1

o~

Also, a further property can be pursued.
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Observation 1. At the same asymptotic cost of the reduction described in the
proof of Theorem 2 it can be achieved that non-root clusters are of two types:
(TYPE 1) clusters containing a single vertex of arbitrary degree or (TYPE 2)
clusters containing multiple vertices of degree two.

All observations of Sect.4 regarding the consequences of Property 1 of
Lemma 7 apply here to of Property 1 of Lemma?9. Further, the two reductions
can be concatenated yielding the following.

Lemma 10. Let C(G,T) be an n-vertex clustered graph with c clusters. The
independent flat clustered graph Ci(Gip, Tif) equivalent to C' built by concatenat-
ing the reduction of Theorem 1 and the reduction of Theorem 2, as modified by
Observation 1, has the following properties:

Graph G is a subdivision of G

Each inter-cluster edge of G is replaced by a path of length at most 4h(T)—4
The number of vertices of Gy is O(n?)

The number of clusters of Cy is O(n - h(T))

Non-root clusters are of two types: (TYPE 1) clusters containing a single
vertex of arbitrary degree or (‘TYPE 2) clusters containing multiple vertices
of degree two

Grds o o~

Lemma 10 describes the most constrained version of CLUSTERED PLANARITY
that is known to be polynomially equivalent to the general problem. Observe that
if all non-root clusters of a c-graph C(G,T') are of TYPE 1 then INDEPENDENT
FLAT CLUSTERED PLANARITY is linear, since C is c-planar if and only if G is
planar. Conversely, if all clusters are of TYPE 2 then the underlying graph is a
collection of cycles, and the problem has unknown complexity [20,21].

7 Conclusions and Open Problems

We showed that CLUSTERED PLANARITY can be reduced to FLAT CLUSTERED
PLANARITY and that this problem, in turn, can be reduced to INDEPENDENT
FrLAT CLUSTERED PLANARITY. The consequences of these results are twofold:
on one side the investigations about the complexity of CLUSTERED PLANARITY
could legitimately be restricted to (independent) flat clustered graphs, neglect-
ing more complex hierarchies of the inclusion tree; on the other side some
polynomial-time results on flat clustered graphs could be easily exported to
general c-graphs (we gave some examples in Sect. 4).

We remark that while Theorems 1 and 2 are formulated in terms of decision
problems, their proofs offer a solution of the corresponding search problems,
meaning that they actually describe a polynomial-time algorithm to compute a
c-planar drawing of a c-graph, provided to have a c-planar drawing of the cor-
responding flat c-graph or a c-planar drawing of the corresponding independent
flat c-graph.
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Several interesting questions are left open:

Can the reduction presented in this paper be used to generalize some other
polynomial-time testing algorithm for FLAT CLUSTERED PLANARITY to plain
CLUSTERED PLANARITY?

What is the complexity of INDEPENDENT FLAT CLUSTERED PLANARITY
when the underlying graph is a cycle? We know that this problem is polyno-
mial only for constrained drawings of the inter-cluster edges [20,21].

What is the complexity of INDEPENDENT FLAT CLUSTERED PLANARITY
when the number of TYPE 2 clusters is bounded?
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Abstract. Recently, Fulek et al. [1-3] have presented Hanani-Tutte
results for (radial) level planarity, i.e., a graph is (radial) level planar
if it admits a (radial) level drawing where any two (independent) edges
cross an even number of times. We show that the 2-SAT formulation of
level planarity testing due to Randerath et al. [4] is equivalent to the
strong Hanani-Tutte theorem for level planarity [3]. Further, we show
that this relationship carries over to radial level planarity, which yields
a novel polynomial-time algorithm for testing radial level planarity.

1 Introduction

Planarity of graphs is a fundamental concept for graph theory as a whole, and for
graph drawing in particular. Naturally, variants of planarity tailored specifically
to directed graphs have been explored. A planar drawing is upward planar if all
edges are drawn as monotone curves in the upward direction. A special case are
level planar drawings of level graphs, where the input graph G = (V, E) comes
with a level assignment £: V — {1,2,...,k} for some k € N that satisfies {(u) <
£(v) for all (u,v) € E. One then asks whether there is an upward planar drawing
such that each vertex v is mapped to a point on the horizontal line y = ¢(v)
representing the level of v. There are also radial variants of these concepts,
where edges are drawn as curves that are monotone in the outward direction in
the sense that a curve and any circle centered at the origin intersect in at most
one point. Radial level planarity is derived from level planarity by representing
levels as concentric circles around the origin.

Despite the similarity, the variants with and without levels differ significantly
in their complexity. Whereas testing upward planarity and radial planarity are
NP-complete [5], level planarity and radial level planarity can be tested in poly-
nomial time. In fact, linear-time algorithms are known for both problems [6,7].
However, both algorithms are quite complicated, and subsequent research has
led to slower but simpler algorithms for these problems [4,8]. Recently also con-
strained variants of the level planarity problem have been considered [9,10].

One of the simpler algorithms is the one by Randerath et al. [4]. It only
considers proper level graphs, where each edge connects vertices on adjacent
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levels. This is not a restriction, because each level graph can be subdivided to
make it proper, potentially at the cost of increasing its size by a factor of k.
It is not hard to see that in this case a drawing is fully specified by the vertex
ordering on each level. To represent this ordering, define a set of variables V =
{uw | u,w € V,u # w,l(u) = ¢(w)}. Randerath et al. observe that there is a
trivial way of specifying the existence of a level-planar drawing by the following
consistency (1), transitivity (2) and planarity constraints (3):

Yuw ey D uw - wu (1)
Yuw,wy €V DouwwAwy = uy  (2)
Yuw,vz €V with (u,v), (w,z) € FE independent : uw & vr  (3)

The surprising result due to Randerath et al. [4] is that the satisfiability of
this system of constraints (and thus the existence of a level planar drawing)
is equivalent to the satisfiability of a reduced constraint system obtained by
omitting the transitivity constraints (2). That is, transitivity is irrelevant for
the satisfiability. Note that a satisfying assignment of the reduced system is
not necessarily transitive, rather Randerath et al. prove that a solution can be
made transitive without invalidating the other constraints. Since the remaining
conditions 1 and 3 can be easily expressed in terms of 2-SAT, which can be
solved efficiently, this yields a polynomial-time algorithm for level planarity.

A very recent trend in planarity research are Hanani-Tutte style results. The
(strong) Hanani-Tutte theorem [11,12] states that a graph is planar if and only if
it can be drawn so that any two independent edges (i.e., not sharing an endpoint)
cross an even number of times. One may wonder for which other drawing styles
such a statement is true. Pach and Téth [13,14] showed that the weak Hanani-
Tutte theorem (which requires even crossings for all pairs of edges) holds for
a special case of level planarity and asked whether the result holds in general.
This was shown in the affirmative by Fulek et al. [3], who also established the
strong version for level planarity. Most recently, both the weak and the strong
Hanani-Tutte theorem have been established for radial level planarity [1,2].

Contribution. We show that the result of Randerath et al. [4] from 2001 is
equivalent to the strong Hanani-Tutte theorem for level planarity.

The key difference is that Randerath et al. consider proper level graphs,
whereas Fulek et al. [3] work with graphs with only one vertex per level. For a
graph G we define two graphs G*, GT that are equivalent to G with respect to
level planarity. We show how to transform a Hanani-Tutte drawing of a graph G*
into a satisfying assignment for the constraint system of G* and vice versa. Since
this transformation does not make use of the Hanani-Tutte theorem nor of the
result by Randerath et al., this establishes the equivalence of the two results.

Moreover, we show that the transformation can be adapted also to the case
of radial level planarity. This results in a novel polynomial-time algorithm for
testing radial level planarity by testing satisfiability of a system of constraints
that, much like the work of Randerath et al., is obtained from omitting all
transitivity constraints from a constraint system that trivially models radial
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level planarity. Currently, we deduce the correctness of the new algorithm from
the strong Hanani-Tutte theorem for radial level planarity [2]. However, also this
transformation works both ways, and a new correctness proof of our algorithm in
the style of the work of Randerath et al. [4] may pave the way for a simpler proof
of the Hanani-Tutte theorem for radial level planarity. We leave this as future
work. Omitted proofs, indicated by (x), can be found in the full version [15].

2 Preliminaries

A level graph is a directed graph G = (V, E) together with a level assignment £ :
V — {1,2,...,k} for some k € N that satisfies £(u) < £(v) for all (u,v) € E.
If ¢(u)+1 = £(v) for all (u,v) € E, the level graph G is proper. Two independent
edges (u,v), (w, x) are critical if £(u) < ¢(x) and £(v) > ¢(w). Note that any pair
of independent edges that can cross in a level drawing of G is a pair of critical
edges. Throughout this paper, we consider drawings that may be non-planar,
but we assume at all times that no two distinct vertices are drawn at the exact
same point, no edge passes through a vertex, and no three (or more) edges cross
in a single point. If any two independent edges cross an even number of times in
a drawing I' of G, it is called a Hanani- Tutte drawing of G.

For any k-level graph G we now define a star form G* so that every level
of G* consists of exactly one vertex. The construction is similar to the one used
by Fulek et al. [3]. Let n; denote the number of vertices on level i for 1 <
i < k. Further, let vy, vs,...,v,, denote the vertices on level ¢. Subdivide every
level i into 2n; sublevels 1¢,2%,... (2n;)". For 1 < j < n;, replace vertex v;
by two vertices v}, vf with £(v}) = j* and £(v]) = n; + j* and connect them
by an edge (v}, v} ), referred to as the stretch edge e(v;). Connect all incoming
edges of v; to v’ instead and connect all outgoing edges of v; to 11;’ instead.
Let e = (u,v) be an edge of G. Then let e* denote the edge of G* that connects
the endpoint of e(u) with the starting point of e(v). See Fig. 1. Define GT as
the graph obtained by subdividing the edges of G* so that the graph becomes
proper; again, see Fig. 1. Let (u,v), (w,z) be critical edges in G*. Define their
limits in GT as (u/,v'), (w’,z') where u’, v are endpoints or subdivision vertices
of (u,v), w',2’ are endpoints or subdivision vertices of (w,z) and it is £(u') =

L(w") = max(£(u),f(w)) and £(v") = £(z') = min(¢(v), £(x)).

Lemma 1 (x). Let G be a level graph. Then
G is (radial) level pl. & G* is (radial) level pl. < G™ is (radial) level pl.

3 Level Planarity

Recall from the introduction that Randerath et al. formulated level planarity of
a proper level graph G as a Boolean satisfiability problem S'(G) on the vari-
ables V = {uw | u # w, £(u) = £(w)} and the clauses given by Egs. (1)—(3).

It is readily observed that G is level planar if and only if §'(G) is satisfiable.
Now let S(G) denote the SAT instance obtained by removing the transitivity



42 @G. Briickner et al.

G G* GT

Fig. 1. A level graph G (a) modified to a graph G* so as to have only one vertex per
level (b) and its proper subdivision GT (c).

clauses (2) from S8’(G). Note that it is (vw = —~wu) = (~uw V ~wu) and (uw =
vr) = (-uw V vx), ie., S(G) is an instance of 2-SAT, which can be solved
efficiently. The key claim of Randerath et al. is that S’(G) is satisfiable if and
only if S(G) is satisfiable, i.e., dropping the transitivity clauses does not change
the satisfiability of &'(G). In this section, we show that S(G) is satisfiable if
and only if G* has a Hanani-Tutte level drawing (Theorem 1). Of course, we do
not use the equivalence of both statements to level planarity of G. Instead, we
construct a satisfying truth assignment of S(G) directly from a given Hanani-
Tutte level drawing (Lemma 3), and vice versa (Lemma 4). This directly implies
the equivalence of the results of Randerath et al. and Fulek et al. (Theorem 1).

The common ground for our constructions is the constraint system &'(GV),
where a Hanani-Tutte drawing implies a variable assignment that does not nec-
essarily satisfy the planarity constraints (3), though in a controlled way, whereas
a satisfying assignment of S(G) induces an assignment for S’(G™T) that satisfies
the planarity constraints but not the transitivity constraints (2). Thus, in a
sense, our transformation trades planarity for transitivity and vice versa.

A (not necessarily planar) drawing I" of G induces a truth assignment ¢ of V
by defining for all uw € V that ¢(uw) is true if and only if u lies to the left
of w in I'. Note that this truth assignment must satisfy the consistency clauses,
but does not necessarily satisfy the planarity constraints. The following lemma
describes a relationship between certain truth assignments of S(G) and crossings
in I" that we use to prove Lemmas 3 and 4.

Lemma 2. Let (u,v), (w,x) be two critical edges of G* and let (u',v"), (w', ')
be their limits in G*. Further, let I'* be a drawing of G*, let I'T be the drawing
of GT induced by I'* and let o+ be the truth assignment of S(G) induced
by I't. Then (u,v) and (w,z) intersect an even number of times in I'* if and
only if T (v'w') = T (v'2').

Proof. We may assume without loss of generality that any two edges cross at
most once between consecutive levels by introducing sublevels if necessary. Let X
be a crossing between (u,v) and (w,x) in G*; see Fig. 2(a). Further, let u;, w;
and ug, wy be the subdivision vertices of (u,v) and (w,z) on the levels directly
below and above X in G*, respectively. It is ¢ (ujw;) = =™ (ugws). In the
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reverse direction, ot (ujwr) = =T (ugws) implies that (u,v) and (w,x) cross
between the levels £(uq) and £(ug). Due to the definition of limits, any crossing
between (u,v) and (w,z) in G* must occur between the levels ¢(u') = £(w’)
and £(v') = £(x’). Therefore, it is T (v'w') = T (v'2’) if and only if (u,v)
and (w, ) cross an even number of times. O

(d)
as
as] p p(ab) = ¢* (a1bs)
4
as] 5.1 ca p(ac) = ¢™ (arca)
3 _ +
s, e p(be) = ¢ (bic2)
[ ] [ [ )
by €2 a b

C1

Fig.2. A Hanani-Tutte drawing (a) induces a truth assignment ¢*that satis-
fies S(GT) (b), the value where " differs from 9™ is highlighted in red. Using the sub-
divided stretch edges of GT (c), translate ¢ to a satisfying assignment ¢ of S(G) (d).
(Color figure online)

Lemma 3. Let G be a proper level graph and let I'* be a Hanani-Tutte drawing
of G*. Then S(G) is satisfiable.

Proof. Let I't be the drawing of G induced by I'* and let %™ denote the
truth assignment induced by I'". Note that 1) does not necessarily satisfy the
crossing clauses. Define ¢ so that it satisfies all clauses of S(GT) as follows.

Let v, w"” be two vertices of Gt with £(u”) = ¢(w"). If one of them is a vertex
in G*, then set p* (v, w") = ¥+ (v, w"). Otherwise v, w” are subdivision ver-
tices of two edges (u,v), (w,z) € E(G*). If they are independent, then they are
critical. In that case their limits (u/,v’), (w’, 2’) are already assigned consistently
by Lemma 2. Then set ¢ (uvw”) = ¢+ (u'w’). If (u,v), (w, z) are adjacent, then
we have u = w or v = z. In the first case, we set T (u”/w”) = ¢ (v'2’). In the
second case, we set T (u"w”) = Y+ (v'w').

Thereby, we have for any critical pair of edges (u”,v"), (w”,2") € E(GT) that
et (u'w") = T (v"2") and clearly ot (uv’w”) = —¢T (w”u"). Hence, assign-
ment T satisfies S(GT). See Fig.2 for a drawing I't (a) and the satisfying
assignment of S(G) derived from it (b).

Proceed to construct a satisfying truth assignment ¢ of S(G) as follows.
Let u, w be two vertices of G with ¢(u) = ¢(w). Then the stretch edges e(u), e(w)
in G* are critical by construction. Let (u/,u”), (w’,w”) be their limits in G*.
Set p(uw) = ¢t (u'w’). Because ¢ is a satisfying assignment, all crossing clauses
of S(GT) are satisfied, which implies ¢ (v'w’) = ¢+ (u”w”). The same is true
for all subdivision vertices of e(u) and e(w) in G*. Because ¢ also satisfies
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the consistency clauses of S(GT), this means that ¢ satisfies the consistency
clauses of S(G). See Fig.2 for how S(GT) is translated from Gt (c) to G (d).
Note that the resulting assignment is not necessarily transitive, e.g., it could
be () = p(vw) = ~g(uw).

Consider two edges (u,v), (w,z) in G with ¢(u) = ¢(w). Because G is proper,
we do not have to consider other pairs of edges. Let (v, u”), (w’, w") be the limits
of e(u), e(w) in GT. Further, let (v',v"), (2’ 2") be the limits of e(v), e(z) in GT.
Because there are disjoint directed paths from «' and w’ to v’ and z’ and @™
is a satisfying assignment, it is ™ (v'w’) = ¢ (v'2’). Due to the construction
of ¢ described in the previous paragraph, this means that it is p(uw) = p(vz).
Therefore, ¢ is a satisfying assignment of S(G). O

Lemma 4. Let G be a proper level graph together with a satisfying truth assign-
ment ¢ of S(G). Then there exists a Hanani-Tutte drawing I'* of G*.

Proof. We construct a satisfying truth assignment ¢ of S(GT) from ¢ by essen-
tially reversing the process described in the proof of Lemma 3. Proceed to con-
struct a drawing I'" of G* from T as follows. Recall that by construction,
every level of G consists of exactly one non-subdivision vertex. Let u denote
the non-subdivision vertex of level i. Draw a subdivision vertex w on level i to
the right of u if ™ (uw) is true and to the left of u otherwise. The relative order
of subdivision vertices on either side of w can be chosen arbitrarily. Let I™ be
the drawing of G* induced by I'T. To see that I'* is a Hanani-Tutte drawing,
consider two critical edges (u,v), (w,z) of G*. Let (u',v"), (w',2") denote their
limits in G*. One vertex of v/ and v' (v’ and z’) is a subdivision vertex and
the other one is not. Lemma 2 gives ¢ (u'w’) = ¢ (v'z’) and then by construc-
tion v/, w’ and v’, 2" are placed consistently on their respective levels. Moreover,
Lemma 2 yields that (u,v) and (w,z) cross an even number of times in G*.
Figure 3 illustrates the construction. ad

(a) (b) i % () E ;

Fig. 3. A proper level graph G together with a satisfying variable assignment ¢ (a)
induces a drawing of G (b), which induces a Hanani-Tutte drawing of G* (c).

Theorem 1. Let G be a proper level graph. Then
S(QG) is satisfiable < G* has a Hanani-Tutte level drawing < G is level planar.
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4 Radial Level Planarity

In this section we present an analogous construction for radial level planarity. In
contrast to level planarity, we now have to consider cyclic orders on the levels, and
even those may still leave some freedom for drawing the edges between adjacent
levels. In the following we first construct a constraint system of radial level
planarity for a proper level graph G, which is inspired by the one of Randerath
et al. Afterwards, we slightly modify the construction of G*. Finally, in analogy
to the level planar case, we show that a satisfying assignment of our constraint
system defines a satisfying assignment of the constraint system of G*, and that
this in turn corresponds to a Hanani-Tutte radial level drawing of G*.

A Constraint System for Radial Level Planarity. We start with a special
case that bears a strong similarity with the level-planar case. Namely, assume
that G is a proper level graph that contains a directed path P = aq, ..., ay that
has exactly one vertex «; on each level ¢. We now express the cyclic ordering on
each level as linear orders whose first vertex is «;. To this end, we introduce for
each level the variables V; = {a;uv | u,v € V; \ {a;}}, where aj;uv = true means
«;, u, v are arranged clockwise on the circle representing level i. We further
impose the following necessary and sufficient linear ordering constraints L (o).

v distinct U, v eV \{w}: «aquo < - avu (4)

V pairwise distinct w,v,w € V\{a;}: quuAoow = - aquw (5)

It remains to constrain the cyclic orderings of vertices on adjacent levels so
that the edges between them can be drawn without crossings. For two adjacent
levels ¢ and i + 1, let &; = (a4, ;1) be the reference edge. Let F; be the set
of edges (u,v) of G with ¢(u) = i that are not adjacent to an endpoint of ¢;.
Further B = {(a;,v) € E\ {ei}} and E; = {(u, ;1) € E\ {e;}} denote the
edges between levels i and 7 + 1 adjacent to the reference edge ;.

In the context of the constraint formulation, we only consider drawings of
the edges between levels 7 and i + 1 where any pair of edges crosses at most
once and, moreover, ¢€; is not crossed. Note that this can always be achieved,
independently of the orderings chosen for levels ¢ and ¢ + 1. Then, the cyclic
orderings of the vertices on the levels ¢ and ¢ + 1 determine the drawings of all
edges in E;. In particular, two edges (u,v), (v/,v") € E; do not intersect if and
only if a;uu’ & ;100’5 see Fig. 4(a). Therefore, we introduce constraint (6).
For each edge e € E;” U E; it remains to decide whether it is embedded locally
to the left or to the right of ;. We write I(e) in the former case. Two edges e €
E;, f € Ef do not cross if and only if I(e) < —I(f); see Fig.4(b). This gives
us constraint (7). It remains to forbid crossings between edges in F; and edges
in E" UE; . An edge e = («;,v"”) € E;" and an edge (v/,v’) € E; do not cross if
and only if [(e) < a;410'v"; see Fig. 4(c). Crossings with edges (v, a;41) € E;
can be treated analogously. This yields constraints (8) and (9). We denote the
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planarity constraints (6)—(9) by Pg(e;), where €; = (a;, @i11).

V independent (u,v), (u’,v") € E; Cagun & v’ (6)
Veec Ef, f € E/ : o (e) < =l(f) (1)
V independent (a;,v") € E;, (u,v) € E; i a0 & a0 (8)
V independent (u”,a;41) € E; , (u,v) € E;  :+ l(u' aip1) < auu”  (9)
(a) 0y ! (b) Q;ty ()

+1

Q.—.C

Qijy v
11
ozj u u
Fig. 4. lllustration of the planarity constraints for radial planarity for the case of two

edges in E; (a), constraint (6); the case of an edge in e € F;” and an edge f € E;f (b),
constraint (7); and the case of an edge in F; and an edge e € E;f (c), constraint (8).

It is not difficult to see that the transformation between Hanani-Tutte
drawings and solutions of the constraint system without the transitivity con-
straints (5) can be performed as in the previous section. The only difference is
that one has to deal with edges that share an endpoint with a reference ¢;.

In general, however, such a path P from level 1 to level k does not nec-
essarily exist. Instead, we use an arbitrary reference edge between any two

consecutive levels. More formally, we call a pair of sets A+ = {af, . ,a;},
A~ ={ay,...,qy } reference sets for G if we have o] = af and o] =« and
for1<:<k the reference vertices a - lie on level ¢ and for 1 < ¢ < k graph

G contains the reference edge €; = (oﬁ' aHl) unless there is no edge between
level ¢ and level ¢ + 1 at all. In that case, we can extend every radial drawing
of G by the edge (04;-", @;, 1) without creating new crossings. We may therefore
assume that this case does not occur and we do so from now on.

To express radial level planarity, we express the cyclic orderings on each level
twice, once with respect to the reference vertex o and once with respect to the
reference vertex o, . To express planarity between adjacent levels, we use the
planarity constraints with respect to the reference edge ¢;. It only remains to
specify that, if a;r # o, the linear ordering with respect to these reference
vertices must be linearizations of the same cyclic ordering. This is expressed by
the following cyclic ordering constraints C(;(af,a; ).

Vdistinet u, v e V;\{a;,of}:  (ajuv & of w) & (o) uaf < a;jva)l) (10)
v veVi\{a,al}: ajvaf & afajv (11)

The constraint set &'(G,A",A”) consists of the linearization con-
straints Lg (o) and Lg(a; ) and the cyclic ordering constraints Cq(a;, ;)
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for i = 1,2,...,k if o # «;, plus the planarity constraints Pg(e;) for i =
1,2,...,k — 1. This completes the definition of our constraint system.

Theorem 2 (x). Let G be a proper level graph with reference sets AT, A™.
Then the constraint system S'(G, AT, A7) is satisfiable if and only if G is radial
level planar. Moreover, the radial level planar drawings of G correspond bijec-
tively to the satisfying assignments of S'(G, A*, A™).

Similar to Sect.3, we now define a reduced constraints system S(G, A", A7)
obtained from &’(G, AT, A™) by dropping constraint (5). Observe that this
reduced system can be represented as a system of linear equations over Fy, which
can be solved efficiently. Our main result is that S(G, A*, A7) is satisfiable if
and only if G is radial level planar.

Modified Star Form. We also slightly modify the splitting and perturbation
operation in the construction of the star form G* of GG for each level i. This is nec-
essary since we need a special treatment of the reference vertices o and o; on
each level ¢. Consider the level ¢ containing the n; vertices vy, ..., vp,. If oz;-" # o,
then we choose the numbering of the vertices such that v; = «; and vy, = a;L.
We replace i by 2n; — 1 levels 1¢,2¢ ... (2n; — 1)?, which is one level less than
previously. Similar to before, we replace each vertex v; by two vertices bot(v;)
and top(v;) with ¢(bot(v;)) = j* and £(top(v;)) = (n; — 1+ j)* and the cor-
responding stretch edge (bot(v;),top(v;)); see Fig.5(b). This ensures that the
construction works as before, except that the middle level m; = j™ contains two

vertices, namely ;" and o’
(@) N (b) top(a;; ;) (c) ~ etop(a;)
®ip1 Qi -
tOP(O‘Hl) I I
M1 I m;
B [+ borlary I
of =a; bot(a7;.) bot(af)

Fig. 5. Illustration of the modified construction of the stretch edges for G* for the
graph G in (a). The stretch edges for level i 4+ 1 where o, ; # o, (b) and for level i
where o = a; (c).

If, on the other hand, ozj' = a; , then we choose v; = oz;-". But now we replace
level i by 2n; + 1 levels 1%, ..., (2n; + 1)’. Replace v; by vertices bot(v1), top(v:)
with £(bot(v1)) = 1¢ and £(top(v1)) = (2n; + 1)7. Replace all other v; with
vertices bot(v;), top(v;) with £(bot(v;)) = j* and {(top(v;)) = (n; + 1 + j)*
For all j, we add the stretch edge (bot(v;), top(v;)) as before; see Fig. 5(c). This
construction ensures that the stretch edge of oz;-" = «a; starts in the first new
level 1% and ends in the last new level (2711-—4—1)i7 and the middle level m; = n; + 17
contains no vertex.

As before, we replace each original edge (u,v) of the input graph G by the
edge (top(u),bot(v)) connecting the upper endpoint of the stretch edge of u
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to the lower endpoint of the stretch edge of v. Observe that the construction
preserves the properties that for each level i the middle level m; of the levels that
replace ¢ intersects all stretch edges of vertices on level i. Therefore, Lemma 1
also holds for this modified version of G* and its proper subdivision G*. For
each vertex v of G we use e(v) = (bot(v), top(v)) to denote its stretch edge.
We define the function L that maps each level j of G* or Gt to the level i
of GG it replaces. For an edge e of G* and a level i that intersects e, we denote
by e; the subdivision vertex of e at level ¢ in G*. For two levels ¢ and j that
both intersect an edge e of G*, we denote by e/ the path from e; to e; in G™.

Constraint System and Assignment for GT. We now choose reference sets
BT, B~ for Gt that are based on the reference sets AT, A~ for G. Consider a
level j of G* and let ¢ = L(j) be the corresponding level of G. For each level j,
define two vertices ﬂ;f, By Ifa; = o, set B; = 6;' = e(q; );; see Fig.6(b).
Otherwise, the choice is based on whether j is the middle level m = m,; of the
levels L~1(i) that replace level i of G, or whether j lies above or below m.

Choose 3, = top(a;") and 3;, = bot(a;, ). For j < m, choose B; = ﬁ;f =

e(a; ); and for j > m, choose 3; = ﬁ;f = e(a;);; see Fig. 6(c).
(a) _ + (b) ﬁ;: = /67_; (C) B;qu+1 = B;i+1
Xip1 Yy _
| I O I f
m; mi41
I ﬁj—"wl
= +* .
053— = ﬁl"r — M :;:4—1 = /Bli+1

Fig. 6. Definition of 37, 3 in the assignment for G* for the same graph as in Fig. 5(a).
Vertices 37 (87) are drawn in green (red), or in blue if they coincide. (Color figure
online)

We set BT to be the set containing all ﬁj and likewise for B~. Our next
step is to construct from a satisfying assignment ¢ of S(G, A", A™) a corre-
sponding satisfying assignment @' of S(G*, BT, B™). The construction follows
the approach from Lemma 4 and makes use of the fact that G is essentially a
stretched and perturbed version of G. Since the construction is straightforward
but somewhat technical, we defer it to the full version [15].

Lemma 5 (x). IfS(G, A", A7) is satisfiable, then S(G*, BT, B™) is satisfiable.

Constructing a Hanani-Tutte Drawing. We construct a radial drawing I
of GT, from which we obtain the drawing I"* of G* by smoothing the subdivision
vertices. Afterwards we show that I'* is a Hanani-Tutte drawing.

We construct I'" as follows. Consider a level j of G and let i = L(j) be the
original level of G. First assume j = m; is the middle levels of the levels replacing
level i of G. If B = 5;?, then we place all vertices of V;(G™") in arbitrary order.
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Otherwise, we place §; and ﬁj‘ arbitrarily on the circle representing the level m;.
We then place each vertex v € V;(G1)\ {6]-_, B;'} such that 3, , v, 6}' are ordered
clockwise if and only if ap(ﬁ;vﬁj) is true (i.e., we place v on the correct side
of §; and ﬁ;f and arrange the vertices on both sides of ;" and 5]+ arbitrarily).

Next assume j # m;. Then there is exactly one vertex £ € V;(G1) N V(G*).
If ¢ € B™, then we place all vertices of V;(G*) in arbitrary order on the circle
representing the level j. Otherwise, we place 5; and ¢ arbitrarily. We then place
any vertex v € V;(G1)\ {B; &} such that 3,7, &, v are ordered clockwise if and
only if o+ (63-_512) is true. Again, we arrange the vertices on either side of By
and £ arbitrarily. We have now fixed the positions of all vertices and it remains
to draw the edges.

Consider two consecutive levels j and j + 1 of G*. We draw the edges
in E;(G™) such that they do not cross the reference edges in E(G1)N (BT xB™).
We draw an edge e = (ﬂj‘, x') € EJ+ (GT) such that it is locally left of ( ;T, B;)
if and only if p*(I(e)) = true. By reversing the subdivisions of the edges in G
we obtain G* and along with that we obtain a drawing I'* of G* from I'T.

Let a,b,c be curves or corresponding edges. Then we write cr(a,b) for the
number of crossings between a, b and set cr(a, b, ¢) = cr(a,b) + cr(a, c) + cr(b, ).
The following lemma is the radial equivalent to Lemma 2 and constitutes our
main tool for showing that edges in our drawing cross evenly.

Lemma 6 (x). Let C; and Cy be distinct concenctric circles and let a,b,c
be radially monotone curves from Cy to Co with pairwise distinct start- and
endpoints that only intersect at discrete points. Then the start- and endpoints of
a,b, ¢ have the same order on C1 and Cs if and only if cr(a,b,¢) =0 mod 2.

Lemma 7. The drawing I'* is a Hanani-Tutte drawing of G*.

Proof. We show that each pair of independent edges of G* crosses evenly in ™.
Of course it suffices to consider critical pairs of edges, since our drawing is radial
by construction, and therefore non-critical independent edge pairs cannot cross.

Every edge (o, @;, 1) is subdivided into edges of the form (ﬂj', B;11) and
therefore it is not crossed.

Let e, f be two independent edges in E(G*) \ (AT x A7) that are critical.
Let a and b be the innermost and outermost level shared by e and f.

We seek to use Lemma 6 to analyze the parity of the crossings between e
and f. To this end, we construct a curve y along the edges of the form (,B;L, ﬂj_-s-l)
as follows. For every level j we add a curve ¢; between 5, and ﬁ;‘ on the circle
representing the level j (a point for By = ﬂ;.“; chosen arbitrarily otherwise). The
curve 7 is the union of these curves c; and the curves for the edges of the form
(/6’]7L, B;- +1)- Note that v spans from the innermost level 1 to the outermost level
(2nk, + 1)* with endpoints bot(a;) and top(ay,).

For any edge g € G*, we denote its curve in I'* by c(g). For any radial
monotone curve ¢ we denote its subcurve between level i and level j by ¢/
(using only one point on circle ¢ and circle j each). We consider the three curves
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g =2 e =cle), f = c(f)2. We now distinguish cases based on whether one
of the edges e, f starts at the bottom end or ends at the top end of the reference
edges on level a or b.

Case 1: We have e, f, # 8 and ey, f, # 3, . Note that cr(e, f,7) = cr(e, f) +
cr(e,y) +cr(f,~), and therefore cr(e, f) = cr(e, f,v) + cr(e, ) +cr(f, ~v) mod 2.

By Lemma 6 we have that the orders of e, fo, 37 and ey, f, 5, differ if
and only if cr(e, f,7) = 1 mod 2. That is cr(e, f,7) = 0 mod 2 if and only
lf@ (ﬁa s €as fa) - +(ﬁ1:a €y, fb) We show that (p+(ﬁ;_7 €a, fa) = 90+(ﬁ1:7€ba fb)
if and only if cr(e,y) + cr(f,7) =0 mod 2. In either case, cr(e, f) is even.

Let a < j < b—1. By construction we have for 3;” # ﬁ;f and any other vertex
v on level j, that §;, v, 6}' are placed clockwise if and only if o™ (B; v, ﬁ;r) is
true. Further, since ¢ satisfies C( ]‘-", ﬁj_), we have for any other vertex u on
level j that 3, u,v and ﬁ;, u, v have the same order if and only if 5, v, Bf and
ﬂ;, u, ﬁ;f have the same order, i.e., if and only if u and v lie on the same side of
B; and ,6;“ This however, is equivalent to cr(e,c¢;) + cr(f,¢;) =0 mod 2.

Since p* satisfies P(d;) where d; = (3; * 5111) we have that ¢ (/6’] €5, fi) =
‘P+(6]‘_+176j+17fj+1) We obtain, that ¢ (ﬁ] 76J7f]) = @ (/63+176J+17fj+1)
unless <P+(ﬂj+1’ej+1fj+1) # ot ( ]++16J+1fj+1) (which requires 3} 41 # /83+1)
This is equivalent to cr(e,cjy1) + cr(f,¢j41) = 1 mod 2. Hence we have
ot (Bfeafs) = o1 (B evfy) if and only if Z;’;}l cr(cj,e) + cr(ej, f) =0 mod 2
(Note that 3, = 6;’.). Since edges of the form (ﬂ;r,/é’;+1) are not crossed, this
is equivalent to cr(vy,e) + cr(v, f) =0 mod 2. Which we aimed to show. By the
above argument we therefore find that cr(e, f) is even.

Case 2. We do not have e,, f, # 87 and ey, fy # 3, . For example, assume

= (3;; the other cases work analogously. We then have 3 = top(o; +). This
means e originates from an edge in (. Since such edges do not cross middle
levels, ¢’ is a subcurve of an original edge ;. Especially, we have only three
vertices per level between a and b that correspond to v, e, f.

Let H C G be the subgraph induced by the vertices of (g;)2, €8, f2. Then ¢+
satisfies all the constraints of S(H,V((£:)%),V((e:)%)). However, each level of
H contains only three vertices, and therefore the transitivity constraints are
trivially satisfied, i.e., ¢ satisfies all the constraints of S’(H, V ((;)%), V((£:)2)).
Thus, by Theorem 2, a drawing 'y of H according to ¢t is planar. Le., we have
erry, ((20)2, €8, £2) = 0. Let C,, Cy, be e-close circles to levels a and b, respectively,
that lie between levels a and b. With Lemma 6 we obtain that ¢;, e, f intersect
C, and C} in the same order.

Note that I't is drawn according to ¢ in level a and in level b. We obtain
that the curves for ¢;, e, f intersect C, in the same order in I't and in I'y. The
same holds for C}. Hence, the curves intersect C, and Cj in the same order in
I't. With Lemma 6 we have crp+ ((£;)%, €8, f8) =0 mod 2. Since v is a subcurve
of €; and thus not crossed in I'T, this yields crpt (€2, f2) =0 mod 2. Thus any
two independent edges have an even number of crossings. a

As in the level planar case the converse also holds.
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Lemma 8 (x). Let G* be a level graph with reference sets AT, A~ for G*. If
G* admits a Hanani-Tutte drawing, then there exists a satisfying assignment ¢

of S(G+, A+, A™).

Theorem 3. Let G be a proper level graph with reference sets AT, A=. Then
S(G, AT, A7) is satisfiable < G* has a Hanani-Tutte radial level drawing
< G is radial level planar.

5 Conclusion

We have established an equivalence of two results on level planarity that have so
far been considered as independent. The novel connection has further led us to a
new testing algorithm for radial level planarity. Can similar results be achieved
for level planarity on a rolling cylinder or on a torus [16]?
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Abstract. A graph G = (V, E) is a support of a hypergraph H = (V, S)
if every hyperedge induces a connected subgraph in GG. Supports are used
for certain types of hypergraph visualizations. In this paper we consider
visualizing spatial hypergraphs, where each vertex has a fixed location in
the plane. This is the case, e.g., when modeling set systems of geospatial
locations as hypergraphs. By applying established aesthetic quality cri-
teria we are interested in finding supports that yield plane straight-line
drawings with minimum total edge length on the input point set V. We
first show, from a theoretical point of view, that the problem is NP-hard
already under rather mild conditions as well as a negative approxima-
bility results. Therefore, the main focus of the paper lies on practical
heuristic algorithms as well as an exact, ILP-based approach for comput-
ing short plane supports. We report results from computational exper-
iments that investigate the effect of requiring planarity and acyclicity
on the resulting support length. Further, we evaluate the performance
and trade-offs between solution quality and speed of several heuristics
relative to each other and compared to optimal solutions.

1 Introduction

A hypergraph H = (V,S) is a generalization of a graph, in which each hyperedge
in S is a nonempty subset of the vertex set V, that is, S C P(V) \ {0}. Fur-
thermore, we assume here that every element v € V' is in at least one hyperedge
s € S. Hypergraphs arise in many domains to model set systems representing
clusters, groups or other aggregations. To allow for effective exploration and
analysis of such data, visualization is often used. Indeed, drawing hypergraphs
relates to set visualization, an active subfield of information visualization (see
the recent survey of Alsallakh et al. [3]). Various methods have been developed to
visualize set systems for elements fixed in (geo)spatial positions, such as Bubble
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Fig. 1. (a) A set system with colors indicating set membership. (b) The shortest plane
support of the corresponding hypergraph. (c¢) A Kelp-style rendering of the set system.
(Color figure online)

Sets [9], LineSets [2], Kelp Diagrams [10] and Kelp Fusion [18]. These methods
make different trade-offs between, e.g., Gestalt theory and Tufte’s principle of
ink minimization [20] to visually convey the set structures; user studies have
been performed to analyze the effectiveness of such trade-offs [18].

An important concept to model the drawing of hypergraphs is that of a
hypergraph support [14]: a support of a hypergraph H = (V,S) is a graph G =
(V, E) such that every hyperedge s € S induces a connected subgraph in G.
In other words, for every hyperedge s, the restriction of G to only edges that
connect vertices in s, denoted G[s], is connected and spans all vertices in s.
Hypergraph supports correspond to a prominent visualization style for geospatial
sets, namely that of connecting all elements of a set using colored links, such as
seen in Kelp-style diagrams [10,18] (see also Fig. 1) or LineSets [2].

Thus, finding an embedded support that satisfies certain criteria readily
translates into a good rendering of the spatial set system. A “good” support
should avoid edge crossings, a standard quality criterion in the graph-drawing
literature [19]. Moreover, as per Tufte’s principle of ink minimization [20], it
should have small total edge length. Of course, one may argue that edges of
the support that are used by multiple hyperedges do not significantly reduce the
“ink” and thus multiplicity should be considered. However, we observe that such
edges show co-occurrences of elements and thus have a potential added value in
the drawing—user studies that establish the validity of this reasoning are beyond
the scope of this paper. The shortest support need not be a tree, but to further
build on this idea of co-occurrences, one may want to restrict the support to be
acyclic—a support tree.

In many applications, the vertices have some associated (geo)spatial location,
thereby prescribing their positions in the drawing of the support. We focus on
this case where vertices have fixed positions in the plane and study supports that
are embedded using straight-line edges. Figure 2 shows an example on real-world
data of restaurants, similar to those used in [18].

Contributions. The contributions of this paper are two-fold: on the one hand
we fill some gaps in theoretical knowledge about computing plane supports and
support trees; on the other hand, we perform computational experiments to
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Fig. 2. A set system of restaurants in downtown Toronto: input memberships and
locations (left) and a Kelp-style rendering of the shortest plane support (right).

gain more insight into the trade-offs on the complexity of the visual artifact for
(implicit) support-based set visualization methods. Our focus is on the latter.

In Sect. 2 we explore computational aspects of the problem and introduce our
algorithms. We observe that plane support trees always exist if at least one vertex
is contained in all hyperedges, but show that length minimization is NP-hard.
Moreover, the natural approach to extend a minimum spanning tree does not
even yield a constant-factor approximation. Finally, we present two heuristics,
one based on local search, the other on iteratively computing minimum spanning
trees, as well as an exact integer linear program (ILP).

In Sect.3 we describe the results of two computational experiments. The
first experiment compares the performance of the two heuristic algorithms in
terms of quality and speed. Whereas the local search achieves better quality, the
approximation algorithm is faster. The second experiment compares how well
these algorithms perform compared to the optimum, computed via the ILP, and
investigates the cost in terms of edge length incurred by requiring planarity or
acyclicity. The effect of planarity and acyclicity seems to be predictably influ-
enced by the number of hyperedges and the number of incident hyperedges per
vertex, but not by the number of vertices. Moreover, the experiment shows that
local search often achieves an optimal result.

Related Work. Regarding supports for elements with fixed locations, some
results are already known. The results of Bereg et al. [5] imply that existence of
a plane support tree for two disjoint hyperedges can be tested in polynomial time;
this implies the same result for a plane support. This problem has also been stud-
ied in a setting with additional Steiner points [4,11]. Van Goethem et al. [12]
enforce a stricter planarity than that of planar supports and investigate the
resulting properties for elements on a regular grid, where only neighboring ele-
ments can be connected. However, solution length is of no concern in their results.

Without the planarity requirement, existence and length minimization of a
(nonplane) support tree for fixed elements can be solved in polynomial time
[15,16]. Hurtado et al. [13] show that length minimization of a support for two
hyperedges is solvable in polynomial time. However, for three or more hyperedges
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this problem is NP-hard [1]. We show that this is in fact hard for two hyperedges
if we do require planarity.

Planar supports without fixed elements have also received attention. Johnson
and Pollak [14] originally showed that deciding whether a planar support exists
is NP-hard; various restrictions have since been proven to be NP-hard (e.g., [7]).
Contrasting these reductions, our hardness result (Theorem 1) requires only two
hyperedges, but uses length minimization. Buchin et al. [7] show that testing for
a planar support tree with bounded maximum degree is solvable in polynomial
time; testing for a planar support tree such that the induced subgraph of each
hyperedge is Hamiltonian can also be done in polynomial time [6].

Various set-visualization methods [2, 10, 18] implicitly also compute supports,
considering various criteria such as length, detour, shape, crossings, and bends.

2 Computing Short Plane Supports

We first describe our theoretical results. Omitted proofs are in the full version [8].

Existence. The observation below gives a sufficient condition for the existence
of a plane support tree. Bereg et al. [5] provide a necessary condition for |S| = 2,
though the problem remains open for |S| > 2.

Observation 1. Consider a hypergraph H = (V,S) with no three vertices in V

on a line, such that Va = (\,cq8 # (. Then H has a plane support tree.

Proof. We use the Euclidean minimum spanning tree on V4 and connect each
vertex in V' \ V4 to the closest one in V4. This readily yields a support tree; it
is plane as no crossings are created when connecting to the closest point in V4
and no overlaps are created in the absence of collinear points. O

Without a vertex in V4, one can immediately construct instances that enforce
a crossing in any support, e.g., an X-configuration of two disjoint hyperedges.

Approximation. In a support tree the subgraph induced by V4 must be a
connected subtree to satisfy the support property for all hyperedges. Next we
consider using the above idea to start with an Euclidean minimum spanning
tree (EMST) of V4 and extend it to a support tree. Though this leads to an
approximation algorithm for two hyperedges [13] if we allow intersections, we
show below that the planarity requirement can cause the resulting support length
to exceed any constant factor of the length of the shortest plane support tree.

Lemma 1. There is a family of n-vertex hypergraphs H = (V,{r,b}) with V4 =
r N b # O such that any plane support of H that includes an EMST of Vi is a
factor O(|V|) longer than the shortest plane support tree.

Proof (sketch). The family is drawn in Fig. 3. The convex chains force the sup-
port with length ©(n) - ¢ when the EMST on Vj is used. Using a different tree
on Vj can give a total of length ©(1) - £. O
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Fig. 3. An n-point instance with approximation ratio ©(n) if using an EMST on V4. All
edges are straight-line segments; curvature emphasizes the effect of the convex chain.

Removing vertex w from construction in Fig. 3, we can similarly show that a
plane support tree, which now necessarily includes the edge uv, is a factor ©(n)
longer than a shortest nonplane support tree.

Corollary 1. There is a family of n-vertex hypergraphs H = (V,{r,b}) with
Va =rnNb+# D such that any plane support tree of H is a factor ©(n) longer
than the shortest nonplane support tree.

Computational Complexity. Unfortunately, finding the shortest plane sup-
port and several restricted variants are NP-hard, as captured in the theo-

rem below. It uses a fairly straightforward reduction from planar monotone
3-SAT [17].

Theorem 1. Let H = (V,{r,b}) be a hypergraph with vertices V having fized
locations in R? and with r C b or rNb = 0. It is NP-hard to decide whether H
admits a plane support tree with length at most L for some L > 0.

2.1 Iterative Minimum Spanning Trees

Here we focus on computing short supports without requiring planarity. As
described by Hurtado et al. [13], EMSTs can be used to find an approxima-
tion of the shortest support. In particular, let H = (V,S) be a hypergraph with
n vertices and k hyperedges; by computing an EMST for each hyperedge and
taking their union, we get a support that is a k-approximation! of the shortest
support. This algorithm runs in O(knlogn) time.

Suppose that we compute the EMSTs Ti,...,T) in that order, for the k
hyperedges in S. The final support is the union of these trees: its length is not
increased by using an edge in T; that is already present in some T} (j < ¢). Hence,
we can consider any pair of vertices that is adjacent in 77 U... U T;_; to have
distance zero, when computing 7T;. This heuristically reduces the length of the
resulting support (though the approximation ratio remains the same). However,
the order in which hyperedges are considered now matters for the result. To
alleviate this issue, we iteratively recompute the minimum spanning trees.

1 One can actually do slightly better, by computing spanning trees on the intersection
of two hyperedges, yielding roughly a (0.8k)-approximation [13].
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Algorithm. We define a computation sequence o of a hypergraph H = (V, S) as
a sequence of hyperedges that contains each hyperedge in S at least once. Each
item s in the sequence o represents the computation of the (not-quite Euclidean)
MST on the vertices of s, such that distances between pairs of vertices that are
part of the current support have weight 0 and weight equal to their Euclidean
distance otherwise. We use Ty to denote the current MST for hyperedge s € S,
the support G is always the union over all T,. As we compute a spanning tree
for each hyperedge, G is a support for H when the algorithm terminates.

Efficiency. Implementing G with adjacency lists, we use O(nk) storage as each
of the k trees has O(n) edges. To compute Ty, we use Lemma 2 below to conclude
that there are O(nk) candidate edges, ensuring that Prim’s MST algorithm
runs in O(nk + nlogn) time. To see that we can determine the weight without
overhead, consider all vertices to be indexed with numbers from 1 to n. When
adding a vertex u to the current tree in Prim’s algorithm, we first process the
neighbors of v in G (having a weight 0) and mark that these have been processed
in an array using the above mentioned vertex index. Only then do we process
all other vertices (having weight equal to the Euclidean distance) that are not
marked and are not in the current tree. The total algorithm thus takes O(|o|(nk+
nlogn)) time and ©(nk) space.

Lemma 2. Let P be a point set and I C P x P. Consider the MST T on P,
based on edge weights 0 for edges in F and the Fuclidean distance otherwise.
Then T is a subset of F' and the Euclidean MST on P.

Properties (k = 2). The main question that arises is how long a computation
sequence o must be such that the result stabilizes, that is, any sequence that
extends o gives a support that has the same total length. We use G, to denote the
support resulting from computation sequence o. Below, we sketch an argument
that for k = 2, we need to only recompute one hyperedge: sequence o = (r, b, r)
or 0 = (b,r,b) is sufficient to obtain a stable result. We can compute both
sequences and use the result with smallest total edge length.

Lemma 3. Let H = (V,{r,b}) be a hypergraph. All computation sequences o’
with |0’ > 4 have a shorter computation sequence o with |o| = 3 with G, = G4

Proof (sketch). We show that the third computation does not add a new edge
with both vertices in 7 N b. Hence, the second and fourth computation receive
the same input and thus yield the same result. O

2.2 Local Search

The algorithm described in Sect.2.1 appears to perform well in practice, as
shown in Sect. 3. However, one may wonder whether other commonly employed
heuristic approaches outperform it in the experiments. We therefore implement
a local-search algorithm, specifically, a hill-climbing heuristic.
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Algorithm. This approach assumes that in the given hypergraph H = (V,S),
at least one vertex v € V occurs in all hyperedges s € S such that Observation 1
applies; let Vi = (,cg5 # (). We need to initialize our hill climbing approach
with a valid (plane), easy to find albeit possibly suboptimal solution. Following
Observation 1, we obtain this by first calculating an EMST of all vertices in Vj,
and subsequently connecting all vertices v € V4 to the nearest v’ € Vj.

Afterwards, we iteratively execute rounds until no further improvement is
gained. Each round consists of checking for each edge in the support if it can
be removed, and if the hyperedges using it can be reconnected by (one or more)
other edges that have a shorter total length than the removed edge without
causing intersections. This check is nontrivial and done in a brute-force manner,
improved by caching and pruning. At the end of each round, the edge replacement
that reduces the total edge length most is actually executed. More rounds are
evaluated until no single edge replacement reduces the total edge length.

As the initial state is a plane support tree, we can also readily enforce acyclic-
ity, or relax the constraints to allow intersections.

2.3 Integer Linear Program

Theorem 1 implies that several variants of computing the shortest plane support
are NP-hard. Here we briefly sketch how to obtain an integer linear programs
(ILP) for a hypergraph H = (V, S), allowing us to leverage effective ILP solvers.
We introduce variables e, ,, € {0,1}, indicating whether edge uv is selected
for the support. This allows us to represent a graph with fixed vertices. Because
the vertex locations are fixed, we can precompute edge lengths d, , as well as
which pairs of edges intersect. This gives the following basic program
minimize

u,wEV du,v *Cu,v

subject to ey + €y <1 forall u,v,w,z € V if edges uv and wx intersect.

What remains is to ensure that the graph is also a support: we need additional
constraints that imply that each hyperedge in .S induces a connected subgraph.
To this end, we construct a flow tree for each hyperedge s. We pick an arbitrary
sink for the hyperedge, os € s, that may receive flow, and let the remaining
vertices in s generate one unit of flow. To formalize this, we introduce variables
fsuw €4{0,1,...,]s| — 1} for each s € S and u,v € s with u # v. We now need
the following constraints: (a) the incoming flow at oy is exactly |s| — 1; (b) the
outgoing flow at o is zero; (c) except for oy, each vertex in s sends out one unit
of flow more than it receives; (d) flow can be sent only over selected edges.

Yues\foo} fsuo, =[s| =1 forallses
fsoew =0 for all s € S,v € s\ {os}
> ves\fuy (fsuw = fswu) =1forall s € S,u € s\ {0}
Fsuw <euw-(Is| —1) for all s € S,u,v € s with u # v
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Variants. The ILP results in the shortest plane support for H. It can easily
be modified to give a shortest (plane or unconstrained) support tree as well
as to penalize or admit a limited number of intersections. The latter requires
additional variables to indicate whether both edges of a crossing pair are used.

3 Experiments

As discussed above, there are various ways of defining and computing good sup-
ports. In this section we discuss several computational experiments that were
performed to gain insight into the trade-offs between the different methods and
properties. In particular, we use two different setups. First, we exclude optimal
but slow algorithms to extensively compare the heuristic algorithms. Second,
we include optimal algorithms to answer questions about the effect of requir-
ing planarity or support trees, and to investigate how well heuristic algorithms
approximate the optimal solution, albeit on smaller data sets.

Algorithms. We shall study four algorithms under various conditions in these
experiments. In particular, we use MSTAPPROXIMATION to refer to the sim-
ple approximation algorithm of computing a minimum spanning tree for each
hyperedge and then taking their union [13]. We refer to our heuristic improve-
ment as MSTITERATION (Sect. 2.1). Finally, we use LOCALSEARCH to indicate
our local search algorithm (Sect.2.2) and OPT to denote an exact algorithm for
computing optimal solutions. The latter two allow four different conditions, by
requiring a plane support, a support tree, both (i.e., a plane support tree) or
neither (unrestricted). We append P, T, PT and U to denote these conditions.

Data Generation. We generate a random hypergraph H = (V,.S) via the
procedure described in the full version [8]. Our method ensures that at least
one vertex is an element of all hyperedges (necessary for LOCALSEARCH, see
Sect. 2.2), and that each hyperedge has at least two vertices. The procedure
generates a hypergraph with n vertices, s hyperedges and a degree distribution
d according to one of the following scheme:

EVEN All degrees occur equally frequently.

MID  Degrees are drawn from a normal distribution with a peak on k/2.

LOW  Degrees are drawn from a normal distribution with a peak on 1.

HIGH Degrees are drawn from a normal distribution with a peak on k.

3.1 Experiment 1: Comparison of Heuristics

Here we focus on answering the following three questions: (1) how much does
the spanning tree iteration help to reduce the length of the support, compared
to computing the minimum spanning trees in isolation; (2) which heuristic algo-
rithm performs best in terms of support length; (3) which heuristic algorithm
performs best in terms of computation time?
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Setup. For each combination of n = 20, 40, 60, 80, 100, k = 2, 3, 4, 5, 6, 7
and d = EVEN, MID, LOW, HIGH, we generate 1000 random hypergraphs with n
vertices and k hyperedges according to degree distribution scheme d. For each
hypergraph, we perform six algorithms: MSTAPPROXIMATION and MSTITER-
ATION as well as LOCALSEARCH U/T/P/PT. This experiment was run on one
machine, sequentially in a single thread to also allow for comparison of runtime
performance. The machine was an HP ZBook with an Intel Core i7-6700HQ
CPU, 24 GB RAM and running Windows 8.1.

Results. We first consider question (1) and compare MSTAPPROXIMATION
and MSTITERATION. Since MSTITERATION can only improve upon MSTAP-
PROXIMATION, we express this as a ratio between 0 and 1. In Fig. 4 we show the
results for n = 20,60, 100 (Fig. 10 in the full version [8] provides the chart for all
cases). Interestingly, the median gain remains roughly equal as we increase the
number of vertices, though the variance becomes lower. Increasing the number
of hyperedges gradually increases the relative gain of MSTITERATION. We also
observe a dependency on the degree distribution. In particular, MID and EVEN
systematically benefit more from iteration than Low and HIGH. We explain this
by observing that in the extreme cases MSTAPPROXIMATION is optimal: if all
vertices have degree 1, then the optimal support is simply the union of all (dis-
joint) minimum spanning trees; if all vertices have degree k, then the optimal
support is also simply the minimum spanning tree on the vertices. Difficulties
arise when having many vertices that are part of multiple but not all hyperedges.
This corresponds to the MID and EVEN schemes.

Let us now turn towards question (2), and consider the resulting support
length of the LOCALSEARCH algorithm as well. We omit MSTAPPROXIMATION
from these comparisons, since MSTITERATION always performs at least as well.
In Fig. 5 we show the results for n = 40 and 100 (Fig. 11 in the full version [8] pro-
vides the chart for all cases). As one may expect, the length increases gradually
with more hyperedges, as the support must use more edges to ensure that each
hyperedge induces a connected subgraph. Moreover, we see that LOCALSEARCH
U consistently outperforms MSTITERATION. To be exact, this is the case in
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Fig. 4. Ratio of the support length computed by MSTITERATION as a fraction of
MSTAPPROXIMATION. Lower values indicate a higher gain of the iteration method.
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Algorithm MSTTteration LocalSearch U LocalSearch T LocalSearch P == LocalSearch PT
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Fig. 5. Support length computed by the algorithms for varying values of n, k& and d.

98.5% of all trials; the average ratio of LOCALSEARCH U to MSTITERATION
(including those trials in which MSTITERATION performs better) is 0.877, that
is, the support length is over 12% shorter on average. The effect of degree dis-
tribution also stands out. In LOW and MID, requiring planarity or a support tree
has a large effect on the support length, whereas this is not the case in EVEN
and HIGH. To explain this, observe that the minimum spanning tree on vertices
that are in many or all hyperedges is planar and likely a part of the computed
solution; in the EVEN and HIGH cases, there are comparatively many such ver-
tices which can then serve as places to connect the other vertices in the support.
In the Low and MID cases, there are only few such vertices and thus the shortest
connections that can be used to connect these to such a “backbone” structure
are likely to intersect other connections. Though the number of vertices has lit-
tle effect on MSTITERATION and LOCALSEARCH U, this does exacerbate the
above problem: more vertices leads to a larger increase in support length when
we enforce planarity or a support tree.

Finally, we briefly consider question (3) and compare the computation times
of the various algorithms (see Fig. 6, or Fig.12 in the full version [8]). We see
that the number of hyperedges impacts the computation only slightly, whereas
the number of vertices has a much stronger effect. MSTITERATION clearly out-
performs the LOCALSEARCH variants, running on average 95.11% faster than
LoCALSEARCH U over all trials (98.73% faster on trials with n = 100). Another
clear pattern is that requiring planarity with LOCALSEARCH increases the run-
ning time significantly (272.64% slower over all trials, 354.06% on trials with
n = 100); the number of steps to arrive at a local minimum is not sufficiently
reduced to compensate for the time spent on checking intersections.

3.2 Experiment 2: Comparison of Optimality

Here we focus on answering two questions: (1) how is the support length affected
by additionally requiring that the support is a tree and/or is planar; (2) how
well do the heuristic algorithms approximate the optimal solution?
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Algorithm MSTTIteration LocalSearch U LocalSearch T LocalSearch P === LocalSearch PT
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Fig. 6. Computation time of the various algorithms for varying values of n and k.

Setup. For each combination of n = 10, 15, 20, £ = 2, 3 and d = LOW, MID, we
generate 1000 random hypergraphs with n vertices, k hyperedges according to
degree distribution scheme d. For each hypergraph, we run the LOCALSEARCH
U/T/P/PT and compute an optimal solution OpT U/T/P/PT2. To obtain a
large enough number of trials, these experiments were run on different machines
simultaneously and in concurrent threads. As such, we refrain from analyzing
algorithm speed in this experiment.

Failed Trials. In about 3.4% of the CPLEX runs for n = 20, the compu-
tation would run out of memory and therefore not finish successfully. We ran
additional trials to compensate, eventually obtaining 1000 successful trials. This
likely biases the results for n = 20 towards including only the “easier” situ-
ations. The full version [8] provides more details including statistics on which
cases failed and indicators of the “difficulty” of these cases.

Results. Let us first compare the optimal solutions according to the four dif-
ferent restrictions. In Fig.7 we show the results. For two hyperedges, we see

Algorithm Optimal U Optimal T Optimal P === Optimal PT

2 hyperedges, LOW 3 hyperedges, LOW 2 hyperedges, MID 3 hyperedges, MID

SISURE [FRNER ISR SR A

Total edge length

10 15 20 10 15 20 10 15 20 10 15 20
Number of vertices

Fig. 7. Support length achieved by OPT in the four conditions U/T/P/PT.

2 For n = 10, 15, this is a simple branch and bound algorithm; for n = 20 we use the
ILP solution, solved with IBM ILOG CPLEX 12.6.3.
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Fig. 8. Percentage of runs of LOCALSEARCH that achieve the optimal solution. Note
that LOCALSEARCH T always achieves optimal results.

that there is little to no effect of requiring support trees, but a small worst-case
effect for requiring plane supports for the LOW case—the median increases only
slightly. For three hyperedges, we see that the effects become slightly larger.
Most noticeable is that enforcing support trees has now a slight effect, even for
only a few vertices. In terms of plane supports, we see a similar pattern as before,
that is, that of an increase particularly in the LOW case, but also some in the
MID case. Note that the effects for n = 20 are potentially underestimated.

Let us now turn towards how well LOCALSEARCH performs with respect to
the optimal solution. Our results indicate that in a majority of the cases, our
heuristic actually achieves optimal results (see Fig.8). For n = 10, 15 we see
a clear decrease of this percentage for plane supports and trees; we attribute
the apparent increase at n = 20 to the failed trials. To further see how well
LOCALSEARCH performs if it fails to achieve optimal results, we look at the ratio
between the support length it achieves and the optimal support length. In all
cases, we observe a ratio of less than 1.61. The 90-, 95-, and 99-percentile of this
ratio was worst for LOCALSEARCH PT, being 1.05, 1.09, and 1.19, respectively.
Again, we have to keep in mind that the data for n = 20 likely exclude some more
difficult cases and thus the trend in the increasing ratio might extend further for
a larger number of vertices.

4 Conclusion

Motivated by the NP-hardness of computing shortest plane supports, we intro-
duced and evaluated two heuristic algorithms for the problem. Our experiments
showed that the heuristic LOCALSEARCH often achieves the optimal solution, and
otherwise computes a support that is less than 20% longer than the optimal solu-
tion in 99% of the cases. Moreover, our experiments showed that LOCALSEARCH
performs better than MSTITERATION, which in turn is a k-approximation for
k hyperedges. We can also guarantee that LOCALSEARCH (without restric-
tions) is a k-approximation by initializing it using either MSTAPPROXIMATION
or MSTITERATION, though it is not clear whether this change will generally
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improve the result of LOCALSEARCH. There is a trade-off between speed and sup-
port length, where MSTITERATION is better for the former and LOCALSEARCH
for the latter. We also observed that the increase in support length caused by
additional requirements, depends both on the number of sets and the number
of set memberships per element, but this behavior seems predictable and not to
depend on the number of elements.

Future Work. From the theoretical side, several questions remain open. For
example, can we efficiently decide whether a plane support tree exists? We cur-
rently know how to answer this only for two hyperedges (using Observation 1
and [5]). Furthermore, how many iterations do we need for MSTITERATION
with more than two hyperedges, to guarantee that the computation stabilizes?

Our experiments indicate that our local search algorithm does not always per-
form optimally, especially when requiring plane supports. It is, however, based on
simple hill climbing. Can we employ better search techniques such as simulated
annealing to efficiently find better solutions?

Finally, we chose to generate random hypergraphs for our experiments, as
to not depend on particular properties of (geospatial) configurations that may
be inherent to some real-world data sets. While this reduces the explanatory
power with respect to real-world data sets, it provides us with more insight into
the structural problem, unbiased by unknown or hidden structures of real-world
data. We leave it to future work to further dive into real-world data sets, to see
if similar trends and patterns emerge or more difficult structures arise and to
evaluate the impact of the different heuristics on readability.
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Abstract. Motivated by hybrid graph representations, we introduce
and study the following beyond-planarity problem, which we call h-
CLIQUE2PATH PLANARITY: Given a graph G, whose vertices are par-
titioned into subsets of size at most h, each inducing a clique, remove
edges from each clique so that the subgraph induced by each subset is
a path, in such a way that the resulting subgraph of G is planar. We
study this problem when G is a simple topological graph, and establish
its complexity in relation to k-planarity. We prove that h-CLIQUE2PATH
PLANARITY is NP-complete even when h = 4 and G is a simple 3-plane
graph, while it can be solved in linear time, for any h, when G is 1-plane.

1 Hybrid Representations

A common problem in the visual analysis of real-world networks is that dense
subnetworks create occlusions and hairball-like structures in node-link diagrams
generated by standard layout algorithms, e.g., force-directed methods. On the
other hand, different representations, such as adjacency matrices, are well suited
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for dense graphs but make neighbor identification and path-tracing more diffi-
cult [7,12]. Hybrid graph representations combine different representation meta-
phors in order to exploit their strengths and overcome their drawbacks.

The first example of hybrid representation was the NodeTriz model [§],
which combines node-link diagrams with adjacency-matrix representations of
the denser subgraphs [4,5,8,14]. Another example of hybrid representations
are intersection-link representations [1]. In this model vertices are geometric
objects and edges are either intersections between objects (intersection edges),
or crossing-free Jordan arcs attaching at their boundary (link edges). Different
types of objects determine different intersection-link representations.

In [1], cliqgue-planar drawings are defined as intersection-link representations
in which the objects are isothetic rectangles, and the partition into intersection-
and link-edges is given in the input, so that the graph induced by the intersection-
edges is composed of a set of vertex-disjoint cliques. The corresponding recogni-
tion problem is called CLIQUE-PLANARITY, and it has been proved NP-complete
in general and polynomial-time solvable in restricted cases.

We study CLIQUE-PLANARITY when all cliques have bounded size. As proved
in [1], the CLIQUE-PLANARITY problem can be reformulated in the terminology
of beyond-planarity [6,10], as follows. Given a graph G = (V, E) and a partition
of its vertex set V into subsets V1, ..., V,, such that the subgraph of G induced by
each subset V; is a clique, the goal is to compute a planar subgraph G’ = (V| E’)
of G by replacing the clique induced by V;, for each i = 1,...,m, with a path
spanning the vertices of V;. We call h-CLIQUE2PATH PLANARITY (for short,
h-C2PP) the version of this problem in which each clique has size at most h.

We remark that the version of h-C2PP in which the input graph G is a
geometric graph, i.e., it is drawn in the plane with straight-line edges, has been
recently studied by Kindermann et al. [9] in a different context. The input of
their problem is a set of colored points in the plane, and the goal is to decide
whether there exist straight-line spanning trees, one for each same-colored point
subset, that do not cross each other. Since edges are straight-line, their drawings
are determined by the positions of the points, and hence each same-colored point
subset can in fact be seen as a straight-line drawing of a clique, from which edges
have to be removed so that each clique becomes a tree and the drawing becomes
planar. They proved NP-completeness for the case in which the spanning tree
must be a path, even when there are at most 4 vertices with the same color.
This implies that 4-C2PP for geometric graphs in NP-complete. On the other
hand, they provided a linear-time algorithm when there exist at most 3 vertices
with the same color, which then extends to 3-C2PP for geometric graphs.

In this paper, we study the version of h-C2PP in which the input graph G is
a simple topological graph, that is, it is embedded in the plane so that each edge
is a Jordan arc connecting its end-vertices; by simple we mean that a Jordan arc
does not pass through any vertex, and does not intersect any arc more than once
(either with a proper crossing or sharing a common end-vertex); finally, no three
arcs pass through the same point. Our main goal is to study the complexity of
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this problem in relation to the well-studied class of k-planar graphs, i.e., those
that admit drawings in which each edge has at most k crossings [1,3,6,13].

We observe that the NP-completeness of 4-C2PP for geometric graphs
already implies the NP-completeness of 4-C2PP for simple topological graphs;
also, though not explicitly mentioned in [9], it is possible to show that the
instances produced by that reduction are 4-plane (see [2]). We strengthen this
result by proving in Sect. 2 that 4-C2PP is NP-complete even for simple topo-
logical 3-plane graphs. On the positive side, we prove in Sect. 3 that the h-C2PP
problem for simple topological 1-plane graphs can be solved in linear time for
any value of h. We finally remark that the 2-SAT formulation used in [9] to solve
3-C2PP for geometric graphs can be easily extended to solve 3-C2PP for any
simple topological graph.

For space reasons, some proofs have been omitted or sketched, and can be
found in [2]; the corresponding statements are marked with [*].

2 NP-Completeness for Simple Topological 3-Plane
Graphs

In this section we prove that the k-C2PP problem remains NP-complete for
k = 4 even when the input is a simple topological 3-plane graph.

Since the planarity of a simple topological graph can be checked in linear
time, the h-C2PP problem for simple topological k-plane graphs belongs to NP
for all values of h and k. In the following, we prove the NP-hardness by means
of a reduction from the PLANAR POSITIVE 1-IN-3-SAT problem. In this version
of the SATISFIABILITY problem, which is known to be NP-complete [11], each
variable appears only with its positive literal, each clause has at most three
variables, the graph obtained by connecting each variable with all the clauses
it belongs to is planar, and the goal is to find a truth assignment in such a
way that, for each clause, exactly one of its three variables is set to True. For
each 3-clique we use in the reduction, there is a base edge, which is crossing-
free in the constructed topological graph, while the other two edges always have
crossings. We call left (right) the edge that follows (precedes) the base edge in the
clockwise order of the edges along the 3-clique. Also, if an edge e of a clique does
not belong to the path replacing the clique, we say that e is removed, and that
all the crossings involving e in G are resolved. For each variable z, let n, be the
number of clauses containing . We construct a simple topological graph gadget
G, for z, called variable gadget; see the left dotted box in Fig. 1(a). This gadget
contains 2n, 3-cliques t{,...,t5, , forming a ring, so that the left (right) edge
of t7 only crosses the left (right) edge of tf_; and of t7,,, foreach i =1,...,2n,.
Also, gadget G, contains n, additional 3-cliques, called 7, ..., 77 , so that the
right edge of 77 crosses the left edge of 5, _; and the right edge of ¢3;, while the
left edge of 7 crosses the left edge of t3; and the right edge of ¢35, ;. Then, for
each clause ¢, we construct a topological graph gadget G, called clause gadget,
which is composed of a planar drawing of a 4-clique, together with three 3-cliques
whose left and right edges cross the edges of the 4-clique as in the right dotted
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box in Fig. 1(a). In particular, observe that the right (left) edge of each 3-clique
crosses exactly one (two) edges of the 4-clique. Every 3-clique in G, corresponds
to one of the three variables of c. Let x be one of such variables; assuming that
c is the j-th clause that contains x according to the order of the clauses in the
given formula, we connect the 3-clique corresponding to x in the clause gadget
G. to the 3-clique 77 of the variable gadget G, of x by a chain of 3-cliques of
odd length, as in Fig. 1(a).

(b) (©)

Fig. 1. (a) The variable gadget G, for a variable z is represented in the left dotted
box. The clause gadget for a clause c is represented in the right dotted box. The chain
connecting G to G, is represented with lighter colors. The removed edges are dashed
red. (b) All variables are False. (c) At least two variables are True. (Color figure online)

By construction, the resulting simple topological graph G contains cliques
of size at most 4, namely one per clause, and hence is a valid instance of
4-C2PP. Also, by collapsing each variable and clause gadget into a vertex, and
each chain connecting them into an edge, the resulting graph G’ preserves the
planarity of the PLANAR POSITIVE 1-IN-3-SAT instance. This implies that the
only crossings for each edge of G are with other edges in the gadget it belongs
to and, possibly, with the edges of the 3-cliques of a chain. Hence, G is 3-plane.
Namely, each base edge is crossing-free; each internal edge of a 4-clique has one
crossing; each external edge of a 4-clique has two crossings, and the same is true
for the left and right edges of each 3-clique in a chain; finally, the left and right
edges of each 3-clique in either a variable or a clause gadget has three crossings.

In the following we prove the equivalence between the original instance of
PLANAR POSITIVE 1-IN-3-SAT and the constructed instance G of 4-C2PP. For
this, we first give a lemma stating that variable gadgets correctly represent the
behavior of a variable; indeed they can assume one out of two possible states in
any solution for 4-C2PP. The proof of the next lemma can be found in [2].

Lemma 1 [*]. Let G, be the variable gadget for a variable x in G. Then, in any
solution for 4-C2PP, either the left edge of each 3-clique 7}, with j = 1,... ,ng,
is removed, or the right edge of each 3-clique T is removed.

Given Lemma 1, we can associate the truth value of a variable x with the fact
that either the left or the right edge of each 3-clique 77 in the variable gadget
G, of G is removed. We use this association to prove the following theorem.
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Theorem 1 [*]. The 4-C2PP problem is NP-complete, even for 3-plane graphs.

Proof (sketch). Given an instance of PLANAR POSITIVE 1-IN-3-SAT, we con-
struct an instance G of 4-C2PP in linear time as described above. We prove
one direction of the equivalence between the two problems. The other direction
follows a similar reasoning. Suppose that there exists a solution for 4-C2PP,
i.e., a set of edges of G whose removal resolves all crossings. By Lemma 1, for
each variable x either the left or the right edge of each 3-clique 77" in gadget G,
is removed. We assign True (False) to z if the right (left) edge is removed.
We first claim that for each clause ¢ that contains variable x, the right (left)
edge of the 3-clique t.(z) of the clause gadget G corresponding to x is removed
if and only if the right (left) edge of each 3-clique 77 is removed. Consider the
chain that connects t.(z) with a 3-clique T of G,. For any two consecutive
3-cliques along the chain the left edge of one 3-clique and the right edge of the
other 3-clique must be removed. Since the chain has odd length, the truth value
of G is transferred to the 3-clique ¢.(z) of G, and thus the claim follows.
Consider now a clause ¢ with variables z, y, and z. Let t.(z), t.(y), and
t.(z) be the 3-cliques of the clause gadget G, of ¢ corresponding to z, y, and
z, respectively. Let v be the central vertex of the 4-clique of G., and let v, vy,
v, be the vertices of this 4-clique lying inside t.(z), t.(y), and t.(z) (see Fig.1).
Assume that v,, vy, and v, appear in this clockwise order around v. We now
show that, for exactly one of t.(x), t.(y), and t.(z) the right edge is removed,
which implies that exactly one of x, y, and z is True and hence the instance of
PLANAR POSITIVE 1-IN-3-SAT is positive. Assume that for each of t.(z), t.(y),
and t.(z) the left edge is removed (i.e., all the three variables are set to False),
as in Fig. 1(b). The crossings between the right edges of the three 3-cliques and
the three edges of triangle (v, vy, v,) are not resolved. All edges of this triangle
should be removed, which is not possible since the remaining edges of the 4-
clique do not form a path. Assume now that for at least two of the 3-cliques, say
t.(x) and t.(y), the right edge is removed (i.e., z and y are set to True), as in
Fig. 1(c). Since each edge of triangle (v, v,,v) is crossed by the left edge of one
of t.(x) and t.(y), by construction, these crossings are not resolved. Hence, all
edges of (v, vy, v) should be removed, which is not possible since the remaining
edges of the 4-clique do not form a path of length 4. Finally, assume that for
exactly one of the 3-cliques, say t.(z), the right edge is removed (i.e., x is the
only one set to True), as in Fig. 1(a). By removing edges (v,v;), (v, vy), and
(vy,vs), all crossings are resolved; the remaining edges of the 4-clique form a
path of length 4, as desired. O

3 h-CLIQUE2PATH PLANARITY and 1-Planarity

In this section we show that, when the given simple topological graph is 1-plane,
problem h-C2PP can be solved in linear time in the size of the input, for any
h. We consider all possible simple topological 1-plane cliques and show that the
problem can be solved using only local tests, each requiring constant time. Note
that h < 6, since Kg is the largest 1-planar complete graph [10].
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Simple topological 1-plane graphs containing cliques with at most four ver-
tices that cross each other can be constructed, but it is easy to enumerate all
these graphs (up to symmetry); see Fig. 2. Note that such graphs involve at most
two cliques and that if K4 has a crossing, combining it with any other clique
would violate 1-planarity; see Fig.2(a) and (b). The next lemma accounts for
cliques with five or six vertices.

() (d) (e) () (8)

Fig. 2. All 1-plane graphs involving one or more cliques of type K3 and Kj.

(a) (b)

Lemma 2. There exists no 1-plane simple topological graph that contains two
cliques, one of which with at least five vertices, whose edges cross each other.

Proof. Consider a simple 1-plane graph G that contains two disjoint cliques K
and H, with five and three vertices, respectively. Let K’ be the simple plane
topological graph obtained from K by replacing each crossing with a dummy
vertex. By 1-planarity, every face of K’ is a triangle and contains at most one
dummy vertex. Suppose, for a contradiction, that there exists a crossing between
an edge of K and an edge of H in GG. Then there would exist at least a vertex v
of H inside a face f of K’ and at least one outside f. Since H is a triangle, there
must have been two edges that connect vertices inside f to vertices outside f.
If f contains one dummy vertex, then two of its edges are not crossed by edges
of H, as otherwise G would not be 1-plane. Hence, both the edges that connect
vertices inside f to vertices outside f cross the other edge of f, a contradiction.
If f contains no dummy vertices, then each edge of f admits one crossing. Let u
be the vertex of f that is incident to the two edges crossed by edges of H. Since
u has degree 4 in K, it is not possible to draw the third edge of H so that it
crosses only one edge of K, which completes the proof. a

Combining the previous discussion with Lemma 2, we conclude that, for each
subgraph of the input graph G that consists either of a combination of at most
two cliques of size at most 4, as in Fig. 2, or of a single clique not crossing any
other clique, the crossings involving this subgraph (possibly with other edges not
belonging to cliques) can only be resolved by removing its edges, which can be
checked in constant time. In the next theorem, n denotes the number of vertices.

Theorem 2. h-C2PP is O(n)-time solvable for simple topological 1-plane
graphs.
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4 Open Problems

We studied the h-CLIQUE2PATH PLANARITY problem for simple topological k-
plane graphs; we proved that this problem is NP-complete for o = 4 and k = 3,
while it is solvable in linear time for every value of h, when k& = 1. The natural
open question is: what is the complexity for simple topological 2-plane graphs?

Kindermann et al. [9] recently proved that problem 4-C2PP is NP-complete
for geometric 4-plane graphs. It would be interesting to study this geometric
version of the problem for 2-plane and 3-plane graphs.

Finally, note that the version of the h-C2PP problem when the input is an
abstract graph (which is equivalent to CLIQUE PLANARITY [1]) is NP-complete
when h € O(n). What if & is bounded by a constant or a sublinear function? We
remark that, for h = 3, this version of the problem is equivalent to CLUSTERED
PLANARITY, when restricted to instances in which the graph induced by each
cluster consists of three isolated vertices.
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Abstract. We prove that every set S of A slopes containing the hori-
zontal slope is universal for 1-bend upward planar drawings of bitonic
st-graphs with maximum vertex degree A, i.e., every such digraph admits
a 1-bend upward planar drawing whose edge segments use only slopes
in §. This result is worst-case optimal in terms of the number of slopes,
and, for a suitable choice of S, it gives rise to drawings with worst-case
optimal angular resolution. In addition, we prove that every such set
S can be used to construct 2-bend upward planar drawings of n-vertex
planar st-graphs with at most 4n — 9 bends in total. Our main tool is a
constructive technique that runs in linear time.

1 Introduction

Let G be a graph with maximum vertex degree A. The k-bend planar slope
number of G is the minimum number of slopes for the edge segments needed to
construct a k-bend planar drawing of G, i.e., a planar drawing where each edge is
a polyline with at most & > 0 bends. Since no more than two edge segments inci-
dent to the same vertex can use the same slope, [A/2] is a trivial lower bound
for the k-bend planar slope number of G, irrespectively of k. Besides its theo-
retical interest, this problem forms a natural extension of two well-established
graph drawing models: The orthogonal [6,16,18,29] and the octilinear drawing
models [3,4,7,26], which both have several applications, such as in VLSI and
floor-planning [25,30], and in metro-maps and map-schematization [21,27,28].
Orthogonal drawings use only 2 slopes for the edge segments (0 and %), while
octilinear drawings use no more than 4 slopes (0, , Z, and 2T); consequently,
they are limited to graphs with A <4 and A < 8, respectively.

These two drawing models have been generalized to graphs with arbitrary
maximum vertex degree A by Keszegh et al. [23], who proved that every planar
graph admits a 2-bend planar drawing with [A/2] equispaced slopes. As a wit-
ness of the tight connection between the two problems, the result by Keszegh
et al. was built upon an older result for orthogonal drawings of degree-4 planar
© Springer Nature Switzerland AG 2018
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graphs by Biedl and Kant [6]. In the same paper, Keszegh et al. also stud-
ied the 1-bend planar slope number and showed an upper bound of 2A and a
lower bound of %(A — 1) for this parameter. The upper bound has been recently
improved, initially by Knauer and Walczak [24] to %(A —1) and subsequently by
Angelini et al. [1] to A—1. Angelini et al. actually proved a stronger result: Given
any set S of A — 1 slopes, every planar graph with maximum vertex degree A
admits a 1-bend planar drawing whose edge segments use only slopes in S. Any
such slope set is hence called universal for 1-bend planar drawings. This result
simultaneously establishes the best-known upper bound on the 1-bend planar
slope number of planar graphs and the best-known lower bound on the angular
resolution of 1-bend planar drawings, i.e., on the minimum angle between any
two edge segments incident to the same vertex. Indeed, if the slopes in S are
equispaced, the resulting drawings have angular resolution at least <™.

In this paper we study slope sets that are universal for k-bend upward
planar drawings of directed graphs (or digraphs for short). Recall that in an
upward drawing of a digraph G, every edge (u,v) is drawn as a y-monotone
non-decreasing curve from u to v. Also, G admits an upward planar drawing if
and only if it is a subgraph of a planar st-graph [13,22]. As such drawings are
common for representing planar digraphs, they have been extensively studied
in the literature (see, e.g., [5,9,15,18,20]). A preliminary result for this setting
is due to Di Giacomo et al. [14], who proved that every series-parallel digraph
with maximum vertex degree A admits a 1-bend upward planar drawing that
uses at most A slopes, and this bound on the number of slopes is worst-case
optimal. Notably, their construction gives rise to drawings with optimal angular
resolution 7% (but it uses a predefined set of slopes). Upward drawings with one
bend per edge and few slopes have also been studied for posets by Czyzowicz
et al. [11].

S\
(a) (b)

Fig.1. (a) A 1-bend upward planar drawing of a bitonic st-graph, and (b) a
2-bend upward planar drawing of a planar st-graph, both defined on a slope set
S= {_%707 %7 g7ﬂ—}'

Contribution. We extend the study of universal sets of slopes to upward pla-
nar drawings, and present the first constructive technique that works for all
planar st-graphs. This technique exploits a linear ordering of the vertices of a
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planar digraph introduced by Gronemann [19], called bitonic st-ordering (see
also Sect. 2). We show that any set S of A slopes containing the horizontal slope
is universal for 1-bend upward planar drawings of degree-A planar digraphs hav-
ing a bitonic st-ordering (Sect.3). We remark that the size of S is worst-case
optimal [14] and, if the slopes of S are chosen to be equispaced, the angular
resolution of the resulting drawing is at least 7 (also optimal); see Fig. 1a for an
illustration. We then extend our construction to all planar st-graphs by using
two bends on a restricted number of edges (Sect.4). More precisely, we show
that, given a set S of A slopes containing the horizontal slope, every n-vertex
upward planar digraph with maximum vertex degree A has a 2-bend upward pla-
nar drawing that uses only slopes in & and with at most 4n — 9 bends in total;
see Fig. 1b for an illustration.
For space reasons some proofs are omitted and can be found in [2].

2 Preliminaries

We assume familiarity with common notation and definitions about graphs,
drawings, and planarity (see, e.g., [12]). An upward planar drawing of a directed

QWM o
(a) ...<o(vh—1)<o(vn)>0(Vhi1)>. (b) (o(vi)>0c(vit1)) and (o(vj)<o(vjt1))

Fig. 2. (a) A bitonic sequence. (b) A forbidden configuration.

simple graph (or digraph for short) G is a planar drawing such that each edge of G
is drawn as a curve monotonically non-decreasing in the y-direction. An upward
drawing is strict if its edge curves are monotonically increasing. A digraph is
upward planar if it admits an upward planar drawing. Note that if a digraph
admits an upward drawing then it also admits a strict upward drawing. A digraph
is upward planar if and only if it is a subgraph of a planar st-graph [13]. Let
G = (V, E) be an n-vertex planar st-graph, i.e., G is a plane acyclic digraph with
a single source s and a single sink ¢, such that s and ¢ belong to the boundary of
the outer face and the edge (s,t) € E [13]. (Other works do not explicitly require
the edge (s,t) to be part of G, see, e.g., [19].) An st-ordering of G is a numbering
o:V — {1,2,...,n} such that for each edge (u,v) € E, it holds o(u) < o(v)
(which implies o(s) = 1 and o(t) = n). Every planar st-graph has an st-ordering,
which can be computed in O(n) time (see, e.g., [10]). If u and v are two adjacent
vertices of G such that o(u) < o(v), we say that v is a successor of u, and u is a
predecessor of v. Denote by S(u) = {v1,va,...,v,} the sequence of successors of
v ordered according to the clockwise circular order of the edges incident to w in
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the planar embedding of G. The sequence S(u) is bitonic if there exists an integer
1 < h < gsuch that o(vi) < -+ < o(vp_1) < o(vp) > o(Vhg1) > - > o(vg);
see Fig. 2a for an illustration. Notice that when h = 1 or h = ¢, S(u) is actually
a monotonic decreasing or increasing sequence. A bitonic st-ordering of G is
an st-ordering such that, for every vertex w € V, S(u) is bitonic [19]. A pla-
nar st-graph G is a bitonic st-graph if it admits a bitonic st-ordering. Deciding
whether G is bitonic can be done in linear time both in the fixed [19] and in
the variable [8] embedding settings. If G is not bitonic, every st-ordering o of G
contains a forbidden configuration defined as follows. A sequence of successors
S(u) of a vertex u forms a forbidden configuration if there exist two indices i
and j, with 4 < j, such that o(v;) > 0(vi41) and o(v;) < o(vj41), i.e. there is a
path from v;11 to v; and a path from v; to v;11; see Fig. 2b.

Let G = (V, E) be an n-vertex maximal plane graph with vertices u, v, and
w on the boundary of the outer face. A canonical ordering [17] of G is a linear
ordering x = {v; = u,va = v,...,v, = w} of V, such that for every 3 <i < n:

C1: The subgraph G; induced by {v1,va,...,v;} is 2-connected and internally
triangulated, while the boundary of its outer face C; is a cycle containing
(v1,v2);

C2: If i + 1 < n, v;41 belongs to C; 41 and its neighbors in G; form a subpath
of the path obtained by removing (v1,vs) from C;.

Computing x takes O(n) time [17]. Also, x is upward if for every edge (u,v) of
a digraph G u precedes v in .

The slope of a line £ is the angle « that a horizontal line needs to be rotated
counter-clockwise in order to make it overlap with £. If @ = 0 we say that the
slope of £ is horizontal. The slope of a segment is the slope of the line containing
it. Let S = {aq,...,an} be a set of h slopes such that «; < ;1. The slope set
S is equispaced if a1 —a; = 7, for i =1,...,h — 1. Consider a k-bend planar
drawing I' of a graph G, i.e., a planar drawing in which every edge is mapped
to a polyline containing at most k£ 4+ 1 segments. For a vertex v in I" each slope
a € S defines two different rays that emanate from v and have slope a. If «
is horizontal these rays are called left horizontal ray and right horizontal ray.
Otherwise, one of them is the top and the other one is the bottom ray of v. We
say that a ray r, of a vertex v is free if there is no edge attached to v through
7y in I'. We also say that 7, is outer if it is free and the first face encountered
when moving from v along r, is the outer face of I'. The slope number of a
k-bend drawing I is the number of distinct slopes used for the edge segments
of I'. The k-bend upward planar slope number of an upward planar digraph G is
the minimum slope number over all k-bend upward planar drawings of G.

3 1-Bend Upward Planar Drawings

Let G = (V,E) be an n-vertex planar st-graph with a bitonic st-ordering
o = {v1,v2,...,0,}; see, e.g., Fig.3a. We begin by describing an augmenta-
tion technique to “transform” o into an upward canonical ordering of a suitable
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supergraph G of G. We start from a result by Gronemann [19], whose properties
are summarized in the following lemma; see, e.g., Fig. 3b.

Lemma 1 ([19]). Let G = (V, E) be an n-vertex planar st-graph that admits
a bitonic st-ordering o = {v1,va,...,v,}. There exists a planar st-graph G' =
(V',E") with an st-ordering x = {vL,VR,v1,V2,...,0n} such that: (i) V' =
VU{vr,vr}; (i) E C E' and (vg,vg) € E'; (i) vy, and vg are on the boundary
of the outer face of G'; (iv) Every vertex of G with less than two predecessors in
o has exactly two predecessors in x. Also, G’ and x are computed in O(n) time.

We call G' a canonical augmentation of G. Observe that G’ always contains
the edges (vp,v1) and (vg,v1) because of Lemma (1). We also insert the edge
(vL,vn), which is required according to our definition of st-graph; this addition
is always possible because vy, and v,, are both on the boundary of the outer face.
The next lemma shows that any planar st-graph obtained by triangulating G’
admits an upward canonical ordering; see, e.g., Fig. 3c.

Fig. 3. (a) A bitonic st-graph G with ¢ = {v1,v2,...,vs}. (b) A canonical augmen-
tation G’ of G with x = {vr,vRr,v1,v2,...,vs}. (c) A planar st-graph G obtained by
triangulating G’. x is an upward canonical ordering of G.

Lemma 2. Let G' be a canonical augmentation of an n-vertex bitonic st-graph
G. Every planar st-graph G obtained by triangulating G’ has the following prop-
erties: (a) it has no parallel edges; (b) x = {vp,vR,v1,v2,...,0,} is an upward
canonical ordering.

Proof. Concerning Property (a), suppose for a contradiction that G has two
parallel edges e; and e; connecting v with v. Let C be the 2-cycle formed by e;
and ez and let Ve be the set of vertices distinct from w and v that are inside
C in the embedding of G. V¢ is not empty, as otherwise C would be a non-
triangular face of G. Let w be the vertex with the lowest number in x among
those in V. Since G is planar (in particular e; and ez are not crossed) and has
a single source, it contains a directed path from u to every vertex in V. Hence,
it has an edge from u to w. Also, by assumption, there is no vertex z in V¢
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such that x(z) < x(w), which implies that u is the only predecessor of w in
X, a contradiction to Lemma 1(iv). Concerning Property (b), if x is a canonical
ordering of G , then x is actually an upward canonical ordering because it is also
an st-ordering. To see that x is a canonical ordering, observe first that vr, vr
and v, are on the boundary of the outer face of G by construction. Denote by
G the subgraph of G induced by {vr,vR,v1,...,v;} and let C be the boundary
of its outer face. We first prove by induction on 4 (for i = 1,2,...,n) that GZ
is 2-connected. In the base case i = 1, él is a 3-cycle and therefore it is 2-
connected. In the case ¢ > 1, G;_1 is 2-connected by induction and v; has at
least two predecessors in éi,l by Lemma 1(iv), thus él is 2-connected. We now
prove that each éi, fori =1,2,...,n, is internally triangulated, which concludes
the proof of condition C1 of canonical ordering. Suppose, for a contradiction,
that there exists an inner face f that is not a triangle. Since G is triangulated,
there exists a vertex v;, with j > 4, that is embedded inside f in G;. Since
X is an st-ordering, there is no directed path from v; to any vertex of f. On
the other hand, either v; = v, or there is a directed path from v; to v,. Both
cases contradict the fact that v, belongs to the boundary of the outer face of
G. We finally show that v; belongs to C;, for i = 1,2,...,n. Since we already
proved that G is triangulated, this is enough to prove CQ By the planarity of
Gl, there is a face f in GZ 1 such that all the neighbors of i in GZ 1 belong to
the boundary of f. We claim that f is the outer face of Gl. If it was an inner
face, then v; would be embedded inside f in G; and, by the same argument used
above, v, would not belong to the boundary of the outer face of G. o

We now show that any set of A slopes S that contains the horizontal slope
is universal for 1-bend upward planar drawings of bitonic st-graphs. The algo-
rithm is inspired by a technique of Angelini et al. [1]. We will use important
additional tools with respect to [1], such as the construction of a triangulated
canonical augmentation, extra slopes to draw the edges inserted by the aug-
mentation procedure, and different geometric invariants. Let G be an n-vertex
bitonic st-graph with maximum vertex degree A; see Fig. 3a. The algorithm first
computes a triangulated canonical augmentation G of G see Figs. 3b and c. We
call dummy edges all edges that are in G but not in G and real edges the edges
in G that are also in G. By Lemma 2, G admits an upward canonical ordering
x = {vL, VR, v1,v2,...,0,}, where y is an st-ordering such that each vertex dis-
tinct from vy, and vg has at least two predecessors. Let S = {p1,...,pa} be any
set of A slopes, which we call real slopes. Let p* be the smallest angle between
two slopes in § and let A* be the maximum number of dummy edges incident
to a vertex of G. For each slope p; (1 < i < A), we add A* dummy slopes
{6%,...,8%.} such that 51 =pi+7J- A*+1’ for j =1,2,..., A*. Hence, there are
A* dummy slopes between any two consecutive real slopes. We will use the real
slopes for the real edges and the dummy slopes for the dummy ones.

Let G be the subgraph of G induced by {vr,vR,v1,v9,...,v;}. The algorithm
constructs the drawing by adding the vertices according to x. More precisely, it
computes a drawing I of the digraph G, obtained from G; by removing the
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dummy edges (vL,vR) and (vi,vg), which exist by construction, and (vg,wvs)
if it exists. Let C’ be the boundary of the outer face of Gl, and let P be the
path obtained by removing (vy,vg) from C;. For a vertex v of P;, we denote
by d,(v,1) (resp d4(v,4)) the number of real (resp. dummy) edges incident to v
that are not in G; and by p;(v,1) (resp. p;(v,)) the j-th outer real top ray in I
encountered in clockwise (resp. counterclockwise) order around v starting from
the left (resp. right) horizontal ray. For dummy top rays, we define analogously
N

d;(v,1) and 0, (v, 7). I; satisfies the following invariants:

\ | / > dd(v, L)
a > dg(v
\\ \\ : // // \@(U*Z) ( / d(L L>
RN Y
K pr(vi) Y ¢
B 7, B 7,
v, oR v o
(a) I3 (b) 14 15
ty ty
\ \
\ \
\ \
Y \
° \ ° ° \ °
v ¢ W v . @
U U
(c) (d)

Fig. 4. (a)—(b) Illustration for invariants I3-1I5; real rays are dashed, dummy rays are
dotted. (c)—(d) Illustration for Lemma4.

I1 ZAQ is a 1-bend upward planar drawing whose real edges use only slopes in S
I2 Every edge of P; contains a horizontal segment.

I3 Every vertex v of P; has at least d,.(v,4) outer real top rays; see Fig. 4a.
I4 Every vertex v of P; has at least d4(v,i) outer dummy top rays between
N

61(v,4) and py(v,i) (vesp. 61(v,i) and pi(v,4)), including 6;(v,i) (resp.
81(v,1)); see Fig. 4b.

I5 Let ¢ be any horizontal line and let p and p’ be any two intersection points
between ¢ and the polyline representing P; in [5;; walking along ¢ from left to

right, p and p’ are encountered in the same order as when walking along P
from vy, to vg; see Fig. 4b.

The last vertex v, is added to r n—1 in a slightly different way and the result-
ing drawing will satisfy I1. The next two lemmas state important properties of
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any 1-bend upward planar drawing satisfying I1-I5. Similar lemmas are proven
in [1, Lemmas 2 and 3], but for drawings that satisfy different invariants.

Lemma 3. Let fl be a drawing of CA?Z_ that satisfies Invariants I1-I5. Let (u,v)
be any edge of ﬁi such that u is encountered before v along ﬁi when going from
vy, to vgr, and let X be a positive number. There exists a drawing I} of G
that satisfies Invariants I1-I5 and such that: (i) the horizontal distance between
u and v is increased by \; (i) the horizontal distance between any two other
consecutive vertices along ﬁl is the same as in ﬁ

The next lemma can be proven by suitably applying Lemma 3; see Figs. 4c
and d.

Lemma 4. Let f be a drawing of é_ that satisfies Invariants I1-15. Let u be
a vertex of Pz, and let t,, be any outer top ray of u that crosses an edge of G
n F There exists a drawing I ofG that satisfies Invariants I11-15 in which

'L
t,, does not cross any edge ofG

We now describe our drawing algorithm starting with the computation of I,
We aim at drawing both v; and ve horizontally aligned between vy and vg. Note
that vy is the source of G, and, by the definition of a canonical augmentation, vy
is adjacent to both vy and vy, while vy is adjacent to v, and to at least one of
vy, and vr. We remove the dummy edges (vi,vg) and (v, vg), and the dummy
edge (vg,v2) if it exists. The resulting graph is either the path (vy, v1, v, vg) or
the path (v, v9,v1,vR), which we draw along a horizontal segment.

Lemma 5. Drawing fg satisfies Invariants I1-15.

Assume now that we have constructed drawing L1 of Gy satisfying 11-15
(3 <i<mn). Let {us,...,uq} be the neighbors of the next vertex v; along P;_;.

¥
Let t; be either a(ul, i—1),if (u1,v;) is real, or 61 (uy,i—1), if (uy, vi) is dummy.

Symmetrically, let ¢, be either //)-;(’U,q,i — 1), if (uq,v;) is real, or (51 (ug,i — 1), if
(ug,v;) is dummy. Let t; (for 1 < j < ¢) be any outer real (resp dummy) top
ray emanating from u; if (u;, v;) is real (resp. dummy). By I3 all such top rays
exist and by Lemma 4 we can assume that none of them crosses IA“i,l. Let ¢ be a
horizontal line above the topmost point of fi_l. Let p; be the intersection point
of t; and £. We can assume that, for j =1,2,...,¢ — 1, p; is to the left of p; ;.
If this is not the case, we can increase the distance between u; and ;41 so to
guarantee that p; and p; 41 appear in the desired order along ¢; this can be done
by applying Lemma 3 with respect to each edge (u;,u;41) for a suitable choice of
A; see Figs. ba and b for an illustration. We will place v; above £ using g—2 bottom
rays ba, b3, . .., bg—1 of v; for the segments of the edges (u;,v;) (j = 2,3,...,9—1)
incident to v; such that: (i) b; (1 < j < q) is real (resp. dummy) if (u;,v;) is
real (resp. dummy); (ii) b; precedes b;41 in the counterclockwise order around
v; starting from by. This choice is possible for the real rays because v; has A —1
real bottom rays and it has at least one incident real edge not in G; (otherwise
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Fig. 5. Addition of vertex v;.

it would be a sink of G, which is not possible because i < n). Concerning
the dummy rays, we have at most A* dummy edges incident to v; and A*
dummy bottom rays between any two consecutive real rays. Consider the ray t;
and choose a point p to the right of ¢; and above ¢ such that placing v; on p
guarantees that min;—;.¢—2{z(pj ) —2(p;)} > x(pg) —x(p1), where p| = p; and
Py, P3, - -, Py are the intersection points of the rays by, bs,...,b,—1 with the
line ¢ (see Fig. 5¢). Observe that for a sufficiently large y-coordinate, point p can
always be found. We now apply Lemma 3 to each of the edges (u1,us2), (uz,us),
..., (ug—2,uq—1), in this order, choosing A > 0 so that each p; is translated to p;.
(for j =2,3,...,¢—1). We finally apply again the same procedure to (uq—_1, uq)
so that the intersection point between ¢, and the horizontal line ¢y passing
through v; is to the right of v; (see Fig. 5d). After this translation procedure, we
can draw the edge (u1,v;) (resp. (uq,v;)) with a bend at the intersection point
between t; (resp. t,) and £ and therefore using the slope of ¢; (resp. t4) and the
horizontal slope (see Fig. 5e). The edges (uj,v;) (j =2,3,...,¢ — 1) are drawn
with a bend point at p; = p;- and therefore using the slopes of ¢; and b;.

Lemma 6. Drawing ﬁ-, fori=3,4,....,n— 1, satisfies Invariants 11-I5.

Proof. The proof is by induction on i > 3. fi_l satisfies Invariants I1-1I5 by
Lemma5 when ¢ = 3, and by induction when ¢ > 3.

Proof of I1. By construction, each (u;,v;) (j =1,2,...,¢) is drawn as a chain
of at most two segments that use real and dummy slopes. In particular, if (u;, v;)
is real, then it uses real slopes, i.e., slopes in S. By the choice of ¢, the bend
point of (u;,v;) has y-coordinate strictly greater than that of u; and smaller
than or equal to that of v;. Since each (uj,v;) is oriented from u; to v; (as x
is an upward canonical ordering), the drawing is upward. Concerning planarity,
we first observe that I i—1 is planar and it remains planar each time we apply
Lemma 3. Also, by Lemma4 each (uj,v;) (j =1,2,...,¢) does not intersect Iy
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(except at u;). Further, the order of the bend points along ¢ guarantees that the
edges incident to v; do not cross each other.

Proof of 12. The only edges of 13@ that are not in ]31-,1 are (u1,v;) and (uq,v;).
For both these edges the segment incident to v; is horizontal by construction.

Proof of I3. For each vertex of ﬁl distinct from w;, ug and v;, I3 holds by
induction. Invariant I3 also holds for v; because d,(v;,i) < A — 1 (as otherwise
v; would be a source of G, which is not possible because ¢ > 1) and all the real
top rays of v;, which are A — 1, are outer. Consider now vertex u; (a symmetric
argument applies to ug). If (uq, vl) is real, then d,.(uy,4) = d(u1,i—1)—1; in this
case i1 = p (ul, i—1) and therefore all the other d,.(u1,i—1)—1 outer real top rays
ofuyin I remaln outerin T}. If (u1,v;) is dummy, then d,.(uy,4) = dy(u1,i—1);

in this case t; = 51 (u1,7 — 1) and therefore all the d,(u1,7 — 1) outer real top
rays of uy in I';_q remain outer in I7.

Proof of I4. For each vertex of 131 distinct from w;, uq and v;, I4 holds by
induction. I4 also holds for v; because dg(v;,7) < A* and there are A* dummy
Y m
top rays between 01 (v;, 1) and py (v;,4) including &, (v;,4) (all the top rays of v; are
')
outer). Anadogously7 there are A* outer dummy top rays between d;(v;,4) and

p1(v;, 1) including (51 (vi,1). Consider now u; (a symmetric argument applies to
uq). If (u1,v;) is real, then dg(uq,1) = dg(uq,i— 1) in this case t; = py(uy,i—1)

and there are A* outer dummy top rays between 61 (u1,17) and p; (ul, ) including
61 (u1,i) (namely, all those between ¢, = p1 (u1,i—1) and pg(ul,z— ). If (ug,v;)

is dummy, then dg(uy,4) = dg(ug,i — 1) — 1; in this case t; = (51(u1,z —1) and
therefore all the other dd(ul, — 1) — 1 outer dummy top rays of uy, which by

induction were between 51 (u1,7—1) and pq (ul, i — 1), remain outer in fz

Proof of I5. Notice that the various applications of Lemma3 to f’i,l pre-
serve I5. Let p and p’ be any two intersection points between a horizontal line
¢ and the polyline representing P; in [, with p to the left of p’ along £. If p
and p’ belong to P;_1, I5 holds by induction. If both p and p’ belong to the
path (u1,v;,uq), I5 holds by construction. If p belongs to Pi_; and p’ belongs
to (u1,v;,uq), then p belongs to the subpath of ]/51-_1 that goes from vy, to wuy
because the subpath from u, to vg is completely to the right of ¢4, hence I5
holds also in this case. If p belongs to (uq,v;,u,) and p’ belongs to 131'_1, the
proof is symmetric. a

Lemma 7. G has a 1-bend upward planar drawing I" using only slopes in S.

Proof. By Lemma6, drawing I, satisfies Invariant I1-15. We explain how
to add the last vertex v, to obtain a drawing that satisfies Invariant I1. Let
{u1,...,uq} be the predecessors of v,, on P,,_;. Notice that, in this case u; = vy,
and ug = vg. Vertex v, is added to the drawing similarly to all the other vertices
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added in the previous steps of the algorithm. The only difference is that the
number of real incoming edges incident to v, in I3,_; can be up to A. If this is
the case, since the real bottom rays are A—1, they are not enough to draw all the
real edges incident to v,. Let j be the smallest index such that (u;,v,) is a real
edge. We ignore all the dummy edges (up,v,), for h=1,2,...,j — 1, and apply
the construction used in the previous steps considering only {u;, %11,...,u,} as
predecessors of v,, (notice that such predecessors are at least two because v,, has
at least two incident real edges). By ignoring these dummy edges, the segment
of the real edge (u;,vy) incident to v, will be drawn using the left horizontal
slope. Denote by I n the resulting drawing. As in the proof of Lemma 6, we can
prove that I1 holds for I, and therefore I, is a 1-bend upward planar drawing
whose real edges use only slopes in §. The drawing I" of G is obtained from I,
by removing all its dummy edges and the two dummy vertices vy, and vg. a

Lemma 8. Drawing I' can be computed in O(n) time.

Lemmas7 and 8 are summarized by Theorem 1. Corollary 1 is a consequence of
Theorem 1 and of a result in [14].

Theorem 1. Let S be any set of A > 2 slopes including the horizontal slope
and let G be an n-vertex bitonic planar st-graph with mazimum vertex degree A.
Graph G has a 1-bend upward planar drawing I' using only slopes in S, which
can be computed in O(n) time.

Corollary 1. Every bitonic st-graph with maximum verter degree A > 2 has
1-bend upward planar slope number at most A, which is worst-case optimal.

If S is equispaced, Theorem 1 implies a lower bound of 7 on the angular resolu-
tion of the computed drawing, which is worst-case optimal [14]. Also, Theorem 1
can be extended to planar st-graphs with A < 3, as any such digraph can be
made bitonic by only rerouting the edge (s, t).

Theorem 2. FEvery planar st-graph with maximum vertex degree 3 has 1-bend
upward planar slope number at most 3.

We conclude with the observation that an upward drawing constructed by
the algorithm of Theorem 1 can be transformed into a strict upward drawing that
uses A + 1 slopes rather than A. It suffices to replace every horizontal segment
oriented from its leftmost (rightmost) endpoint to its rightmost (leftmost) one
with a segment having slope € (—¢), for a sufficiently small value of ¢ > 0.

4 2-bend Upward Planar Drawings

We now extend the result of Theorem1 to non-bitonic planar st-graphs. By
adapting a technique of Keszegh et al. [23], one can construct 2-bend upward
planar drawings of planar st-graphs using at most A slopes. We improve upon
this result in two ways: (i) The technique in [23] may lead to drawings with 5n—11
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bends in total, while we prove that 4n—9 bends suffice; (ii) It uses a fixed set of A
slopes (and it is not immediately clear whether it can work with any set of slopes),
while we show that any set of A slopes with the horizontal one is universal.

Let G be an n-vertex non-bitonic planar st-graph. All forbidden configura-
tions of G can be removed in linear time by subdividing at most n — 3 edges of
G [19]. Let G} be the resulting bitonic st-graph, called a bitonic subdivision of
G. Let (u,d,v) be a directed path of G, obtained by subdividing the edge (u,v)
of G with the dummy vertex d. We call (u, d) the lower stub, and (d,v) the upper
stub of (u,v). We can prove the existence of an augmentation technique similar
to that of Lemma 1, but with an additional property on the upper stubs.

Lemma 9. Let G = (V, E) be an n-vertex planar st-graph that is not bitonic.
Let Gy = (Vp, Ep) be an N-vertex bitonic subdivision of G, with a bitonic st-
ordering o = {v1,va,...,un}. There exists a planar st-graph G' = (V', E") with
an st-ordering x = {vr,vRr,v1,02,..., 0N} such that: (i) V' = Vi, U{vp,vr};
(i) Ey C E' and (vp,vg) € E'; (iii) vy and vr are on the boundary of the
outer face of G'; (iv) Every vertex of Gy, with less than two predecessors in o
has exactly two predecessors in x. (v) There is no vertex in G’ such that its
leftmost or its rightmost incoming edge is an upper stub. Also, G' and x are
computed in O(n) time.

Theorem 3. Let S be any set of A > 2 slopes including the horizontal slope
and let G be an n-vertex planar st-graph with mazximum vertex degree A. Graph
G has a 2-bend upward planar drawing I' using only slopes in S, which has at
most 4n — 9 bends in total and which can be computed in O(n) time.

Proof. We compute a triangulated canonical augmentation Gof G by (1) apply-
ing Lemma9 and (2) triangulating the resulting digraph. By Lemma2, G has
an upward canonical ordering x. The algorithm of Theorem 1 to G would lead
to a 3-bend drawing of G (by interpreting every subdivision vertex as a bend).
We explain how to modify it to construct a drawing I' of G with at most 2
bends per edge and 4n — 9 bends in total. Let v; the next vertex to be added
according to x and let {u1,us,...,uq} its neighbors in P;_;. Suppose that u;
is a dummy vertex and that (u;,v;) is an upper stub. To save one bend along
the edge subdivided by w;, we draw (u;,v;) without bends. By Lemma 9(v), we
have that 1 < j < ¢. The ray ¢; used to draw the segment of (u;,v;) incident to
u; can be any outer real top ray; we choose the ray with same slope as the real
bottom ray b; used to draw the segment of (u;, v;) incident to v;. This is possible
because all real top rays of u; are outer (since (u;,v;) is the only real outgoing
edge of u;). Hence, edge (u;,v;) has no bends. The drawing I" of G is obtained
from I’ by removing dummy edges and replacing dummy vertices (except vy,
and vg, which are removed) with bends. Since the upper stubs of subdivided
edges has 0 bends, each edge of I' has at most 2 bends. Let m; and msy be the
number of edges drawn with 1 and 2 bends, respectively; we have ms < n — 3
and m; =m —mg < 3n—6— (n—3) = 2n — 3. Thus the total number of bends
is at most 2n — 3+ 2(n — 3) = 4n — 9. Finally, G can be computed in O(n) time
(Lemma9) and the modified drawing algorithm still runs in linear time. O
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A planar st-graph with a source/sink of degree A requires at least A — 1
slopes in any upward planar drawing; thus the gap with Theorem 3 is one unit.
Similarly to Theorem 1, Theorem 3 implies a lower bound of 7% on the angular
resolution of I'; an upper bound of "5 can be proven with the same digraph
used for the lower bound on the slope number. Finally, Theorem 4 extends the
result of Theorem 3 to every upward planar graph using an additional slope.

Theorem 4. Let S be any set of A+1 slopes including the horizontal slope and
let G be an n-vertex upward planar graph with mazximum vertex degree A > 2.
Graph G has a 2-bend upward planar drawing using only slopes in S.

5 Open Problems

(i) Can we draw every planar st-graph with at most one bend per edge (or less
than 4n — 9 in total) and A slopes? (ii) What is the 2-bend upward planar slope
number of planar st-graphs? Is A a tight bound? (iii) What is the straight-line
upward planar slope number of upward planar digraphs?
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Abstract. We prove that, given two topologically-equivalent upward
planar straight-line drawings of an n-vertex directed graph G, there
always exists a morph between them such that all the intermediate draw-
ings of the morph are upward planar and straight-line. Such a morph
consists of O(1) morphing steps if G is a reduced planar st-graph, O(n)
morphing steps if G is a planar st-graph, O(n) morphing steps if G is a
reduced upward planar graph, and O(nz) morphing steps if G is a general
upward planar graph. Further, we show that 2(n) morphing steps might
be necessary for an upward planar morph between two topologically-
equivalent upward planar straight-line drawings of an n-vertex path.

1 Introduction

One of the definitions of the word morph that can be found in English dictionaries
is “to gradually change into a different image”. The Graph Drawing community
defines the morph of graph drawings similarly. Namely, given two drawings I
and I of a graph G, a morph between Iy and I3 is a continuously changing
family of drawings of G indexed by time ¢ € [0, 1], such that the drawing at time
t = 01is Iy and the drawing at time ¢ = 1 is I}. Further, the way the Graph
Drawing community adopted the word morph is consistent with its Ancient
Greek root pwp@n, which means “shape” in a broad sense. Namely, if both I
and I have a certain geometric property, it is desirable that all the drawings of
the morph also have the same property. In particular, we talk about a planar, a
straight-line, an orthogonal, or a convex morph if all the intermediate drawings
of the morph are planar (edges do not cross), straight-line (edges are straight-
line segments), orthogonal (edges are polygonal lines composed of horizontal and
vertical segments), or convez (the drawings are planar and straight-line, and the
faces are delimited by convex polygons), respectively.

The state of the art on planar morphs covers more than 100 years, starting
from the 1914/1917 works of Tietze [25] and Smith [23]. The seminal papers of
Cairns [13] and Thomassen [24] proved the existence of a planar straight-line
morph between any two topologically-equivalent planar straight-line drawings
of a graph. In the last 10 years, the attention of the research community focused
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on algorithms for constructing planar morphs with few morphing steps (see,
e.g., [1-7,11,12,21,26]). Each morphing step, sometimes simply called step, is a
linear morph, in which the vertices move along straight-line (possibly distinct)
trajectories at uniform speed. A unidirectional morph is a linear morph in which
the vertex trajectories are all parallel. It is known [2,4] that a planar straight-
line morph with a linear number of unidirectional morphing steps exists between
any two topologically-equivalent planar straight-line drawings of the same graph,
and that this bound is the best possible.

Upward planarity is usually regarded as the natural extension of planarity
to directed graphs; see, e.g., [9,10,15,16,18]. A drawing of a directed graph is
upward planar if it is planar and the edges are represented by curves mono-
tonically increasing in the vertical direction. Despite the importance of upward
planarity, up to now, no algorithm has been devised to morph upward planar
drawings of directed graphs. This paper deals with the following question: Given
two topologically-equivalent upward planar drawings Iy and I of an upward
planar directed graph G, does an upward planar straight-line morph between I
and I3 always exist? In this paper we give a positive answer to this question.

Problems related to upward planar graphs are usually more difficult than
the corresponding problems for undirected graphs. For example, planarity can
be tested in linear time [20] while testing upward planarity is NP-complete
[18]; all planar graphs admit planar straight-line grid drawings with polyno-
mial area [22] while there are upward planar graphs that require exponential
area in any upward planar straight-line grid drawing [17]. Quite surprisingly, we
show that, from the morphing point of view, the difference between planarity and
upward planarity is less sharp; indeed, in some cases, upward planar straight-
line drawings can be morphed even more efficiently than planar straight-line
drawings.

More in detail, our results are as follows. Let Iy and I} be topologically-
equivalent upward planar drawings of an n-vertex upward plane graph G. We
show algorithms to construct upward planar straight-line morphs between I
and I with the following number of unidirectional morphing steps:

i. O(1) steps if G is a reduced plane st-graph (see Sect. 4);

ii. O(n) steps if G is a plane st-graph (see Sect. 4);

iii. O(n) steps if G is a reduced upward plane graph (see Sect. 5);

iv. O(n - f(n)) steps if G is a general upward plane graph, assuming that an
O(f(n))-step algorithm exists to construct an upward planar morph between
any two upward planar drawings of any n-vertex plane st-graph (see Sect. 5).
This, together with Result ii., yields an O(n?)-step upward planar morph for
general upward plane graphs.

Further, we show (Sect.3) that there exist two topologically-equivalent
upward planar drawings of an n-vertex upward plane path such that any upward
planar morph between them consists of 2(n) morphing steps.

In order to prove Result i. we devise a technique that allows us to construct
a morph in which each morphing step modifies either only the z-coordinates
or only the y-coordinates of the vertices. Result ii. builds on the techniques in
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[2] and leverages on the arrangement of low-degree vertices in upward planar
drawings in order to morph maximal plane st-graphs. We then exploit such
morphs for general plane st-graphs. In order to prove Results iii. and iv. we use
an inductive technique for reducing the geometric differences between Iy and
1.

Because of space limitations, some proofs are omitted or sketched. They can
be found in the full version of the paper.

2 Preliminaries

We assume familiarity with graph drawing [15] and related concepts.

In this paper we only consider straight-line drawings. Thus, where it leads
to no confusion, we will omit the term “straight-line”. Let I" be a drawing of a
graph G and let H be a subgraph of G. We denote by I'[H] the restriction of I"
to the vertices and edges of H. Two planar drawings of a connected graph are
topologically equivalent if they have the same circular order of the edges around
each vertex and the same cycle bounding the outer face. A planar embedding
is an equivalence class of planar drawings. A plane graph is a planar graph
equipped with a planar embedding. In a planar straight-line drawing an internal
face (the outer face) is strictly convez if its angles are all smaller (greater) than
7. A planar straight-line drawing is strictly convez if each face is strictly convex.

A y-assignment yg : V(G) — R is an assignment of reals to the vertices of a
graph G. A drawing I" of G satisfies y¢g if the y-coordinate in I" of each vertex
v € V(G) is yg(v). An z-assignment xz¢ for G is defined analogously.

In a directed graph G we denote by uv an edge directed from a vertex u to
a vertex v; then v is a successor of u, and u is a predecessor of v. A directed
path consists of the edges u;u;41, for i = 1,...,n — 1. The underlying graph of
G is the undirected graph obtained from G by omitting the directions from its
edges. A transitive edge in a directed graph G is an edge uv such that G contains
a directed path from u to v different from the edge wv. A reduced graph is a
directed graph that does not contain any transitive edges.

A drawing of a directed graph is upward planar if it is planar and each edge
wv is drawn as a curve monotonically increasing in the y-direction from v to v. A
directed graph is upward planar if it admits an upward planar drawing. Consider
an upward planar drawing I" of an upward planar graph G. Let u, v, and w be
three vertices consecutive and in this clockwise order along the boundary of a
face f of G. We denote by Z(u, v, w) the angle formed by the (undirected) edges
(u,v) and (v, w) in the interior of f. Also, we say that v is a sink-switch (source-
switch) of f if uv and wv (vu and vw) are edges of G. Furthermore, we say that
v is a switch of G if it is either a sink-switch or a source-switch of some face of I'.
Two switches v and v of a face f are clockwise (counter-clockwise) consecutive if
traversing f clockwise (counter-clockwise) no switch is encountered in between
u and v. The drawing I' determines a large-angle assignment, that is, a labeling,
for each face f and each three clockwise consecutive switches u, v, and w for
f of the corresponding angle /(u, v, w) as large, if it is larger than 7 in I', or
small, it is smaller than 7 in I" [9].
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Two upward planar drawings of an upward planar graph G have the same
upward planar embedding if they have the same planar embedding and the same
large-angle assignment. We denote by ¢(G) the number of switches labeled large
in G. A combinatorial characterization of upward planar embeddings in terms
of large angles is given in [9]. An upward plane graph is an upward planar graph
equipped with an upward planar embedding.

Let Iy and Iy be upward planar drawings of an upward plane graph G. An
upward planar morph is a continuous transformation from Iy to I} indexed by
time ¢ € [0, 1] in which the drawing at each time ¢ € [0, 1] is upward planar.

A plane st-graph is an upward plane graph with a single source s and a single
sink ¢, and with an upward planar embedding in which s and ¢ are incident to
the outer face. A plane st-graph always admits an upward planar straight-line
drawing [16]. A cycle in an upward plane graph is an st-cycle if it consists of two
directed paths. A face f of an upward plane graph is an st-face if it is delimited
by an st-cycle; the directed paths delimiting an st-face f are called left and right
boundary, where the edge of the left boundary incident to the source-switch sy
of f immediately precedes the edge of the right boundary incident to s; in the
clockwise order of the edges incident to sy. The following is well-known.

Lemma 1. An upward plane graph is a plane st-graph iff all its faces are st-
faces.

An internal vertex v of a maximal plane st-graph G is simple if the neighbors
of v induce a cycle in the underlying graph of G.

Lemma 2 (Alamdari et al. [2]). Any mazimal plane st-graph contains a sim-
ple vertex of degree at most 5.

3 Slow Morphs and Fast Morphs

We start this section by proving the following lower bound.

U1 U3
(%]

[ )
U1

Uy v U2 V2 Uz U3
o—Ppog—o ° o—po Uy
U3

u3

(@) P (b) Io (c) I

Fig. 1. Hlustration for Theorem 1. (a) P; (b) Io; and (c) I1. For the sake of readability
I and I have curved edges. However, the z-coordinates of the vertices can be slightly
perturbed in order to make Iy and I straight-line.
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Theorem 1. There are two upward planar drawings of an n-verter upward
plane path such that any upward planar morph between them consists of 2(n)
steps.

Proof sketch. Assume, for the sake of simplicity, that n is even, and let n = 2k.
Consider the n-vertex upward plane path P defined as follows (refer to Fig. 1a).
The path P contains vertices w; and v;, for ¢ = 1,...,k, and directed edges
u;v;, for i =1,... k, and u;4qv;, for i = 1,...,k — 1. We fix the upward planar
embedding of P as in Fig. 1b and c.

Let Iy and I3 be two upward planar straight-line drawings of P in which
the bottom-to-top order of the vertices is uy, ..., ug, vk, ..., v1 (see Fig. 1b) and
Uk, ..., UL, V1, ...,V (see Fig. 1c), respectively. Let (Iy = A1, Ao, ..., App1 = 1)
be any upward planar morph from Iy to I that consists of A morphing steps.
We have the following.

Claim 1.1. For each j =1,...,h+1, the vertices u;j, ujq1,...,Ux—1,Ur appear
in this bottom-to-top order in A;.

By Claim 1.1 and since ug, ux_1 appear in this bottom-to-top order in I} =
Ap+1, we have that h +1 > k — 1, hence h € 02(n). O

We now establish a tool that will allow us to design efficient algorithms for
morphing upward planar drawings. Consider two planar straight-line drawings
I'" and I'” of a plane graph G with the same y-assignment. Since the drawings
are straight-line and have the same y-assignment, a horizontal line ¢ intersects a
vertex or an edge of G in I'’ if and only if it intersects the same vertex or edge in
I'". We say that I'" and I'" are left-to-right equivalent if, for any horizontal line
£, for any vertex or edge o of G, and for any vertex or edge 8 of G such that /¢
intersects both a and 3 (in I and in I'"), we have that the intersection of @ with
£ is to the left of the intersection of 8 with £ in I"" if and only if the intersection
of o with £ is to the left of the intersection of 3 with £ in I'”. The definition of
bottom-to-top equivalent drawings is analogous. We have the following.

Lemma 3. Any two upward planar drawings I'" and I'" of a plane st-graph G
with the same y-assignment are left-to-right equivalent.

Proof. Since G is a plane st-graph, the drawings I and I have the same faces.
By Lemmal such faces are st-faces. Also, every horizontal line ¢ crosses an st-
face f at most twice, and the left-to-right order of these crossings along ¢ is the
same in I"" and I'” because the left and right boundaries of f are the same in
I'" and I'. The statement follows. O

Lemma 4 is due to [2]. We extend it in Lemma 5.

Lemma 4 ([2], Corollary 7.2). Consider a unidirectional morph acting on
points p, q, and r. If p is on one side of the oriented line through qr at the
beginning and at the end of the morph, then p is on the same side of the oriented
line through qr throughout the morph.
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Lemma 5. Let I’ and I'" be two left-to-right or bottom-to-top equivalent pla-
nar drawings of a plane graph. Then the linear morph M from I to I'" is
unidirectional and planar.

Proof. Since I'" and I'"’ have the same y-assignment (z-assignment), given that
they are left-to-right (bottom-to-top) equivalent, it follows that all the vertices
move along horizontal (vertical) trajectories. Thus, M is unidirectional. Also,
since I" and I'" are left-to-right (bottom-to-top) equivalent, each horizontal
(vertical) line crosses the same sequence of vertices and edges in both I and
I'". Thus, by Lemma 4, M is planar. O

Lemma 5 allows us to devise a simple morphing technique between any two
upward planar drawings [y and I of the same upward plane graph G, when a
pair of upward planar drawings of G with special properties can be computed.
We say that the pair (Iy, I'1) is an hvh-pair if there exist upward planar drawings
It and I of G such that: (i) I and I are left-to-right equivalent, (ii) I} and
I'| are bottom-to-top equivalent, and (iii) I'] and I are left-to-right equivalent.
Our morphing tool is expressed by the following lemma.

Lemma 6 (Fast morph). Let (1o, I1) be an hvh-pair of upward planar draw-
ings of an upward plane graph G. There is a 3-step upward planar morph from
Fo to Fl .

Proof sketch. We define the morph M as (I'y, I, I, I1). The drawings I} and
I exist by hypothesis. Lemma 5 guarantees that M is unidirectional and planar.
We use Lemma 4 to prove that M is upward. a

The next lemma will allow us to restrict our attention to biconnected graphs.

Lemma 7. Let Iy and Iy be two upward planar drawings of an n-vertex upward
plane graph G whose underlying graph is connected. There exist upward planar
drawings I', and I') of an O(n)-vertex upward plane graph G’ that is a supergraph
of G, whose underlying graph is biconnected, and such that I'j|G] = Iy and
I'l[G] = I't. Further, if G is reduced or an st-graph, then so is G'.

Proof sketch. We iteratively apply the following procedure. Consider a cutvertex
v of G and two edges that belong to distinct blocks of G and that are consecutive
in the circular order of the edges incident to v. Let u and w be the end-vertices
of such edges different from v. We add to G a vertex v and two edges connecting
v’ with v and w; these edges are oriented as the ones connecting v with u and
w, respectively. By placing v and its incident edges inside the face of G incident
to v, u, and w, we obtain an upward plane supergraph of G with one block less
than G. Upward planar drawings of this graph extending Iy and I can be easily
obtained. The repetition of this procedure proves the lemma. a

4 Plane st-Graphs

In this section, we show algorithms for constructing upward planar morphs
between upward planar drawings of plane st-graphs.
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4.1 Reduced Plane st-Graphs
We first consider plane st-graphs without transitive edges. We have the following.

Lemma 8. Any two upward planar drawings Iy and Iy of a reduced plane st-
graph G form an hvh-pair.

Proof sketch. By Lemma 7 we can assume that G is biconnected. We construct
two upward planar drawings I} and I that, together with Iy and I, satisfy
Conditions (i)—(iii) of the definition of hvh-pair. We construct I} and I} as
follows. First, we draw the left boundary of the outer face of G so that each
vertex has the same y-coordinate in I7 as in I, for ¢ = 0,1. In both I}j and I
the z-coordinates of all the vertices of this path are 0. Then, we add to Ij and
I'{ the right boundaries of the st-faces of G one by one, following a topological
sorting of the oriented dual graph of G. In I} (in I']) we assign to the internal
vertices of each right boundary the same y-coordinates they have in Iy (I7); since
G is reduced, the set of these vertices is non-empty. All the internal vertices of
each right boundary get the same x-coordinate, which is used in both I} and
I'{; this a-coordinate is sufficiently large so that no crossing is introduced. O

Combining Lemma 6 with Lemma 8 we obtain the following result.

Theorem 2. Let Iy and Iy be any two upward planar drawings of a reduced
plane st-graph. There is a 3-step upward planar morph from Iy to I7.

4.2 General Plane st-Graphs

We now turn our attention to general plane st-graphs. We restate here, in terms
of plane st-graphs, a result by Hong and Nagamochi [19] that was originally
formulated in terms of hierarchical plane (undirected) graphs.

Theorem 3 ([19], Theorem 8). Consider an internally 3-connected plane st-
graph G and let yg be a y-assignment of the vertices of G such that each vertex
v is assigned a value yg(v) that is greater than those assigned to its predecessors.
There exists a strictly-conver upward planar drawing of G satisfying ya.

We use Theorem 3 to prove the following theorem, which allows us to restrict
our attention to maximal plane st-graphs.

Theorem 4. Let Iy and Iy be two upward planar drawings of an n-vertex plane
st-graph G. Suppose that an algorithm A exists that constructs an f(r)-step
upward planar morph between any two upward planar drawings of an r-vertex
maximal plane st-graph. Then there exists an O(f(n))-step upward planar morph
from Iy to I.

Proof sketch. By Lemma 7 we can assume that G is biconnected. We augment
G to a maximal plane st-graph G* by inserting a vertex vy into each face f
of G and by inserting a directed edge from the source-switch s; of f to vy
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and directed edges from v to every other vertex incident to f. We define a
y-assignment y2. for G* by setting y.(v) = y&(v) for each vertex v € V(G)
and by setting, for each vertex vy € V(G*)\ V(G), a value for y2.(vs) that is
larger than y2. (sf) and smaller than y2. (v), for every other vertex v incident to
f. We similarly define a y-assignment yg,. using the y-coordinates of I'y. We use
Theorem 3 to construct upward planar drawings I and Iy of G* satisfying y2.
and y., respectively. By Lemma 3 we have that If[G] and I (I'7[G] and I1)
are left-to-right equivalent. Therefore, by Lemma 5, the linear morph Mj, from
Io to IF[G] (M from IY[G] to I1) is unidirectional and planar. Such a morph
is also upward since both Iy and I[}[G] (I and I}[G]) are upward planar and
left-to-right equivalent. Then, we apply algorithm A to construct a morph from
Iy to I't and restrict such a morph to a morph M” from I5[G] to I'5[G]. The
morph from [ to I7 is the concatenation of My, M”, and M]. O

The kernel of a polygon P is the set of points p inside or on P such that, for
any point g on P, the open segment pg lies inside P.

Lemma 9 (Convexify). Let I' be an upward planar drawing of an internally
3-connected plane st-graph G, let f be an st-face of G, and let P be the polygon
representing [ in I'. There exists an upward planar drawing I of G such that
the polygon representing the boundary of f is strictly-convex and M = (I, I")
18 a unidirectional upward planar morph. Further, if v is a vertex incident to f
that is in the kernel of P in I", then v is in the kernel of the polygon representing
the boundary of f throughout M.

Proof. Denote by yg the y-assignment for the vertices of G induced by I'. By
Theorem 3, there exists a strictly-convex upward planar drawing I of G sat-
isfying yg. Thus, by Lemma 3 and since G is a plane st-graph, I" and I are
left-to-right-equivalent drawings. By Lemma 5, the linear morph M from I" to
I is unidirectional and planar. Since I" and I are upward, M is upward as
well.

Consider now a vertex v incident to f that is in the kernel of P in I'. Since
the polygon representing the boundary of f in I is strictly-convex, v is also in
the kernel of such a polygon. Augment G to a graph G, by introducing (suitably
oriented) edges connecting v to the vertices incident to f that are not already
adjacent to v. Since v is in the kernel of the polygon representing the boundary
of f both in I' and in I, this results in two left-to-right equivalent upward
planar drawings I, and I, of G,. By the same arguments used for M, we have
that the linear morph M, = (I',, I'}) is planar. Hence, v is in the kernel of the
polygon representing the boundary of f throughout M. a

Given two upward planar straight-line drawings Iy and I'; of a maximal plane
st-graph G, our strategy for constructing an upward planar morph from I to I}
is as follows: (1) we find a simple vertex v of G of degree at most 5; (2) we remove
v and its incident edges from G, I, and I, obtaining upward planar drawings
I} and I of an upward plane graph G’; (3) we triangulate G’, I, and I by
inserting edges incident to a former neighbor u of v, obtaining upward planar
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drawings I} and Iy" of a maximal plane st-graph G”; (4) we apply induction

in order to construct an upward planar morph M” from I} to I'{; and (5) we
remove the edges incident to u that are not in G and insert v and its incident
edges in M”, thus obtaining an upward planar morph M from I} to I}. In
order for this strategy to work, we need u to satisfy certain properties, which are
expressed in the upcoming definition of distinguished neighbor; further, we need
to perform one initial (and one final) unidirectional upward planar morph so to
convexify the polygon representing what will be called a characteristic cycle.

Let v be a simple vertex with degree at most 5 in a maximal plane st-
graph G. Let G(v) be the subgraph of G induced by v and its neighbors. A
predecessor u of v in G is a distinguished predecessor if, for each predeces-
sor w of v, there is a directed path in G(v) from w to v through u. A suc-
cessor v of v in G is a distinguished successor if, for each successor w of v,
there is a directed path in G(v) from v to w through u. A neighbor of v is
a distinguished neighbor if it is a distinguished predecessor or successor of v.
Examples of distinguished neighbors are in Fig. 2.

S1

()

Fig. 2. Distinguished predecessors (enclosed by red squares), distinguished successors
(enclosed by red circles), and characteristic cycles (filled yellow). (Color figure online)

Lemma 10. The vertex v has at most one distinguished predecessor, at most
one distinguished successor, and at least one distinguished neighbor.

We define the characteristic cycle C(v) as follows. Let cg(v) be the subgraph
of G induced by the neighbors of v. Since v is simple, the underlying graph of
ca(v) is a cycle. If cg(v) is an st-cycle, then C(v) := cg(v); this is always the
case if v has degree 3. Otherwise, c¢g(v) has two sources s; and s and two sinks
t; and to. Suppose that G contains the edges s;v and vsy, the cases in which
it contains the edges ssv and vsy, or tyv and vta, or tov and vty are analogous.
Suppose also, w.l.o.g., that s1,t1, s2, and ¢ appear in this clockwise order along
cg(v). If v has degree 4, then we define C(v) as the st-cycle composed of the
edges s1v, vS2, Sate, and s1ty. Otherwise, v has degree 5. Consider the directed
path P; = (v1,v,vs), where vy (v2) is the distinguished predecessor (successor)
of v or, if such a node does not exist, the source s; (s2). Then P; splits cg(v)
into two paths P» and Ps with length 2 and 3, respectively. Cycle C(v) is defined
as the st-cycle composed of P; and P3. We have the following structural lemma.
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Lemma 11. The characteristic cycle C(v) is an st-cycle which contains all the
distinguished neighbors of v. Further, all the vertices of cg(v) not belonging to
C(v) are adjacent to all the distinguished neighbors of v.

Characteristic cycles are used in order to prove the following.

Lemma 12. There is a unidirectional upward planar morph (I',I"), where in
I the distinguished neighbors of v are in the kernel of the polygon represent-

ing cg(v).

Proof sketch. 1f C(v) is convex in I, then by Lemma 11 the distinguished neigh-
bors of v already are in the kernel of the polygon representing cg(v). Otherwise,
we remove the interior of C(v) and use Lemma 9 to make C'(v) convex. Then,
we suitably reinsert the interior of C'(v) to obtain the desired morph. O

The following concludes our discussion on maximal plane st-graph.

Theorem 5. Let Iy and I be two upward planar drawings of an n-verter maz-
imal plane st-graph. There is an O(n)-step upward planar morph from Iy to
I.

Proof sketch. If n = 3, then the desired morph is constructed as in Lemma 6. If
n > 3, then by Lemma 2 a simple vertex v exists in G with degree at most 5.
By Lemma 10, v has a distinguished neighbor u. By Lemma 12, unidirectional
upward planar morphs (I, Ag) and (A;, I'y) exist, where Ay and A; are upward
planar drawings of GG in which w lies in the kernels of the polygons representing
C(v). Remove v from G, Ay, and Ay, and insert (suitably oriented) edges between
u and the former neighbors of v that are not already adjacent to u, thus obtaining
upward planar drawings I} and Iy of an (n — 1)-vertex maximal plane st-
graph G”. Recursively compute an upward planar morph M” from I} to I7.
Finally, remove the edges incident to w that are not in G and insert v and its
incident edges in M", obtaining an upward planar morph M from Ay to A;.
This, together with (I, Ag) and (Ay, I}), provides the desired morph from I
to Fl- O

We finally get the following.

Corollary 1. Let Iy and I'y be two upward planar drawings of an n-vertex plane
st-graph. There exists an O(n)-step upward planar morph from Iy to I7.

Proof. The statement follows by Lemma 7, Theorem 4, and Theorem 5. O

5 Upward Plane Graphs

Let G be an upward plane graph, let f be a face of G, and let u, v, and w be
three clockwise consecutive switches of f. Also, let v; (v2) be the neighbor of v
clockwise preceding (succeeding) v along f, and let u; (u2) be the neighbor of u
clockwise preceding (succeeding) u along f. We say that [u,v,w] is a pocket for
fif Z(vy,v,v3) = small and Z(uy,u,us) = large. The following is well-known.
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Lemma 13 ([9]). Let G be an upward plane graph and let f be a face of G that
is mot an st-face. Then, there exists a pocket [u,v,w] for f.

Next, we give a lemma that shows how to “simplify” a face of an upward
plane graph that is not an st-graph, by removing one of its pockets.

Lemma 14. Let G be an n-vertex (reduced) upward plane graph, let [u,v,w]
be a pocket for a face f of G, and let I' be an upward planar drawing of G.
Suppose that an algorithm A (Ar) exists that constructs an f(r)-step (fr(r)-
step) upward planar morph between any two upward planar drawings of an r-
vertex (reduced) plane st-graph. Then, there exists an O(f(n))-step (O(fr(n))-
step) upward planar morph from I' to an upward planar drawing I'* of G in
which w and u have direct visibility and such that u lies below w, if a directed
path exists in f from v to u, and it lies above w, if a directed path exists in f
from u to v.

Proof sketch. Suppose that a directed path p,, exists in f from v to u
(see Fig. 3a); the case in which a directed path exists in f from u to v can be
treated symmetrically. We first show that there exists an upward planar drawing
I'” of G such that (i) it is possible to add to I'"” an upward planar drawing of two
directed paths p’ and p” from u to w that form an st-face (see Fig. 3b), and (ii)
there exists an O(f(n))-step (O(fr(n))-step) upward planar morph M’ from I’
to I'". We then show that there exists an upward planar drawing I'* of G such
that (iii)vertices w and w have direct visibility and w lies below w (see Fig. 3c),
and (vi)there exists an O(f(n))-step (O(fr(n))-step) upward planar morph M*
from I'" to I'*. Composing M’ and M* yields an upward planar morph from
I to I'*. a

Fig. 3. Illustrations for the proof of Lemma 14.

Theorem 6. Let Iy and I be two upward planar drawings of an n-vertex
(reduced) upward plane graph G. Suppose that an algorithm A (Ag) exists
that constructs an f(r)-step (fr(r)-step) upward planar morph between any two
upward planar drawings of an r-vertex (reduced) plane st-graph. There exists an
O(n- f(n))-step (an O(n - fr(n))-step) upward planar morph from I'y to I7.
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Proof sketch. By Lemma 7, we can assume that G is biconnected. In order to
prove the statement, we show that there exists a ((2((G) + 1) - f(n))-step (a
((2¢(G)+1)- fr(n))-step) upward planar morph from Iy to Iy, if G is a (reduced)
upward plane graph. Since ¢(G) € O(n), the statement follows.

The proof is by induction on £(G). In the base case ¢(G) = 0 and thus G is a
(reduced) plane st-graph. Hence, by applying algorithm A (Ag) to I'y and I7,
we obtain an f(n)-step (an fr(n)-step) upward planar morph from Iy to I7.

In the inductive case £(G) > 0. Then there exists a face f of G that is not
an st-face. Thus, by Lemma 13, there exists a pocket [u,v,w] for f. By Lemma
14, we can construct upward planar drawings I} and I of G in which u and w
have direct visibility and u lies below w (assuming that a directed path exists
in f from v to u, the other case being symmetric), and such that there exists an
f(n)-step (an fr(n)-step) upward planar morph Mga.¢ from Iy to I7) and an
f(n)-step (an fr(n)-step) upward planar morph M fip;sp, from I7 to I.

Let G* be the plane graph obtained from G by splitting f with a directed
edge uw. Graph G* is an upward plane graph whose upward planar embedding
is constructed by assigning to each switch in G* the same label small or large
it has in G. Also, £(G*) = ¢(G) — 1, since u is not a switch in G*. Further, G* is
reduced if G is reduced, since there exists no directed path from u to w in G (due
to the fact that [u,v,w] is a pocket of f). Let I'y and I'f be the planar straight-
line drawings of G* obtained by drawing the directed edge uw as a straight-line
segment connecting v and w in I} and in I, respectively. It is easy to see
that I'y and I} are upward planar drawings of G*. Therefore, by the inductive
hypothesis and since V(G*) = V(G), we can construct a ((26(G*)+1)- f(n))-step
(a ((26(G*)+1)- fr(n))-step) upward planar morph from I'j to I'f". Observe that,
since G C G*, restricting each drawing in M* to G yields a ((2((G) —1)- f(n))-
step upward planar morph M~ of G from I} to I']. Therefore, by concatenating
morphs Myare, M™, and Minisn, we obtain a ((2((G) + 1) - f(n))-step (a
((2¢(G) + 1) - fr(n))-step) upward planar morph of G from Iy to I7. O

Theorems 2, 4, and 6, imply the following main result.

Theorem 7. Let Iy and I be two upward planar drawings of the same n-vertex
(reduced) upward plane graph. There exists an O(n?)-step (an O(n)-step) upward
planar morph from Iy to I7.

6 Conclusions and Open Problems

In this paper, we addressed for the first time the problem of morphing upward
planar straight-line drawings. We proved that an upward planar morph between
any two upward planar drawings of the same upward plane graph always exists.
It easy to see that all our algorithms can be implemented in polynomial time.
Several problems remain open. In our opinion the most interesting question
is whether an O(1)-step upward planar morph between any two upward planar
drawings of the same plane st-graph exists. In case of a positive answer, by
Theorem 6, an optimal O(n)-step upward planar morph would exist between
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any two upward planar drawings of the same n-vertex upward plane graph. In
case of a negative answer, it would be interesting to find broad classes of upward
plane graphs that admit upward planar morphs with a sub-linear number of
steps. We proved that reduced plane st-graphs have this property and we ask
whether the same is true for series-parallel digraphs [8,14].
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Abstract. Chaotic attractors are solutions of deterministic processes, of
which the topology can be described by templates. We consider templates
of chaotic attractors bounded by a genus—1 torus described by a linking
matrix. This article introduces a novel and unique tool to validate a link-
ing matrix, to optimize the compactness of the corresponding template
and to draw this template. The article provides a detailed description of
the different validation steps and the extraction of an order of crossings
from the linking matrix leading to a template of minimal height. Finally,
the drawing process of the template corresponding to the matrix is saved
in a Scalable Vector Graphics (SVG) file.

Keywords: Chaotic attractor - Template
Linking matrix - Optimization - Visualization

1 Introduction

Resulting of theoretical studies on chaos attractors, applications including
chaotic dynamics can be found in a multitude of domains. Their range goes
from computer science [23], through classical sciences with physical networks
[14], biology and genetics [27] and chemistry with chaotic dynamics in chemical
reactions [8], all the way to electronics and chaos in electronic devices [13] and
even environmental studies on population evolution [5].

Birman and Williams [6] introduce templates as knot-holder to describe the
topological structure of chaotic attractors. The notion of linking matrices to
describe chaotic attractors with integers has been first introduced by Mindlin
et al. in 1990 [18]. The matrix contains the number of torsions and permutations
occurring along the flow of an attractor. The template is a ribbon graph com-
bined with a layering graph. In 1998, Gilmore wrote an extensive survey on the
research on chaotic dynamical systems over the past decade [11], in which one
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can see various drawings of templates. In his paper, he provides the summary of
the topological analysis from dynamical system to template.

The subject of chaotic dynamics studies are promising and on-going. But it
clearly misses matrices validation and drawing tools. The research community
would benefit from an efficient application that verifies the validity of matrices
and draws their corresponding template. The novel tool presented in this paper
is publicly available online at https://gitlab.uni.lu/pcog/cate, and aims to fill
this gap.

This paper is structured as follows. In Sect.2 we give an introduction to
the problem. Section 3 provides a state-of-the-art analysis in the field of chaotic
attractors, focusing on their validation and visualization. In Sect. 4, we first out-
line our approach to determine the validity of a linking matrix. Secondly, we
describe the procedure to get the minimal height of a template and its visual-
ization. In Sect. 5, we present the experimental work and the results in order to
validate our proposed approach. Finally, we conclude and outline some directions
for future work in Sect. 6.

2 Problem Description

A chaotic attractor is a solution of a dynamic deterministic process that is very
sensitive to its initial conditions. The solution will converge to the same global
shape (the attractor), independently of the starting position in the basin of
attraction. Malasoma [16] proposed a simple differential equations system

T=1y
y==z (1)
2= —az+xy? -,

(a) Chaotic attractor (b) Template

Fig. 1. A representation of a template of a chaotic attractor solution to the Malasoma
system (1) for o = 2.027. (a) Chaotic attractor with the Poincaré section (see [25] for
the definition of this section named S,). (b) Template of the chaotic attractor from
the Poincaré section.
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with chaotic dynamics as solutions when « € [2.027;2.08]. A detailed analysis
of the topological properties of the attractors that can be produced by this sys-
tem has been proposed in [24,25]. For instance, Fig. 1 summarizes some steps
of the topological characterization (Poincaré section and template) of a chaotic
attractor when a = 2.027. In this article, we are considering only attractors
bounded by genus-1 torus such as Rossler attractors [26] or Malasoma attrac-
tors [16] (Fig. 1a); it does not work for more complex attractors such as Lorenz
attractors [15] bounded by a genus-3 torus.

A template is a compact branched two-manifold with boundary and smooth
expansive semiflow built locally from two types of charts: joining and splitting
[10]. It is a figure that represents the topological structure of a chaotic attractor.
Since the 1990s there have been two different ways to represent templates with
linking matrices that are still used today, as one can see in the recent paper of
Gilmore and Rosalie [12], where algorithms are given to switch from one repre-
sentation to the other. Hereinafter, the representation first given by Melvin and
Tufillaro [17] is considered. This representation only requires a linking matrix,
and gives a standard representation at the end, where at the bottom of the tem-
plate the strips are ordered from the back-most on the left to the front-most on
the right. This is the representation used for the template shown in Fig. 1. We
also use the orientation convention defined by Tufillaro et al. [17,18] (Fig. 2).

Convention Torsions Permutations
\ \\V \///
\v ( W7
+1 -1 posmve negatlve positive negative

Fig. 2. Convention of representing oriented crossings. The permutation between two
branches is positive if the crossing generated is equal to +1, otherwise it is negative.
We use the same convention for torsions.

A linking matrix is a matrix that details the number and the direction of
crossings in a template. As illustrated in Fig. 2, a torsion is a twist of a branch
with itself and a permutation is an exchange of position of two branches. Fur-
thermore, the torsions and permutations can be either positive or negative as
defined by the orientation convention shown in Fig.2. The linking matrix M
corresponding to Fig. 1 is given by (2).

10 0 0
00 —1-1

M=1p-1-11 @)
0-1-10

The diagonal elements in the linking matrix correspond to the torsions. As
an example, consider matrix M. The element M; ; = 1 represents the number of
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torsions of branch one of the template from Fig. 1. This branch performs exactly
one single positive torsion as indicated by the matrix M. The non-diagonal ele-
ments correspond to the number of permutations between the different branches.
As an example, M3 4 = —1 means that branches two and four perform a negative
permutation which is depicted by the crossing of the orange and red branch in
Fig. 1. It is sufficient to consider the part of the matrix above the diagonal, as it
is symmetric.

The linking matrix M is unique but the corresponding template can be drawn
in various ways. Some representations can be longer than others. This is why our
goal is to find the most concise template. This means that we aim to maximize
the number of permutations per level of the template. There might be however
several templates with minimum size. In this work we only consider the first
template of minimum size generated by the algorithm.

An important remark is that not every matrix corresponds to a valid template
of a chaotic attractor. As a chaotic attractor is a solution of a deterministic
process and the linking matrix represents it, such a matrix needs to fulfill certain
criteria. We will describe the tool we created to verify the validity of a linking
matrix, to solve the underlying scheduling problem to find the order of the
permutations and to determine the most concise representation of a template.
Finally, the tool also renders the solution found.

3 Related Work

The visualization of a template has been addressed in Chap. 5 Sect. 5 of [28]
and, according to our best knowledge, the validation of a linking matrix has
never been addressed. Usually, this has been done manually by each author. The
only comparable project we found is a Mathematica code written by Tufillaro
et al. [28], which draws templates. Extensive details are available in the Chap.
5 of [28]. It has been used recently in papers written by Barrio et al. [2-4].
This implementation, however, only works on older versions of Mathematica.
Furthermore, one has to specify as input an explicit order of crossings, which
means that it does not find them automatically from a linking matrix, unlike
the algorithm presented in this paper. This Mathematica code does not provide
a validity verification either, it is purely a tool for drawing “clean” templates.

To the best of our knowledge, such a tool has never been proposed and could
be beneficial for the scientific community, as it is not always easy to see whether a
matrix is valid or not. Indeed there have been publications with invalid matrices
that our tool would have marked as such [18]. Some other papers have presented
quite unattractive drawings of templates (eg. Fig. 4 of [1]) and we feel that our
tool would provide researchers with an easy and rapid way to solve this problem.
Moreover, it can also be used by the community as a tool for building a linking
matrix from the linking number numerically obtained during the topological
characterization method for attractors bounded by a genus—1 torus (see [11,21]
for details).



110 M. Olszewski et al.

4 Linking Matrix and Template of a Chaotic Attractor

In this section, we are going to discuss the approach we developed in order to
check the validity of a given linking matrix, to find a corresponding template of
minimal height as well as to visualize it. Firstly in Sect. 4.1, we will describe the
different validation steps which we are applying on a matrix and justify their
necessity. Secondly, Sect.4.2 explains the tree construction we use in order to
minimize the height of the resulting template and the methods we apply for the
visualization of the template.

Algorithm 1. Drawing of the template of a linking matrix.
: verify correct matrix input form

: verify continuitiy constraints of matrix

: verify determinism constraints of matrix

. if passed all verification steps then:

construct tree

find shortest path in tree

draw template

4.1 Validation of a Linking Matrix

A linking matrix is a topological representation of a chaotic attractor, hence it
needs to satisfy certain constraints linked to the attractor. Essentially, a template
consists of strips that are stretched, twisted, folded and glued at the bottom over
and over again after a clockwise rotation. We remind that we are only considering
templates of attractors bounded by a genus—1 torus.

In order to visualize this, one can imagine having a sheet of paper split into
several strips. The behavior of those strips is given by the elements of the matrix.
If one can deform the paper in such a way that the paper respects the constraints
given by the matrix without having to tear it apart, then the matrix corresponds
to a valid template. If tears are unavoidable, no valid template exists. If there
is a tearing mechanism in the attractor, we are out of the scope because this
means that the attractor is at least bounded by a genus—2 torus.

Validation Steps. The steps below evaluate whether or not a linking matrix
is valid, i.e., if it corresponds to a chaotic attractor.

First of all, we need to verify that a matrix is of the right form. A valid
linking matrix, by definition, has a certain construction. It is square, symmetric
and has integers as values [17].

The next three validation steps are constraints on the continuity of the tem-
plate. Going back to the sheet of paper example, these constraints guarantee
that no tears occur. The first of these constraints is linked to the diagonal ele-
ments of the matrix. These elements have to respect the condition which dictates
that they have to differ by exactly one from their diagonal neighbors. Violating
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this constraint would result in a discontinuous template. Similar to the diagonal
constraint, a linking matrix needs to satisfy the condition which states that an
arbitrary value in the matrix cannot differ from the values of all of its neighbors
by more than one. Finally, the last continuity constraint is based on the order of
the elements on the bottom of the template. From a linking matrix, one needs
to be able to obtain a valid order for the template. The order is an array which
defines the position of the branches at the bottom of the template after perform-
ing the crossings. We obtain this order from the matrix by applying a simple
algorithm described in [17]. A valid ordering array contains all branch indexes
exactly once. An index being present twice would mean that two branches would
end up at the same end position, which is impossible without a tear and therefore
would result in an invalid template.

The last two verification steps are linked to the determinism of a chaotic
attractor. As stated earlier, chaotic attractors are solutions of dynamic deter-
ministic systems, meaning that from any starting point there is a unique image
and no choice is possible. As the template is a topological representation of a
chaotic attractor, it also needs to respect its intrinsic properties like determin-
ism. The first of those two verifications consists in checking whether the linking
matrix has 2 x 2 sub-matrices located on its diagonal that are not valid. Up to
addition of a global torsion (see [24] for details) there are two 2 X 2 matrices that
are not valid, namely B and C:

([0 c-[ 2] co=[t] ) @

The set (3) corresponds to matrices that are associated to discontinuous tem-
plates. If the matrix has such a sub-matrix on its diagonal, this means that
it presents a choice opportunity at some point and violates the determinism
condition. Therefore, it is not valid.

Finally, in the second step, which we call planarity check, we verify the order
of the end positions of the template. The idea is to take the final positions of the
branches at the end of the template, and connect them with arcs in a certain
way. Start with 1, and connect it to 2 over the list. Then connect 2 to 3 below
the list, 3 to 4 over, and so on. If the arcs cannot be drawn without intersecting,
then the matrix is invalid. This is illustrated by Fig. 3, where the left part of the
figure corresponds to this verification of the matrix (2), and has no intersections.
The right side on the other hand corresponding to matrix N (4) does not pass
the test.

o

0 0
0 0 —
N—O 0 — (4)
—1-

0
1
0
-1

— ==

0

If this planarity condition was not verified and there was an intersection,
the system would have a choice when arriving at this intersection, which would
violate the determinism assumption. Therefore, a matrix that does not satisfy
this condition cannot correspond to a valid template.



112 M. Olszewski et al.

Fig. 3. Planarity check of matrices (2) (left) and (4) (right).

Order of the Validation Steps. The order of the different validation steps
is defined in the way described above, we start checking the most general con-
straints, and then check the most specific ones (Algorithm 1). For example, if a
matrix is not square matrix, there is no need to verify specific constraints like
the diagonal constraint, as the matrix is not even a linking matrix by definition.
The same idea applies to the other criteria.

In literature, there have been publications with invalid matrices that our
procedure would have labeled as such. One example would be the first 4 x
4 linking matrix in [18], which gives the matrix with the following diagonal
elements: 6, 5, 5 and 4. This matrix would not have passed the validation step
which dictates that all elements on the diagonal of a matrix have to differ by
one from their diagonal neighbors.

3223
2223
K= 2234 (5)

3344

For the matrix K (5) the ordering validation step fails because the ordering at the
end is given by the array [2, 2, 3, 3], meaning that both strips one and four are on
position two and strips two and three are on position three. As this is a problem
for continuity, this matrix would not pass the order test. This illustrates that a
tool to validate a matrix would facilitate the analysis of linking matrices, as it
is not always easy to see whether a matrix is valid or not. A complete example
of the validation process can be found in the appendices of the extended version
[20].

4.2 Visualization of a Template

Tree Construction. After having verified the validity of a linking matrix, the
next step is to generate a visualization of a template with minimal height from
a given linking matrix. In order to determine the minimal height of a template,
one has to optimize the scheduling of all the crossings between the different
branches. For this purpose, we developed an approach where we take as input a
valid linking matrix and make use of its permutations to generate a tree graph
using a breadth first approach, meaning that we build it level by level.

To do this, we follow Algorithm 2. We derive the initial order from the matrix
which represents the root of the tree as a first step. Furthermore, we also retrieve
the list of performable permutations between the branches. Beginning at the
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Algorithm 2. Tree construction

1: if validMatriz(matriz) then
2: init = Node(permutationList, order, father = None) ;

3: finalOrder = getFinalOrder(matriz)

4: queue = [init] ;

5: while queue # @ do

6: node = queuel0] ;

7: queue = queue[l ] ;

8: toExecute = permutationList N allNeighborCombinations(node.order) ;
9: if toEzecute = @ and node.order = finalOrder then

10: setLeaf(node) ;

11: break ;

12: for p in toEzecute do

13: newNode =

14: Node(updated PermutationList(p), updatedOrder(p), father = node) ;
15: queue.append(newNode) ;

root, we simulate the permutations and generate additional nodes which are
annotated with an updated order and then added to the tree. For each node
created, the list of permutations yet to be performed will differ. Eventually, a
node representing a leaf with an empty permutation list and a valid final order
will be generated. At this point, the computation of the tree is stopped. By
traversing the tree from the root to that leaf, we get the sequence of permutations
to execute in order to obtain a template of minimal height. To illustrate this
procedure, consider the following 4 x 4 matrix A (6).

~1-1-1-1
100 0

A=1101 1 (6)
10 1 2

From this matrix, we get an initial order where the branches are numbered
beginning from 1 to 4. To retrieve the set of permutations to perform, we have
to consider the non-diagonal elements of the matrix. For example, the branch
with the label 1, has to perform a negative permutation with the branches
2, 3 and 4. There is also a positive permutation between branch 3 and 4.
So, we obtain the following list of permutations which needs to be executed
[(1,2), (1,3), (1,4), (3,4)-

To find the permutations which can be performed at this stage, we need
to consider our initial order from which we can derive which branches are
direct neighbors. For instance, we obtain the following list of neighbor pairs
[(1,2),(2,3),(3,4)]. By taking the intersection of the neighbor list and the set
of permutations to perform, we obtain a set of permutation which are possible
to process during the initial stage. By doing so, we can permute branch 1 and
2 or 3 and 4. However, we could also perform both permutations in parallel as
performing one of them does not prohibit the other one. As illustrated on top of
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Fig. 4. Final and complete tree for matrix A from (6) including the root and the
child nodes generated per level. Each node represents the updated order after each
permutation described by the incoming edge. (Color figure online)

Fig. 4, we see the root labeled with the initial order of the branches. After the
first set of permutations have been performed, different child nodes are created
at level 1. The corresponding order of each child node is obtained by switching
the positions of the permuted branches in the initial order of the root.

From the new order of each child node, we try to find a new permutation to
perform by defining the neighbor pairs. We then recompute the possible permu-
tations for this iteration. Each iteration will add one or more children to tree
and this process is repeated until all permutations have been performed or no
new permutation can be computed. However, a node which can no longer per-
form a permutation while there are still some permutations in the set left to be
executed, is not considered valid.

Figure 4 also shows the final tree after all permutations have been performed.
The green arrows leading to the green colored leaf denote the shortest path where
the labels show the order of execution of the permutations to get to the final order
of the template. This will result in a template of shortest possible height. There
are also three other possible solutions but they will not reduce the height of the
template to a minimum as they perform one additional permutation. However,
we stop the computation of building the tree after encountering the first valid
leaf, so the red nodes will never be computed. The breadth-first construction of
the tree guarantees that the first found solution is the shortest one.

Drawing of the Template. Finally, after verification of the linking matrix
and after having found the shortest path in the tree corresponding to the most
concise order of crossings, we can now draw the template. To draw the templates
as scalable vector graphics, we used python’s swgwrite module [19].

In order to draw both torsions and permutations, we use a cubic Bézier curve
as shape. To illustrate how we use it, consider two points (z1,y1) and (z2,ys2)
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and suppose we want to draw this Bézier curve between them, in the same shape
as those used in the permutations and torsions. The starting point is given by
(z1,y1) and we will give the rest of the points relative to this starting point. The
relative end point is then given by (z2 — x1,y2 — y1) and the two relative control
points by (x1, (y2 — y1)/2) and (x2 — 21, (y2 — y1)/2). So the control points are
always halfway in height between the two points and straight above respectively
below them.

To draw a torsion we first draw one Bézier curve, then add a small white
circle in the middle of this curve to erase this part. Finally we draw the other
Bézier curve. This procedure is illustrated in Fig. 5(a—c). Permutations are drawn
in a similar way. The sign of the permutation defines which of the two branches
is drawn first, then when the other one is drawn it covers it up as it comes on
top of the other one (Fig.5(d—e)).

Do

(a) (b)

Fig.5. An illustration of a positive torsion (a—c) and a positive permutation (d—e)
drawing process.

We start by considering the torsions of the matrix and draw all of them.
Then we move on to the permutations. They are given by the sequence of edges
forming the shortest path of the tree generated by the input matrix. We then
draw the rest of the template by levels. At each level, every strip can do one
of three actions: do a straight transition, permute left or permute right. The
shortest path tells us which two strips should permute. Given this information,
it is easy to calculate the coordinates at the next level of each strip and apply
the correct transition (Fig.6).

Fig. 6. Template of one linking matrix with five branches and eight permutations.
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5 Performance Evaluation

An elementary matrix is a unique linking matrix describing a chaotic mechanism
without additional torsions or symmetry properties [22]. Given an input size,
Rosalie describes in this article a method to generate all possible elementary
linking matrices of such size. We used this method to obtain the 14, 38 and
116 possible elementary matrices with resp. five, six and seven branches (resp.
5% 5,6 x6 and 7 x 7 linking matrices). Figure 7 depicts for each matrix
size the distribution of the elementary matrices with respect to the number of
permutations to process.

Matrix size: 5 Matrix size: 6 Matrix size: 7

0 0 20

Fig. 7. Distribution of the number of elementary matrices with respect to the number
of permutations to process. There are 14 (resp. 38 and 116) matrices of size 5 (resp. 6
and 7).

Occurences

5 10 15
Number of permutations

R Y
Number of permutations

Fig. 8. Elapsed time depending on the number of permutations for the matrices
depending on their size. The diamond represents the average value.

The experiments were conducted on a server with an Intel Xeon X7560 pro-
cessor with a clock speed of 2.27 GHz, and 1024 GB of RAM. Even though this
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server is not the fastest available, it is the only one fulfilling the memory require-
ments (instances required between 25 MB and 400 GB of memory). For the sake
of comparability, all instances have been run on the same machine. For the
complete description of the cluster environment, please refer to https://hpc.uni.
lu/systems/chaos/. We computed the templates of all the elementary matrices
described above. We ran the experiments with version v0.0.1 of the code. For
each input matrix, we measured 30 times the time elapsed to get the template.
The 7 x 7 matrix with 27 permutations ran out of memory and crashed: we
removed it from the graphs. Figures8 and9 depict the elapsed computation
time with respect to the number of permutations to process. As expected, we
observe a drastic rise that characterizes a combinatorial explosion in the number
of permutations.

9 10 11 12 13 14
Number of permutations

Fig. 9. Elapsed time depending on the number of permutations for the 167 matrices.
The diamond represents the average value.

6 Conclusion

In this paper, we presented a tool which verifies whether a linking matrix corre-
sponds to a topologically valid template. Moreover, our approach computes and
draws a template of minimal height corresponding to this linking matrix. This
is especially interesting for linking matrices with a higher number of crossings.
We believe that this tool could benefit the research community as it eases the
process of verifying the validity of a linking matrix, and quickly draws one of its
matching templates.

A possible extension of our work could be to represent the generated tem-
plates as a 3D model in an automated way. One representation of a 3D template
was given by Cross and Gilmore, where they include the torsions as a part of
the global modification [9]. Another visualization was given by Boulant et al.
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(Fig. 6 of [7]). Such a 3D visualization would allow to be even closer visually to
the nature of a chaotic attractor, and thus could provide more intuitive insights.
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the HPC facilities of the University of Luxembourg [29] (see https://hpc.uni.lu). This
work is partially funded by the joint research programme UL/SnT-ILNAS on Digital
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Abstract. A k-bend right-angle-crossing drawing (or k-bend RAC draw-
ing, for short) of a graph is a polyline drawing where each edge has
at most k£ bends and the angles formed at the crossing points of the
edges are 90°. Accordingly, a graph that admits a k-bend RAC drawing
is referred to as k-bend right-angle-crossing graph (or k-bend RAC, for
short). In this paper, we continue the study of the maximum edge-density
of 1-bend RAC graphs. We show that an n-vertex 1-bend RAC graph
cannot have more than 5.5n — O(1) edges. We also demonstrate that
there exist infinitely many n-vertex 1-bend RAC graphs with exactly
5n — O(1) edges. Our results improve both the previously known best
upper bound of 6.5n — O(1) edges and the corresponding lower bound of
4.5n — O(4/n) edges by Arikushi et al. (Comput. Geom. 45(4), 169-177
(2012)).

1 Introduction

A recent research direction in Graph Drawing, which is currently receiving a
great deal of attention [26,29,31], focuses on combinatorial and algorithmic
aspects for families of graphs that can be drawn on the plane while avoiding
specific kinds of edge crossings; see, e.g., [22] for a survey. This direction is infor-
mally recognized under the term “beyond planarity”. An early work on beyond
planarity (and probably the one that initiated this direction in Graph Draw-
ing) is due to Didimo, Eades, and Liotta [21], who introduced and first studied
the family of graphs that admit polyline drawings, with few bends per edge,
in which the angles formed at the edge crossings are 90°. Their primary moti-
vation stemmed from experiments indicating that the humans’ abilities to read
and understand drawings of graphs are not affected too much, when the edges
cross at large angles [27,28] and the number of bends per edge is limited [34,35].
Their work naturally gave rise to a systematic study of several different variants
of these graphs; see, e.g., [7-9,12,18-20,23].

Formally, a k-bend right-angle-crossing drawing (or k-bend RAC drawing, for
short) of a graph is a polyline drawing where each edge has at most k bends
and the angles formed at the crossing points of the edges are 90°. Accordingly,
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a graph that admits a k-bend RAC drawing is referred to as k-bend right-angle-
crossing graph (or k-bend RAC, for short); a 0-bend RAC graph (drawing) is
also called a straight-line RAC graph (drawing).

There exist several results for straight-line RAC graphs. Didimo et al. [21]
showed that a straight-line RAC graph with n vertices has at most 4n—10 edges,
which is a tight bound, i.e., there exist infinitely many straight-line RAC graphs
with n vertices and exactly 4n — 10 edges. These graphs are actually referred to
as optimal or mazimally-dense straight-line RAC and are in fact 1-planar [23],
i.e., they admit drawings in which each edge is crossed at most once. In gen-
eral, however, deciding whether a graph is straight-line RAC is NP-hard [8], and
remains NP-hard even if the drawing must be upward [7] or 1-planar [12]. Bach-
maler et al. [10] and Brandenburg et al. [15] presented interesting relationships
between the class of straight-line RAC graphs and subclasses of 1-planar graphs.
Variants, in which the vertices are restricted on two parallel lines or on a circle,
have been studied by Di Giacomo et al. [18], and by Hong and Nagamochi [25].

An immediate observation emerging from this short literature overview is
that the focus has been primarily on the straight-line case; the results for RAC
drawings with bends are significantly fewer. Didimo et al. [21] observed that
1- and 2-bend RAC graphs have a sub-quadratic number of edges, while any
graph with n vertices admits a 3-bend RAC drawing in O(n*) area; the required
area was improved to O(n?®) by Di Giacomo et al. [19]. Quadratic area for 1-
bend RAC drawings can be achieved for subclasses of 1-plane graphs [16]; for
general 1-plane graphs the known algorithm may yield 1-bend RAC drawings
with super-polynomial area [12]. The best-known upper bounds on the number
of edges of 1- and 2-bend RAC graphs are due to Arikushi et al. [9], who showed
that these graphs can have at most 6.5n — 13 and 74.2n edges, respectively.
Arikushi et al. [9] also presented 1- and 2-bend RAC graphs with n vertices, and
4.5n — O(y/n) and 7.83n — O(y/n) edges, respectively. Angelini et al. [7] have
shown that all graphs with maximum vertex degree 3 are 1-bend RAC, while
those with maximum vertex degree 6 are 2-bend RAC. It is worth noting that
the complexity of deciding whether a graph is 1- or 2-bend RAC is still open.

Our Contribution: In this work, we present improved lower and upper bounds
on the maximum edge-density of 1-bend RAC graphs. Note that this type of
problems is commonly referred to as Turan type, and has been widely studied
also in the framework of beyond planarity; see, e.g., [1-5,13,17,24,30,32,33,36].
More precisely, in Sect. 3, we show that an n-vertex 1-bend RAC graph cannot
have more than 5.5n — O(1) edges, while in Sect.4 we demonstrate that there
exist infinitely many 1-bend RAC graphs with n vertices and exactly 5n — O(1)
edges. These two results together further narrow the gap between the best-known
lower and upper bounds on the maximum edge-density of 1-bend RAC graphs
(from 2n to n/2). Our approach for proving the upper bound in Sect.3 builds
upon the charging technique by Arikushi et al. [9], which we overview in Sect. 2.
We discuss open problems in Sect. 5.
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2 Overview of the Charging Technique

In this section, we introduce the necessary notation and we describe the most
important aspects of the charging technique by Arikushi et al. [9] for bounding
the maximum number of edges of a 1-bend RAC graph. Consider an n-vertex
1-bend RAC graph G = (V, E), together with a corresponding 1-bend RAC
drawing " with the minimum number of crossings. The edges of G are partitioned
into two sets Ey and F7, based on whether they are crossing-free in I" (set Ep)
or they have at least a crossing (set E7). Let Gy and G; be the subgraphs of G
induced by Ey and Fq, respectively.

Since Gy is plane, |Ey| < 3n — 6 holds. To estimate |E;|, Arikushi et al.
consider the graph G} that is obtained from the drawing of Gy, by replacing
each crossing point with a dummy vertex; we call G} the planarization of the
drawing of G1. Let V{, E, and F] be the set of vertices, edges, and faces of G7,
respectively. Let deg(v) be the degree of a vertex v of G and s(f) be the size of a
face f of G, that is, the number of edges incident to f. In the charging scheme,
every vertex v of G} is initially assigned a charge ch(v) equal to deg(v) — 4,
while every face f of G} is initially assigned a charge ch(f) equal to s(f) — 4.
By Euler’s formula, the sum of charges over all vertices and faces of G is:

> (deg(v) —4) + Y (s(f) = 4) = 2|B}| — 4|V/| + 2| By | - 4|Fj| = -8
veVy fEF]

In two subsequent discharging phases, they redistribute the charges in G| so
that (i) the total charge remains the same, and (ii) all faces have non-negative
charges. In the first discharging phase, for every edge e with one bend, half a unit
of charge is passed from each of its two endvertices to the face that is incident to
the convex bend of e. Arikushi et al. show that each face of size less than 4 has
at least one convex bend, so it receives at least one unit of charge. Hence, after
this phase, the only faces that have negative charges are the so-called lenses,
which have size 2 and only one convex bend (each lens has charge —1). On the
other hand, the charge of every vertex v € V{ is at least ch’(v) = ; deg(v) — 4.

In the second discharging phase, Arikushi et al. exploit the crossing mini-
mality of I' to guarantee the existence of an injective mapping from the lenses
to the convex bends incident to faces of G} with size at least 4. Since each such
bend yields one additional unit of charge to its incident face, and since this face
has already a non-negative charge due to its size, it is possible to move this
unit from the face to the mapped lens without introducing faces with negative
charge. Hence, after the second phase, the charge ch”(f) of each face f € Fy is
non-negative (and at least as large as its initial charge, i.e., ch”(f) > ch(Jf)).
Since ch”(v) = ch(v), |E1| < 4n — 8 can be proved as follows:

|Ey|—4n =) (; deg(v) — 4> <Y ()< D eh )+ > eh(f) =8

veVy/ vevy veVy/ feF]
(1)
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So far, graph G has |Eg| + |E1| < 7Tn — 14 edges. Arikushi et al. improve this
bound in a conclusive analysis based on the observation that a triangular face
of Gy cannot contain edges of F;. Hence, if Gy contains exactly 3n — 6 edges,
then it is a triangulation, and thus E; = (). More in general, they considered how
many edges F7 may contain when Gg is a graph obtained from a triangulation
by removing k edges. Let Vy, Ey, and Fy be the sets of vertices, edges, and faces
of Gy, respectively, and let d(f) be the degree of a face f € Fp, i.e., the number
of its distinct vertices. Then, by Eq.1 we have:

Bl Y (df)-8) (2)

f€Fo;d(f)>3

Arikushi et al. proved that the right-hand side of Eq. 2 is at most 8k. In fact,
the removal of any crossing-free edge e leads to one of the following cases.

C.1 if e was a bridge of a face, this yields a face with the same degree, which
leaves the right-hand side of Eq.2 unchanged;

C.2if e was adjacent to two triangles, this yields a new face f of degree d(f) = 4,
which can contain at most 4d(f) — 8 = 8 edges of E, which increases the
right-hand side of Eq.2 by 8;

C.3 if e was adjacent to a triangle and to a face of degree d(f) (containing at
most 4d(f) — 8 edges of E1), this yields a new face of degree at most d(f)+1,
which can contain at most 4(d(f) + 1) — 8 = 4d(f) — 4 edges of E;, which
increases the right-hand side of Eq.2 by at most 4; finally,

C.4 if e was adjacent to two faces f1 and fo such that d(f1),d(f2) > 3 (containing
at most 4(d(f1) + d(f2)) — 16 edges of Ey), this yields a new face of degree
at most d(f1) + d(f2) — 2, which contains at most 4(d(f1) +d(f2) —2) —8 =
4(d(f1) + d(f2)) — 16 edges of E1, leaving the right-hand side of Eq.2 as is.

Hence, the removal of k uncrossed edges increases the right-hand side of Eq. 2
by at most 8k. With this observation, Arikushi et al. derived two different upper
bounds on the number of edges of G, namely:

|[E|<(B3n—6—-k)+4n—-8=Tn—14—k (3)
|E| < (3n—6—k)+ 8k (4)

The minimum of the two bounds is maximized when k = n/2 — 1, which yields
|E| < 6.5n—13. Arikushi et al. noticed that the bound of 8% is an overestimation,
and that possible refinements would lead to improvements of the overall bound.

3 An Improved Upper Bound

In this section, we describe how to improve the analysis of the charging scheme
described in Sect. 2 to obtain a better upper bound. W.l.o.g., we assume that G
is connected and that n > 5. Let f be a face of Gy. As in the previous section,
we denote by d(f) the degree of f, that is, the number of distinct vertices of f.
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Since f is not necessarily simple or connected, the boundary of f is a disjoint
set of (not necessarily simple) cycles, which are called facial walks; see Fig. la.
We denote by £(f) the length of face f, that is, the number of edges (counted
with multiplicities) in all facial walks of f.

Since a vertex v may occur more than once in a facial walk of f, we denote
by m(v) the number of its occurrences in f minus one (that is, the number of
extra occurrences beyond its first). The sum of such extra occurrences over all
the vertices of face f is denoted by m(f), that is, m(f) = >_, ., my(v). Further,
we denote by b(f) the number of biconnected components of all facial walks of
f. Finally, we assume that an isolated vertex of f (if any) is not a biconnected
component of f, and we denote by i(f) the number of isolated vertices of f. It
is not difficult to see that £(f) = d(f) + m(f) — i(f)-

Vg U5 Vg U5
O O (o] o}
o O U4
U7 Vg V10 U7 O Vg V10
o——oO o (o]
U3 O U3
v VU
oV11 oVt
U8 V8 O
Vg o’UQ
O O
U1 U1
(a) (b)

Fig.1. (a) Illustration of a non-simple, non-connected face f of Gp (colored in
black). The edges of G1 are colored gray. Face f consists of two facial walks (w1 =
(v1,v2,v1,v3, V4, Vs, V6, U7, v8) and wa = (ve, v10)) and an isolated vertex (vi1). Observe
that d(f) = 11 (as f contains 11 distinct vertices), £(f) = 11 (as the sum of the lengths
of wi and ws is 11), mys(v1) = 1 (as v1 appears twice in w1), i(f) = 1 (as v11 is an
isolated vertex of f), and b(f) = 3 (as w1 consists of two biconnected components,
while ws is biconnected). Face f is good, since each of its edges is good. Note that
removing edge (v4,v7) would make edges (vs,vs) and (vg,v10) not good. (b) The faces
of Fi(f) that are surrounding the three biconnected components of f are tiled in gray.

Let G’ be the planarization of the drawing I" of G. As opposed to G, whose
faces are not necessarily connected, the faces of G’ are in fact connected, since G
is connected. Let f be a face of Gy and let e be any edge incident to f. We say
that edge e is good for f if and only if there is no other edge ¢’ incident to f such
that e and ¢’ are both incident to a face g of G’ that lies inside f. Accordingly,
face f is called good if and only if either all its edges are good for f or if f is a
triangle; see Fig. 1a. Note that, if each face of G is good, then every face of the
planarization G’ is either a triangle of crossing-free edges or contains at most one
crossing-free edge, and vice versa. In the next two lemmas, we assume that the
faces of Gy are good; we show later how to guarantee this property. For this, we
may need to introduce parallel edges (but no self-loops) in Gy, which however
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are non-homotopic (each region they define contains at least a vertex). Further,
we may need to introduce planar edges with more than one bend; this does not
affect the discharging scheme of Arikushi et al. which only considers Gj.

Lemma 1. Let I' be a drawing of G such that all faces of Gy are good. Then,
each face f of Gy contains at most 2d(f)—2m(f)+2i(f)+4b(f)—8 edges of G1.

Proof. Consider the subgraph G(f) of G which is induced by the interior of f
and let I'(f) be the drawing of G(f) derived from I'. We denote by G1(f) =
(Vi(f), E1(f)) the subgraph of G(f) induced by the set of crossing edges in I'(f),
and by G (f) the planarization of Gy (f).

Let B(f) be the set of biconnected components of f and FY(f) the set of faces
of the drawing of G (f) that is derived from I'(f). Since every edge of f is good,
every biconnected component ¢ € B(f) with length ¢(c) will be surrounded by a
face f. € F{(f) in G} that is of length ¢(f.) > 2¢(c); see Fig. 1b. Hence, before the
discharging phases in the charging scheme of Arikushi et al. (applied on G/ (f)),
the charge of face f! is at least 2¢(c) —4. Since after the second discharging phase,
the charge of each face is at least as much as its initial charge, it follows that
the charge of face f. is still at least 2¢(c) — 4 even after the discharging phases.
Since isolated vertices of f are not surrounded by a face of F}(f), summing up
the charges of all biconnected components of f, we get that

Dok (f) = Y (26(e)—4) = 26(f) —4b(f) = 2(d(f) +m(f)—i(f)) —4b(f)

ceB(f) ce€B(f)

Since, after the second discharging phase, each face has a non-negative charge
and the sum of the charges of faces surrounding biconnected components of f is
a lower bound for the sum of the charges of all faces in Fy(f), we get that

ST (f)= > '(f) =0
freF{(f) ce€B(f)

Hence, by refining Eq.1 we obtain that the number of crossing edges in G(f)
can be upper-bounded as follows

B = 4d(9) = 3 (5 dest) — 1) < o)

vef vef

< ")+ Y eh(f) = 2(d(f) — m(f) +i(f)) + 4b(f)

vef freF{(f)
= —8—2(d(f) + m(f) — i(f)) + 4b(f)
This concludes our proof. a

In the following lemma, we improve Arikushi et al.’s upper bound on the num-
ber of edges of GG; that G may contain, when the plane subgraph Gy is obtained
from a plane triangulation T" by removing k edges, under the assumption that T
may contain non-homotopic parallel edges (but no self-loops), and that each face
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f € Fy of Gg is good. Let t(f) be the minimum number of edges that must be
removed from 7" to obtain f. Similar to Arikushi et al., we preliminarily observe
that a face f of Go with ¢(f) = 0 cannot contain edges of G; in G. If ¢(f) =1,
the only two possible configurations for face f are illustrated in Figs. 2a and b.
In both cases, face f can contain at most two crossing edges. If ¢(f) = 2, the
only three possible configurations for face f are illustrated in Figs. 2c—2e. Then,
face f can contain at most five crossing edges. Let Fy and F¢ be the set of faces
of Gy that can be obtained from triangulation 7" by removing 1 and 2 edges,
respectively, that is, F} = {f € Fo;t(f) = 1} and F} = {f € Fy;t(f) = 2}. By
Lemma 1 and the previous observations, we have

|Er| S2AFS[+5IF51+ > (2d(f) — 2m(f) + 2i(f) +4b(f) —8)  (5)
fEFu;t(f)>2

C u A O

(a) 4,0,0,1  (b) 3,1,0,2  (c) 5,0,0,1  (d) 4,1,0,2  (e) 3,0,1,1

- A QY @

(f) 6,0,0,1 (g) 5,1,0,2 (h) 4,0,1,1 (i) 4,2,0,3 (j) 42,0,3 (k) 4,2,0,3

Fig. 2. All bounded faces that can be obtained from T by removing (a)—(b) 1 edge,
(c)—(e) 2 edges, (f)—(k) 3 edges. The caption of each subfigure indicates the values of

(d(f), m(f),i(f), b(f))-

In the following lemma, we prove that a slight overestimation of the right-

hand side of Eq. 5 is upper-bounded by %k, which clearly implies that |FE;| < %k.

Lemma 2. If Gy is obtained from triangulation T by removing k edges, then:

S SIR S (@d() - 2mlf) +20() +40(f) ) < 5
fEF;t(f)>2

ko (6)

Proof. Our proof is by induction on k and is similar to the corresponding one
of Arikushi et al. (Lemma 5 in [9]). In contrast to their proof, we assume that
Gy is obtained from triangulation 7' by removing edges in a certain order. In
particular, we want to avoid the case in which the removal of an edge e results
in merging two faces f1 and f such that t(f1),t(f2) > 1 (refer to Case C.4 in

Sect. 2). We guarantee this property as follows. Consider the subgraph D of the
dual of T induced by the edges that are dual to those that we have to remove to
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obtain Gy. We remove the edges in the order in which their dual edges appear
in a BFS traversal of each connected component of D. In this way, every inter-
level edge in the BF'S traversal corresponds to removing an edge that is incident
to a triangular face (not visited yet), while each intra-level edge corresponds to
removing a bridge from a face that has been created by previously removed edges.
In both cases, we avoid merging two faces f; and fa such that t(f1),¢(f2) > 1.

Denote by 7(Gp) the left-hand side of Eq.6. In the base of the induction,

k = 0 holds. In this case, graph G coincides with triangulation 7" and thus
7(Go) = 0. In the induction hypothesis, we assume that the lemma holds for
k > 0, and we prove that it also holds for k' = k + 1.

SN ERREIRNE VIR

(a) Cla  (b) C.1b  (¢) C.le  (d) C.2a  (e) C.2b () C.2b

Fig. 3. Illustrations of Cases C.1 and C.2. Edge (u,v) is gray-colored.

Let G{, be a plane graph obtained from T by removing k' edges, and let Gy

be the plane graph obtained from T by removing the same k' edges, except for

the
We

C.1

C.2

last one, which we call (u,v). For Go, by induction, it holds that 7(Go) < §k.
consider the following cases:

Edge (u,v) is a bridge of a face f in G such that ¢(f) > 3. Let f’ be the face

of G}, that is obtained by the removal of (u,v). Note that ¢(f’) > 4. Since

(u,v) is a biconnected component of f, it holds that b(f') = b(f) — 1. Since

(u,v) is a bridge, it also holds that d(f') = d(f). To establish the values

of m(f’) and i(f’), we observe that u, or v, or both may become isolated

vertices of Gy, after the removal of (u,v). We study these cases separately.

(a) Both u and v become isolated vertices in Gy; see Fig. 3a. Then m(f’) =
m(f) and i(f') = i(f) + 2. Since 2d(f') — 2m(f') + 2i(f') + 4b(f') — 8 =
20(f) — 2m(F) + 20(f) +2) + A(b(f) — 1) — 8 = 2d(f) — 2m(f) + 2i(f) +
4b(f) — 8, it follows that 7(Gf) = 7(Go) < 5k < §K'.

(b) Exactly one of u and v, say v, becomes an isolated vertex in Gj; see
Fig.3b. Then m(f’) = m(f) — 1 and i(f’) = i(f) + 1. Since 2d(f’) —
2m(f') + 20(f") + (') — 8 = 2d(f) — 2m(f) — 1) + 26(f) + 1) +
A(B(F) — 1) — 8 = 2d(f) — 2m(f) + 2i(f) + 4b(f) — 8, it follows that
T(Gé) = T(G()) < %]ﬂ < %k/

(¢) Neither u nor v becomes an isolated vertex in Gj; see Fig.3c. Then
m(f') = m(f) — 2 and i(f") = i(f). Since 2d(f") — 2m(f") + 20(f") +
1(f7) — 8 = 2d(f) — 20m(f) — 2) + 2i(f) + Ab(]) — 1) — 8 = 2d(f) -
2m(f) + 2i(f) + 4b(f) — 8, it follows that 7(Gj) = 7(Go) < 5k < 3K/

The removal of (u,v) merges a triangular face A (that is, t(A) = 0) with an

adjacent face f of Gy with ¢(f) > 3 into a face f’ of G},. Note that ¢(f") > 4.

We consider two cases:
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(a) Faces A and f share only edge (u,v); see Fig. 3d. Then d(f’) = d(f)+1
m(f') = m(f), b(f') = b(f), i(f") = i(f). Since 2d(f’) — 2m(f’) +
2i(f") +4b(f') =8 = 2(d(f) + 1) — 2m(f) + 2i(f) +4b(f) — 8 = 2d(f) —
2m(f) + 2i(f) + 4b(f) — 8 + 2, it follows that 7(Gf) = 7(Go) + 2 <

Sk+2< K.

(b) Faces A and f share at least two edges; see Fig. 3e and f. By removing
(u,v), the number of occurrences of the third vertex v’ of A increases
by one and the number of biconnected components increases by one.
Then d(f) = d(f), m(f') = m(f) + 1, b(f') = b(f) + 1, i(f') = i(f).
Since 2d(f") — 2m(f') 4+ 2i(f') + 4b(f') — 8 = 2d(f) — 2(m(f) + 1) +
2i(f)+4(b(f)+1)—8 =2d(f) —2m(f)+2i(f)+4b(f) —8+2, it follows
that 7(Gf) = 7(Go) +2 < 5k +2 < 3K

C.3 The removal of (u,v) yields a face f' of G} with ¢(f’) € {1,2,3}. Note that
in the previous cases t(f’) > 4. So, if we rule out this case, then the proof
follows. We consider two cases, which correspond to Cases C.1 and C.2 for
smaller faces, respectively.

(a) Face f’ is obtained by removing a bridge from a face f. Hence, t(f) =
t(f") — 1 and f’ is disconnected. Observe that if ¢(f’) = 1, then face
f' is not disconnected as can be seen from Fig.2a and b. Therefore,
t(f’) > 2 holds in this subcase.

(b) Face f’ is obtained by merging a face f with a triangular face A. Hence,
t(f) = t(f’) — 1 holds. Since A is triangular, we observe that it does
not contribute to 7(Gy).

In both cases, the face f that is eliminated in order to create face f’ is such

that ¢(f) = t(f’) — 1. We observe that 7(Gj) is equal to 7(Gp), plus the

contribution of f’ to 7(Gj), minus the contribution of f to 7(Gg). More

precisely: If ¢(f’) = 1, then 7(Gj) = 7(Go) + 5 —0 < 2k + § = Sk s

Fig. 2a-b. If t(f’) = 2, then 7(G}) = 7(Go) + E -8< 816—!—?S gk'

Fig. 2c—e. Otherwise t(f) = 3; see Fig.2f-k. Th1s nnphes that T(G’) <

7(Go) +( d(f") —2m(f )+21(f’) +4b(f') —8) — L8 Tt is easy to verify that

2d(f") —2m(f") + 21( Y+ 4b(f') -8 < 8 holds for each of the cases shown

in Fig. 2f k. Hence, 7(G}) < 7(Go) + § < 3k + 5 = 3K/,

This concludes the proof. a

By following a counting similar to Arikushi et al. we obtain a bound on the
maximum number of edges of a 1-bend RAC graph with n vertices, when all
the faces of G are good. Since planar graphs have at most 3n — 6 edges even
in the presence of non-homotopic parallel edges, the bound is obtained when
™m—14—k=3n—6—Fk+ %k, that is, k = %(n — 2). This directly implies that
in this case |E| < 5.5n — 11.

In the following, we prove that it is not a loss of generality to assume that
all faces of Gg are good, as otherwise we can augment our graph by adding
only crossing-free edges to G (not necessarily drawn with one bend but rather
as curves), in such a way that every face of Gy becomes good. Recall that we
denote by G’ the planarization of drawing I" of G.
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Assume that there exists a face of Gy that is not good. Hence, there exist
at least two edges belonging to Gy which are incident to the same face f’ in
G'. If f’ consists exclusively of edges of Gg, then we triangulate f’. Otherwise,
we traverse the facial walk of f’ starting from any dummy vertex of f’ and we
connect by a crossing-free edge the first occurring vertex that is incident to an
edge of Gy with the last occurring vertex that is also incident to an edge of Gy.
This implies that one of the two faces into which f’ is split contains only one
crossing-free edge, namely the newly added edge. Note that, in both cases, it
is always possible to add the described edges, since we do not require them to
be drawn with one bend. Since in both cases, we split a face into smaller faces,
this process eventually terminates. At the end, each face is either a triangle of
crossing-free edges or contains at most one crossing-free edge. Hence, it is indeed
not a loss of generality to assume that all faces of G are good.

We remark that the aforementioned procedure may result in parallel edges
or self-loops, which are however non-homotopic by construction. In particular, a
self-loop may appear, when the first and the last occurring vertices in the facial
walk are identified and form a cut-vertex of G. Note that while Lemma 2 allows
non-homotopic parallel edges, it does not allow self-loops. Hence, for self-loops
we need to use a different approach. Consider self-loop s. As already mentioned,
s is incident to a cut-vertex of G and encloses a part of I', which we assume
not to contain any other self-loop. Let H; and Hs be the subgraphs of G that
are induced by the vertices of G that are in the interior and the exterior of s,
respectively. Denote by n; and ns the number of vertices of H; and Hs, respec-
tively, and by m; and mq their corresponding number of edges. Observe that
n = ni1+n9e—1. Note that edge s is accounted neither in H; nor in Hy. By induc-
tion, we may assume that m; < 5.5n7 — 11 and my < 5.5n9 — 11. Hence, graph
G (including s) contains at most 5.5(ny +ng) —224+1 =5.5n—15.5 < 5.5n—11
edges. This implies that the upper bound holds even in the presence of self-loops.

We are now ready to state the main theorem of this section.

Theorem 1. Every n-vertex 1-bend RAC graph has at most 5.5n — 11 edges.

4 An Improved Lower Bound

In this section, we present an improved lower bound for the number of edges of
1-bend RAC graphs. Our construction is partially inspired by the corresponding
lower bound constructions of 2-planar graphs [14] and fan-planar graphs [30]
with maximum density.

Theorem 2. There exists infinitely many n-vertex 1-bend RAC graphs with
ezactly b5n — 10 edges.

Proof. A central ingredient in our lower bound construction is the dodecahedral
graph; see Fig.4a. This graph admits a straight-line planar drawing in which
the outer face is a regular pentagon, and the inner faces can be partitioned into
three sets, based on their shape. Namely, the innermost face (shaded in gray
in Fig. 4a) is again a regular pentagon, vertically mirrored with respect to the
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outer one; also, all the faces adjacent to the innermost face have the same shape,
which we will describe more precisely later, and the same holds for all the faces
adjacent to the outer face. In particular, the drawing of each face is symmetric
with respect to the line that is perpendicular to one of its sides (whose length is
denoted by a in Fig. 4b) and passes through its opposite vertex (denoted by A
in Fig. 4b). Adopting the notation scheme of Fig. 4b, in the following we provide
values for the angles and side length ratios to fully describe the shapes of the
faces adjacent to the innermost face and to the outer face; for an illustration,
refer to Fig. 4a.

(i) The five faces adjacent to the innermost face are realized such that the side
of length a is incident to the inner face. Angles o and 3 are 88° and 100°,
respectively. In addition, side-length b is 1.5 times the side-length a.

(ii) The five faces adjacent to the outer face are realized such that the side of
length a is incident to the outer face. Angles o and v are 160° and 54°,
respectively. In addition, side-length b is 8.5 times side-length c.

(a) (©)

Fig. 4. Tlustrations for the lower bound construction: (a) the dodecahedral graph,
(b) angles and edge lengths, and (c) crossing configuration.

Consider two copies D1 and Ds of this drawing of the dodecahedral graph.
Since both the innermost face of D, and the outer face of Dy are drawn as regular
pentagons, after scaling the drawing Do uniformly and mirroring it vertically,
we can construct a drawing of a larger graph by identifying the innermost face
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of D with the outer face of Ds. This process can be clearly repeated arbitrarily
many times. The result is a graph family such that every member of this family
admits a straight-line planar drawing, in which each face has one of the shapes
described above.

For our lower bound construction, we add five chords in the interior of each
face of every member of the above family. Hence, the five vertices that are inci-
dent to each face induce a complete graph K5. In the following, we describe how
to draw such chords in the interior of each of the aforementioned faces, based on
their shape, so that the resulting drawing is 1-bend RAC. For an illustration of
the configuration of the crossing edges in each of these faces refer to Fig. 4c; we
will formally define angles a, 81, 82,71, 7y2 shortly. Observe that all edges and
the formed angles are symmetric with respect to the line through vertex A that
is perpendicular to C1Cs. Also, for every three vertices u, w, and v that are con-
secutive along the boundary of the face, the chord (u,v) will cross both chords
incident to w, making a bend between these two crossings. In the following, we
provide values for the angles a1, 81, 82,71, 72 to fully describe the configurations
of the crossing edges.

(i) For the innermost face, oy = 1 = P2 = 71 = 72 = 45° holds; refer to

Fig. ha.
(ii) For the outer face, a3 = 1 = 2 = 71 = 72 = 45° holds; refer to Fig. 5b.
(iii) For the five faces neighboring the innermost face, oy = 40°, 51 = 30°,

B2 = 50°, v1 = 45° and 5 = 60° holds; refer to [6].
(iv) For the five faces neighboring the outer face, ay = 47.5°, 81 = 85°, B2 =
42.5°, 1 = 45° and 2 = 5° holds; refer to [6].

(a) (b)

Fig. 5. Chords inside (a) the innermost face, and (b) the outer face.

It follows that each graph in the family admits a 1-bend RAC drawing. Let G,
be such a graph with n vertices. Next, we discuss the exact number of edges of
graph G,,. Since the crossing-free edges of GG,, form a planar graph, whose faces
are all of length 5, it follows by Euler’s formula that this graph has %(nf 2) edges
and %(n — 2) faces. Since each of these faces contains five chords, the number of

edges of G, is 2(n —2) +5- 2(n — 2) = 5n — 10, and the statement follows. O
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5 Conclusions

In this paper, we improved the previously best lower and upper bounds on
the number of edges of 1-bend RAC graphs. The gap between our lower and
upper bound is approximately n/2. A future challenge will be to further nar-
row this gap. We conjecture that an n-vertex 1-bend RAC graph cannot have
more than 5n — 10 edges (as it is the case for several other classes of beyond
planar graphs; see e.g. [11,30,33]). Significantly more difficult seems to be the
problem of improving the current best lower and upper bounds on the number
of edges of 2-bend RAC graphs, where the gap is significantly wider (approx.,
67n). Closely connected are also complexity related questions; in particular, the
characterization and recognition of 1- and 2-bend RAC graphs are still open.
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Abstract. We study the following classes of beyond-planar graphs: 1-
planar, IC-planar, and NIC-planar graphs. These are the graphs that
admit a 1-planar, IC-planar, and NIC-planar drawing, respectively. A
drawing of a graph is I-planar if every edge is crossed at most once.
A 1-planar drawing is IC-planar if no two pairs of crossing edges share
a vertex. A l-planar drawing is NIC-planar if no two pairs of crossing
edges share two vertices.

We study the relations of these beyond-planar graph classes to right-
angle crossing (RAC) graphs that admit compact drawings on the grid
with few bends. We present four drawing algorithms that preserve the
given embeddings. First, we show that every n-vertex NIC-planar graph
admits a NIC-planar RAC drawing with at most one bend per edge on
a grid of size O(n) x O(n). Then, we show that every n-vertex l-planar
graph admits a 1-planar RAC drawing with at most two bends per edge
on a grid of size O(n®) x O(n?). Finally, we make two known algorithms
embedding-preserving; for drawing 1-planar RAC graphs with at most
one bend per edge and for drawing IC-planar RAC graphs straight-line.

1 Introduction

In graph theory and graph drawing, beyond-planar graph classes have expe-
rienced increasing interest in recent years. A prominent example is the class
of I-planar graphs, that is, graphs that admit a drawing where each edge is
crossed at most once. The 1-planar graphs were introduced by Ringel [18] in
1965; Kobourov et al. [15] surveyed them recently. Another example that has
received considerable attention are RACy graphs, that is, graphs that admit a
poly-line drawing where all crossings are at right angles and each edge has at
most k bends. The RACy, graphs were introduced by Didimo et al. [7]. Using
right-angle crossings and few bends is motivated by several cognitive studies
suggesting a positive correlation between large crossing angles or small curve
complexity and the readability of a graph drawing [13,14,17].

The full version of this paper is available on arXiv [4] and the appendices are given
therein.
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We investigate the relationships between (certain subclasses of) 1l-planar
graphs and RACy graphs that admit drawings on a polynomial-size grid. The
prior work and our contributions are summarized in Fig.2. A broader overview
of beyond-planar graph classes is given in a recent survey by Didimo et al. [§].

(a) RACo (b) IC-planar  (c¢) NIC-planar ~ (d) l-planar (e) 1-planar
drawing. drawing. drawing. drawing. RAC,; drawing.

Fig. 1. Examples of different types of drawings. Figure 1d and e show drawings of the
same graph. Figure le is taken from the Annotated Bibliography on 1-Planarity [15].

Basic Terminology. A mapping I is called a drawing of the graph G = (V, E) if
each vertex v € V is mapped to a point in R? and each edge uv is mapped to a
simple open Jordan curve in R? such that the endpoints of this curve are I"(u)
and I'(v). For convenience, we will refer to the points and simple open Jordan
curves of a drawing as vertices and edges. The topologically connected regions
of R? \ I' are the faces of I". The unbounded face of I' is its outer face; the
other faces are inner faces. Each face defines a circular list of bounding edges
(resp. edge sides), which we call its boundary list. Two drawings of a graph G are
equivalent when they have the same set of boundary lists for their inner faces and
outer faces. Each equivalence class of drawings of G is an embedding. A k-bend
(poly-line) drawing is a drawing in which every edge is drawn as a connected
sequence of at most k + 1 line segments. The (up to) k inner vertices of an edge
connecting these line segments are called bend points or bends. A 0-bend drawing
is more commonly referred to as a straight-line drawing. A drawing on the grid
of size w X h is a drawing where every vertex, bend point, and crossing point has
integer coordinates in the range [0,w] X [0, h]. In any drawing we require that
vertices, bends, and crossings are pairwise distinct points. A drawing is 1-planar
if every edge is crossed at most once. A 1-planar drawing is independent-crossing
planar (IC-planar) if no two pairs of crossing edges share a vertex. A 1-planar
drawing is near-independent-crossing planar (NIC-planar) if any two pairs of
crossing edges share at most one vertex. A drawing is right-angle-crossing (RAC')
if (i) it is a poly-line drawing, (i¢) no more than two edges cross in the same
point, and (%i) in every crossing point the edges intersect at right angles. We
further specialize the notion of RAC drawings. A drawing is RACy, if it is RAC
and k-bend; it is RACP®Y if it is RAC and on a grid whose size is polynomial in
its number of vertices. Examples for IC-planar, NIC-planar, 1-planar, and RAC
drawings are given in Fig. 1. The planar, 1-planar, NIC-planar, IC-planar, and
RAC), graphs are the graphs that admit a crossing-free, 1-planar, NIC-planar,
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IC-planar, and RAC}, drawing, respectively. More specifically, RACZOly is the set
of graphs that admit a RACZOly drawing. A plane, 1-plane, NIC-plane, and IC-
plane graph is a graph given with a specific planar, 1-planar, NIC-planar, and IC-
planar embedding, respectively. In a 1-planar embedding the edge crossings are
known and they are stored as if they were vertices. We will denote an embedded
graph by (G, ) where G is the graph and £ is the embedding of this graph. For a
point p in the plane, let 2(p) and y(p) denote its x- and y-coordinate, respectively.
Given two points p and ¢, we denote the straight-line segment connecting them
by pg and its length, the Euclidean distance of p and ¢, by ||pq||-

/ RACgOly = all graphs

/V is contained in (incl.

fixed embeddings)
/v is contained in (open
for fixed embeddings)
open if contained or in-
comparable

open if contained or
containing or incompa-
rable

IC-planar )

A

L
.+ incomparable
planar

Fig. 2. Relating some classes of (beyond-)planar graphs and RAC graphs. Our main
results are the containment relationships indicated by the thick blue arrows (Color
figure online).

Previous Work. In the diagram in Fig. 2, we give an overview of the relation-
ships between classes of 1-planar graphs and RACy graphs. Clearly, the planar
graphs are a subset of the IC-planar graphs, which are a subset of the NIC-
planar graphs, which are a subset of the 1-planar graphs. It is well known that
every plane graph can be drawn with straight-line edges on a grid of quadratic
size [10,19]. Every IC-planar graph admits an IC-planar RACy drawing but
not necessarily in polynomial area [3]. Moreover, there are graphs in RACSOly
that are not 1-planar [9] and, therefore, also not IC-planar. The class of RACy
graphs is incomparable with the classes of NIC-planar graphs [1] and 1-planar
graphs [9]. Bekos et al. [2] showed that every 1-planar graph admits a 1-planar
RAC; drawing, but their recursive drawings may need exponential area. Every
graph admits a RAC3 drawing in polynomial area, but this does not hold if a
given embedding of the graph must be preserved [7].
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Our Contributions. We contribute four new results; two main results and two
adaptations of prior results. First, we constructively show that every NIC-plane
graph admits a RAC; drawing in quadratic area; see Sect. 2. This improves upon
a side result by Liotta and Montecchiani [16], who showed that every IC-plane
graph admits a RACs drawing on a grid of quadratic size. Second, we construc-
tively show that every l-plane graph admits a RAC,; drawing in polynomial
area; see Sect. 3. Beside these two main results, we show how to preserve a given
embedding when computing RAC drawings. Precisely, we show Theorem 1 in
Appendix D.1 by adapting an algorithm of Bekos et al. [2] and we show The-
orem 2 in Appendix D.2 by adapting an algorithm of Brandenburg et al. [3].

Theorem 1. Any n-vertex 1-plane graph admits an embedding-preserving
RAC) drawing. It can be computed in O(n) time.

Theorem 2. Any straight-line drawable n-vertex IC-plane graph admits an
embedding-preserving RACy drawing. It can be computed in O(n3) time.

2 NIC-Planar 1-Bend RAC Drawings in Quadratic Area

In this section we constructively show that quadratic area is sufficient for RAC,
drawings of NIC-planar graphs. We prove the following.

Theorem 3. Any n-vertex NIC-plane graph (G, &) admits a NIC-planar RAC
drawing that respects £ and lies on a grid of size O(n) x O(n). The drawing can
be computed in O(n) time.

Preprocessing. Our algorithm gets an n-vertex NIC-plane graph (G, £) as input.
We first aim to make (G, &) biconnected and planar so that we can draw it
using the algorithm by Harel and Sardas [11]. Around each crossing in &, we
insert up to four dummy edges to obtain empty kites. A kite is a K4 that is
embedded such that (i) every vertex lies on the boundary of the outer face,
and (ii) there is exactly one crossing, which does not lie on the boundary of
the outer face. A kite K as a subgraph of a graph H is said to be empty if
there is no edge of H\K that is on an inner face of K or crosses edges of K.
Inserting a dummy edge could create a pair of parallel edges. If this happens,
we subdivide the original edge participating in this pair by a dummy vertex
(see the transition from Fig.3a — b). Note that we never create parallel dummy
edges since G is NIC-planar. After this, we remove both crossing edges from each
empty kite and obtain empty quadrangles (see Fig. 3c). We store each such empty
quadrangle in a list Q). At the end of the preprocessing, we make the resulting
plane graph biconnected via, e.g., the algorithm of Hopcroft and Tarjan [12].
Since each empty quadrangle is contained in a biconnected component, no edges
are inserted into it. Let (G',E’) be the resulting plane biconnected graph.
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(a) crossing as it  (b) empty kite and sub-  (¢) empty quad- (d) divided quad-
initially appears divided original edge rangle rangle

Fig. 3. Modifying the crossings and computing the BCO.

Drawing Step. Now, we draw a graph that we obtain from (G’,&’) by first
producing a biconnected canonical ordering (BCO)'. We use the algorithm by
Harel and Sardas [11], which is a generalization of the algorithm of Chrobak
and Payne [5], which in turn is based on the shift algorithm of de Fraysseix
et al. [10]. The algorithm of Harel and Sardas consists of two phases. Given a
plane biconnected graph H, in the first phase a BCO II of the vertices in H
is computed. In the second phase, H is drawn according to I on a grid of size
(2|V(H)|—4) x (JV(H)| —2). Unlike the classical shift algorithm, the algorithm
of Harel and Sardas computes the (biconnected) canonical ordering bottom-up,
which we will exploit here. Let ITj, = (v1,...,vx) be a partial BCO of H after
step k, and let Hy be the plane subgraph of H induced by IT;. We say that a
vertex u is covered by vy if u is on the boundary of the outer face of Hy_1, but
not on that of Hy.

We perform the following additional operations when we compute the
BCO II. Whenever we reach an empty quadrangle ¢ = (a,b,c,d) of the list @ for
the first time, i.e., when the first vertex of ¢g—say a—is added to the BCO, we
insert an edge inside ¢ from a to the vertex opposite a in ¢, that is, to c. We call
the resulting structure a divided quadrangle (see Fig.3d). In two special cases,
we perform further modifications of the graph. They will help us to guarantee
a correct reinsertion of the crossing edges in the next step of the algorithm.
Namely, when we encounter the last vertex vi.st € {b,c,d} of ¢, we distinguish
three cases.

Case 1: v, = ¢ (see Fig.4a). Here, no operations are performed.

Case 2: vlg € {,d}, and the other of {b,d} is covered by ¢ (see Fig. 4b).
We insert a dummy vertex wvghifr, which we call shift vertex, into the current
BCO directly before v, and make it adjacent to a and c. Observe that, if
VUshift 18 the k-th vertex in II , this still yields a valid BCO since vgpiy has two

1 BCOs are a generalization of canonical orderings that assume only biconnectivity
(instead of triconnectivity). In a BCO of a plane graph H, the subgraph Hjy of H
induced by v1, ..., v is connected, the edge viv2 lies on the boundary of the outer
face and all vertices in H — H}, lie within the outer face of Hy. For k > 2, the vertex v
has one or more neighbors in Hy_;. If vx has exactly one neighbor u in Hx_1, then
it has a legal support on the outer face of Hx_1, i.e., in the circular order of adjacent
vertices around u, it follows or precedes a vertex in Hy_1.
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neighbors in IT;_; and is on the outer face of the subgraph induced by IIj,_.
Later, we will remove vgpie, but for now it forces the algorithm of Harel and
Sardas to shift a and ¢ away from each other before v,¢ is added.
Case 3: gt € {b,d}, and neither b nor d is covered by ¢ (see Fig. 4c).

Let {viower} = {b,d} \ viast. We subdivide the edge aviower via a dummy
verteX Udqummy- If @Viower is an original edge of the input graph, this edge
will be bent at vqummy in the final drawing. We insert vqummy into the cur-
rent BCO directly before vjgwer. To obtain a divided quadrangle again, we
insert the dummy edge aviower, Which we will remove before we reinsert
the crossing edges. This will give us some extra space inside the triangle
(@, Vdummy Viower) for a bend point. Inserting vqummy as k-th vertex into T
keeps IT valid since Udummy USes the support edge incident to a that would
have been covered by viower Otherwise. Then, vjower has at least two neighbors
in ﬁk, namely a and vVqummy-

We draw the resulting plane biconnected fi-vertex graph (G, €) according to
its BCO II via the algorithm by Harel and Sardas and obtain a crossing-free
drawing I'. We do not modify the actual drawing phase.

a

(a) Case 1; viast = ¢

€{b,d}

(d) Case 1

Ushift

a

(b) Case 2; viasy = d and b
is covered by ¢

d

C
€{v,d}
e{a,c} Pcross
a

(e) Case 2

d = Vyagt

C
b=

Vlower

a Vdummy

(c) Case 3; viast = d and b is
not covered by ¢

Vdummy
€{b.d} €la,c}

(f) Case 3

Fig. 4. Divided quadrangles produced in the three cases of the drawing step (a)—(c) and
the crossing edges after the reinsertion step (d)—(f) in our algorithm. For orientation,
lines with slope 1 or —1 are dashed violet. (Color figure online)

Postprocessing (Reinserting the Crossing Edges). We refine the underlying grid
of I' by a factor of 2 in both dimensions. Let ¢ = (a, b, ¢, d) be a quadrangle in @,
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where a is the first and viag; the last vertex in I7 among the vertices in ¢. From g,
we first remove the chord edge ac and obtain an empty quadrangle. Then, we
distinguish three cases for reinserting the crossing edges that we removed in the
preprocessing. These are the same cases as in the description of the modified
computation of the BCO before. In this case distinction we omit some lengthy
but straight-forward calculations; see Zink’s master’s thesis [21] for the details.

Case 1: vj,s; = ¢ (see Fig. 4a).
Since c is adjacent to a, b, and d in G, it has the largest y-coordinate among
the vertices in ¢. Assume that y(d) is smaller or equal to y(b) since the other
case is symmetric. An example of a quadrangle in this case before and after
the reinsertion of the crossing edges is given in Fig. 4a and d, respectively. We
will have a crossing point at (z(a),y(d)). To this end, we insert the edge ac
with a bend at e, = (x(a),y(d)+1) and we insert the edge bd with a bend at
epd = (z(a) +1,y(d)). Clearly the crossing is at a right angle. Observe that g
is convex since c is the last drawn vertex of ¢ and ¢ is adjacent to b, a, and d
in this circular order in the embedding and observe that both bend points lie
inside q. Therefore, it follows that both crossing edges lie completely inside q.

Case 2: vjg € {b,d}, and the other of {b, d} is covered by ¢ (see Fig. 4b).
Assume that y(d) > y(b); the other case is symmetric. An example of a quad-
rangle in this case before and after the reinsertion of the crossing edges is
given in Fig. 4b and e, respectively. We remove vgpiry in addition to removing
the edge ac. We define the crossing point peross = (Zeross, Yeross) as the inter-
section point of the lines with slope 1 and —1 through ¢ and b, respectively.
The coordinates of this crossing point are Teross = (z(c) —y(c)+x(b) +y(b))/2
and Yeross = (—x(c) + y(c¢) + z(b) + y(b))/2. Since we refined the grid
by a factor of 2 in each dimension, the above coordinates are both inte-
gers. We place the two bend points onto the same lines at the closest grid
points that are next to pcross, i-€., we draw the edge ac with a bend point
at €ge = (Teross — 1y Yeross — 1) and we insert the edge bd with a bend point
at epg = (Teross — 1y Yeross + 1). We do not intersect or touch the edge ad
because we shifted a far enough away from ¢ by the extra shift due to vgpi.
Moreover, the points e,. and peross on the line with slope 1 through c are
inside the empty quadrangle g since b is covered by ¢ (then b is below the line
with slope 1 through ¢) and y(b) is at most equal to y(eqc)-

Case 3: vjagt € {b,d}, and neither b nor d is covered by ¢ (see Fig. 4c).
Assume that y(d) > y(b); again, the other case is symmetric. An example of
a quadrangle in this case before and after the reinsertion of the crossing edges
is given in Figs. 4c and f, respectively. Note that the edge ab is a dummy edge,
which we inserted during the computation of I , and next to this edge, there is
the path avqummyb. This path is the former edge ab. We will reinsert the edges
ac and bd such that they cross in (z(c),y(b)). We will bend the edge bd on
the line with slope 1 through ¢ at y = y(b) because from this point we always
“see” d inside ¢. So, we define Tpena = z(c) — Ay with Ay = y(c) — y(b).
First, we remove the dummy edge ab. Second, we insert the edge ac with a
bend point at eq. = (x(c),y(b) — 1). Third, we insert the edge bd with a bend
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point at epq = (Tbend, y(b)). Note that e,. might be below the straight-line
segment ab since a could have been shifted far away from c. However, eq.
cannot be on or below the path avVqummyb because y(vdummy) < Y(€ac) and
the slope of the line segment vgummyb is either greater than 1 or negative.
Therefore, the crossing edges ac and bd lie completely inside the pentagonal
face (@, Yaummy, 0 ¢, d).

Result. After we have reinserted the crossing edges into each quadrangle of @, we
remove all dummy edges and transform the remaining dummy vertices to bend
points. The resulting drawing I" is a RAC; drawing that preserves the embedding
of the NIC-plane input graph (G, €). In Appendix A (p. 15), we bound the size
of the grid that our drawings need, as follows.

Lemma 4. FEvery vertex, bend point, and crossing point of the drawing returned
by our algorithm lies on a grid of size at most (16n — 32) x (8n — 16).

The shift algorithm of Harel and Sardas runs in linear time [11]. Also, our
additional operations can be performed in linear time [21]. This proves Theo-
rem 3. We give a full example of a NIC-plane RAC; drawing generated by a
Java implementation of our algorithm in Figs.9 and 10 in Appendix B.

3 1-Planar 2-Bend RAC Drawings in Polynomial Area

In this section we constructively prove the following.

Theorem 5. Any n-vertex 1-plane graph (G, &) admits a 1-planar RACy draw-
ing that respects £ and lies on a grid of size O(n®) x O(n3). The drawing can be
computed in O(n) time.

The idea of our algorithm is to draw a slightly modified, planarized version
of the 1-plane input graph with a variant of the shift algorithm (by Harel and
Sardas [11]) and then “manually” redraw the crossing edges so that they cross at
right angles and have at most two bends each. The difficulty is to find grid points
for the bend points and the crossings so that the redrawn edges do not touch or
cross the surrounding edges drawn by the shift algorithm. To this end, we refine
our grid and place the middle part of each crossing edge onto a horizontal or
vertical grid line so that the edge crossings are at right angles.

Preprocessing. Our algorithm gets an n-vertex 1l-plane graph (G, &) as input.
First, we planarize G by replacing each crossing point by a vertex (see Fig. 5a).
We will refer to them as crossing vertices. Second, we enclose each crossing
vertex by a subdivided kite, which is an empty kite where the four boundary
edges are subdivided by a vertex (see Fig. 5b). We use subdivided kites instead
of empty kites to maintain the embedding and to avoid adding parallel edges.
Third, we make the graph biconnected using, e.g., the algorithm of Hopcroft and
Tarjan [12]. Note that we do not insert edges into inner faces of subdivided kites
because all vertices and edges of a subdivided kite are in the same biconnected
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(a) Planarized crossing where the crossing  (b) Enclosing the crossing vertex ¢ by a
point became a crossing vertex c. subdivided kite.

Fig.5. A crossing point is replaced by a crossing vertex ¢ and we insert four 2-paths
of two dummy edges and a dummy vertex to induce a subdivided kite at each crossing.
The vertices di1, d2, ds, and d4 are the dummy vertices of these 2-paths.

component. After these three steps, we have a biconnected plane graph (G’ £’).
We draw (G',£’) using the algorithm of Harel and Sardas [11]. This algorithm
returns a crossing-free straight-line drawing I'” of (G’, "), whose vertices lie on
a grid of size (2n’ —4) x (n’ — 2), where n’ is the number of vertices of G’.

Assignment of Edges to Axis-Parallel Half-Lines. For each crossing vertex ¢ there
are four incident edges in G’. They correspond to two edges of G. Consider the
circular order around c¢ in (G’,&’). The first and the third edge incident to ¢
correspond to one edge in (G, £); symmetrically, the second and fourth incident
edge correspond to one edge. To obtain a RAC drawing from this, we redraw
each of the four edges around c. Consider an edge ac from a vertex a of the
subdivided kite to the crossing vertex c. This edge is then redrawn with a bend
point b that lies on an axis-parallel line through c. For an example how a crossing
in I is replaced by a RAC crossing, see the transition from Fig. 8a to f. In order
to obtain a right-angle crossing, we bijectively assign the four incident edges
to the four axis-parallel half-lines originating in c¢. We call such a mapping an
assignment. We do not take an arbitrary assignment, but take care to avoid
extra crossings with edges that are redrawn or previously drawn. We call an
assignment A valid if there is a way to redraw each edge e with one bend so that
the bend point of e lies on the half-line A(e) and the resulting drawing is plane.

To ensure that our valid assignment can be realized on a small grid, we
introduce further criteria. We say that an edge e; depends on another edge e
with respect to an assignment A if es lies in the angular sector between e; and
the half-line A(e;). In Fig. 6a, for example, the edge es depends on e4 and eq
depends on e, but e; and e4 do not depend on any edge. We call edges (such
as e; and e4) that do not depend on other edges independent. We define the
dependency depth of an assignment to be the largest integer k¥ with 0 < k < 3
such that there is a chain of k+1 edges ej, ea, ..., ex+1 incident to ¢ such that e;
depends on ey and ... and e; depends on eg;1, but there is no such chain of
k + 2 edges. For example, in Fig. 6a, b, and c, the assignment has a dependency
depth of 1, whereas in Fig.6d, the assignment has a dependency depth of 0.
Showing that there is a valid assignment of dependency depth at most 1 will
imply the existence of an appropriate set of grid points for the bend points as
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formalized in Lemmas 7 and 8. In fact, as we will see in the discussion below, if we
could avoid dependencies, our drawing would fit on a grid of size O(n?) x O(n?).
Unfortunately, with our current approach this seems to be unavoidable.

We now construct an assignment that we will show in Lemma 6 to be valid
and to have dependency depth at most 1. The four cases of our assignment are
given in order of priority. Note that, in Cases 1 and 2, our assignment always
contains dependencies; see Fig. 6a and b. Note further that it is enough to specify
the assignment of one edge; the remaining assignment is determined since the
circular orders of the edges and the assigned half-lines must be the same.

he e/ e ha
€3
€3 N
q 5h3
(a) Case 1: ¢ con- (b) Case 2: ¢ con- (c) Case 3: ¢ con- (d) Case 4: One edge
tains four edges. tains three edges. tains two edges. per quadrant.

hy: e

hs:
(e) Case 1. (f) Case 2. (g) Case 3. (h) Case 4.

Fig. 6. The four cases of our assignment procedure: (a)—(d) indicate the assignment
with orange arrows and show that the dependency depth is always at most 1, (e)—(f)
show that the assignment is valid; the radius of the light blue disk is e.

Case 1: There is a quadrant ¢ that contains all four incident edges; see Fig. 6a.
Take the two “inner” edges in ¢ and assign them to the two half-lines that
bound ¢, while keeping the circular order.

Case 2: There is a quadrant ¢ that contains three incident edges; see Fig. 6b.
Consider the edge outside ¢, say e, and assign it to the closest half-line h;
that does not bound gq.

Case 3: There is a quadrant ¢ that contains two incident edges; see Fig. 6¢.
Assign the incident edges in ¢ to their closest half-lines.

Case 4: Each quadrant contains exactly one incident edge; see Fig. 6d.

Assign each edge to its closest half-line in counter-clockwise direction.

See also Appendix C, where we prove the following lemma on p. 16.

Lemma 6. Our assignment procedure returns a valid assignment with depen-
dency depth at most 1.
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Note that Lemma 6 already gives us a RAC, drawing of the input graph,
but in order to get a (good) bound on the grid size of the drawing, we have to
place the bend points on a grid that is as coarse as possible, but still fine enough
to provide us with grid points where we need them: on the half-lines emanating
from the crossing vertices. This is what the remainder of this section is about.

a

(a) available polygon (b) triangle for valid edge placement given points p and ¢

Fig. 7. Example of an available polygon in which we determine the points p and ¢ and
with them the triangle for valid edge placement and the line segment gc.

Placement of Bend Points on the Grid. In I'', we have a drawing of a subdivided
kite for every crossing in the 1-plane input graph. It is an octagon with a central
crossing vertex ¢ of degree four in its interior. For an example, see Fig.8a. We
will redraw the straight-line edges between ¢ and its four adjacent vertices as
1-bend edges according to the assignment A computed in the previous step. The
segment of such a 1-bend edge ac that ends at ¢ will lie on the axis-parallel
half-line A(ac). If we pair and concatenate the 1-bend edges that enter ¢ from
opposite sides, we obtain two 2-bend edges and a right-angle crossing in c; see
Fig. 8f. It remains to show how the bend points for the edges are placed on the
grid. We proceed as follows.

First, we determine for each edge ac incident to a crossing vertex c the
available region into which we can redraw ac with a bend b on A(ac). The region
between @c and the half-line A(ac) inside the subdivided kite defines an available
polygon. Examples of such an available polygon are given in Figs.7a and 8b.
Note that the available polygons might overlap (as they do once in Fig.8b).
Observe that there is only a triangle inside each available polygon in which the
new line segment ab can be placed. Such a triangle for valid edge placement is
determined by a, ¢ and a corner point p of the available polygon. The point p
is the corner point (excluding a and c¢) for which the angle between a¢ and
ap inside the available polygon is the smallest. These triangles for valid edge
placement are depicted in Figs. 7b and 8c. Again, they might overlap. Observe
that in such a triangle, the angle at a cannot become arbitrarily small because
every determining point lies on a grid point. Let ¢ be the intersection point of
the line through @p and the half-line A(ac). One can see g as the projection of p
onto A(ac) seen from a. Note that we have a degenerated case if a € A(ac). Then,
the available polygon has no area and equals the line segment @c. In this case let
a = p = q. Moreover, note that p can be equal to ¢ because the intersection of
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(a) A subdivided kite. The (b) Available polygons for (c) Triangles for valid edge
assignment of edges to half- each pair of edge and as- placement.
lines is indicated by arrows. signed half-line.

as as

a2

(d) After the insertion of (e) Available polygon and (f) Result after the inser-
the bend points of the three triangle for valid edge place- tion of the bend point b.
independent edges. ment for the edge azc which

depends on a;c.

Fig. 8. Transformation from a planarized crossing to a RACs crossing.

A(ac) and an edge of the subdivided kite is also a corner point of the available
polygon. This is the only case where p may not be a grid point.

We will place the bend point b onto the line segment g¢, but observe that
the triangles for valid edge placement of two edges e; and e; might overlap if e;
depends on ey in A. To solve this, we first draw the independent edges, then
recompute the available polygons and the triangles for valid edge placement for
the other edges, and finally draw those edges. Remember that our assignment
procedure returns only assignments with dependency depth at most 1. Let I
be drawn on a grid of size n x n. We refine the grid by a factor of 7 in each
dimension. The next step in our algorithm relies on the following lemma (which
we prove in Appendix C, p. 19).

An important tool in our analysis will be the so-called Farey sequence [20]
of order n — 1, which is the sequence of all reduced fractions from 0 to 1 with
numerator and denominator being positive integers bounded by n — 1.

Lemma 7. For any independent edge ac, the interior of the line segment qc
contains at least one grid point of the refined 72 x 72 grid.

Using Lemma 7, we pick for each independent edge any grid point of g¢, place
a bend point b on it, and replace the segment ac by the two segments ab and bc.
In Fig. 8c, the edges a;c, asc, and a4c are independent, but asc depends on a;c.
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We again refine the grid by a factor of nn in each dimension. The grid size is
now 723 x 2. For the remaining edges incident to a crossing vertex c, we compute
new available polygons and triangles for valid edge placement since we need to
take the 1-bend edges into account that were inserted in the previous step. Now
the following lemma (proved in Appendix C, p. 22) yields grid points for the
bend points of the remaining edges.

Lemma 8. After having redrawn the independent edges, the interior of the line
segment qc of each edge depending on an independent edge contains at least one
grid point of the refined 73 x 73 grid.

For each remaining edge incident to a crossing vertex ¢ we pick any grid point
of its line segment gc and place a bend point b on it. Again, we replace ac by
the two line segments ab and be.

Result. Finally, we remove the dummy edges and dummy vertices that bound the
subdivided kites and interpret the crossing vertices as crossing points. We return
the resulting RACy drawing I'. It is drawn on a grid of size (8n/® — 48n'? +
961’ — 64) x (4n'3 — 24n'? +48n’ — 32), where n’ is the number n of vertices of G
plus 5 times the number of crossings cr(€) in €. Note that cr(€) < n — 2 for
1-plane graphs [6]. If we ignore the bend points, the drawing is on a grid of size
(2n' —4) x (n’ — 2), i.e., its size is quadratic. Again, the algorithm by Harel and
Sardas [11] and our modification run in linear time. Therefore, we conclude the
correctness of Theorem 5.

4 Conclusion and Open Questions

We have shown that any n-vertex NIC-plane graph admits a RACP*Y drawing
in O(n?) area and that any n-vertex 1-plane graph admits a RACISOly drawing
in O(n%) area. We have also shown how to adjust two existing algorithms for
drawing certain 1-planar graphs such that their embedding is preserved. More
precisely, we have proved that any 1-plane graph admits a RAC; drawing. This
answers an open question explicitly asked by the authors of the original algo-
rithm [2]. We have also proved that any straight-line drawable IC-plane graph
admits a RACy drawing, where the original algorithm did not necessarily pre-
serve the embedding [3]. The diagram in Fig. 2 leaves some open questions. Does
any 1-planar graph admit a RACII’Oly drawing? Can we draw any graph in RACy
with only right-angle crossings in polynomial area when we allow one or two
bends per edge? What is the relationship between RAC; and RACEOly? Can we
compute RACS®Y drawings of 1-plane graphs in o(n®) area?
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Abstract. We show that the 1l-planar slope number of 3-connected
cubic 1-planar graphs is at most 4 when edges are drawn as polygonal
curves with at most 1 bend each. This bound is obtained by drawings
whose vertex and crossing resolution is at least /4. On the other hand,
if the embedding is fixed, then there is a 3-connected cubic 1-planar
graph that needs 3 slopes when drawn with at most 1 bend per edge. We
also show that 2 slopes always suffice for 1-planar drawings of subcubic
1-planar graphs with at most 2 bends per edge. This bound is obtained
with vertex resolution 7/2 and the drawing is RAC (crossing resolution
7 /2). Finally, we prove lower bounds for the slope number of straight-line
1-planar drawings in terms of number of vertices and maximum degree.

1 Introduction

A graph is 1-planar if it can be drawn in the plane such that each edge is crossed
at most once. The notion of 1-planarity naturally extends planarity and received
considerable attention since its first introduction by Ringel in 1965 [33], as wit-
nessed by recent surveys [14,27]. Despite the efforts made in the study of 1-planar
graphs, only few results are known concerning their geometric representations
(see, e.g., [1,4,7,11]). In this paper, we study the existence of 1-planar drawings
that simultaneously satisfy the following properties: edges are polylines using
few bends and few distinct slopes for their segments, edge crossings occur at
large angles, and pairs of edges incident to the same vertex form large angles.
For example, Fig. 1d shows a 1-bend drawing of a 1-planar graph (i.e., a drawing
in which each edge is a polyline with at most one bend) using 4 distinct slopes,
such that edge crossings form angles at least 7/4, and the angles formed by edges
incident to the same vertex are at least 7/4. In what follows, we briefly recall
known results concerning the problems of computing polyline drawings with few
bends and few slopes or with few bends and large angles.

Related Work. The k-bend (planar) slope number of a (planar) graph G with
maximum vertex degree A is the minimum number of distinct edge slopes needed
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to compute a (planar) drawing of G such that each edge is a polyline with at
most k bends. When k = 0, this parameter is simply known as the (planar) slope
number of G. Clearly, if G has maximum vertex degree A, at least [A/2] slopes
are needed for any k. While there exist non-planar graphs with A > 5 whose
slope number is unbounded with respect to A [3,32], Keszegh et al. [24] proved
that the planar slope number is bounded by 29(4). Several authors improved
this bound for subfamilies of planar graphs (see, e.g., [21,26,28]).

Concerning k-bend drawings, Angelini et al. [2] proved that the 1-bend planar
slope number is at most A — 1, while Keszegh et al. [24] proved that the 2-
bend planar slope number is [A/2] (which is tight). Special attention has been
paid in the literature to the slope number of (sub)cubic graphs, i.e., graphs
having vertex degree (at most) 3. Mukkamala and Palvolgyi showed that the four
slopes {0, §, 5, ?jf} suffice for every cubic graph [31]. For planar graphs, Kant
and independently Dujmovié¢ et al. proved that cubic 3-connected planar graphs
have planar slope number 3 disregarding the slopes of three edges on the outer
face [15,22], while Di Giacomo et al. [13] proved that the planar slope number
of subcubic planar graphs is 4. We also remark that the slope number problem
is related to orthogonal drawings, which are planar and with slopes {0, Z} [16],
and with octilinear drawings, which are planar and with slopes {0, §, 7, I } [5].
All planar graphs with A < 4 (except the octahedron) admit 2-bend orthogonal
drawings [6,29], and planar graphs admit octilinear drawings without bends if
A < 3[13,22], with 1 bend if A <5 [5], and with 2 bends if A < 8 [24].

Of particular interest for us is the k-bend 1-planar slope number of 1-planar
graphs, i.e., the minimum number of distinct edge slopes needed to compute a
1-planar drawing of a 1-planar graph such that each edge is a polyline with at
most k& > 0 bends. Di Giacomo et al. [12] proved an O(A) upper bound for the
1-planar slope number (k = 0) of outer 1-planar graphs, i.e., graphs that can be
drawn 1-planar with all vertices on the external boundary.

Finally, the vertex resolution and the crossing resolution of a drawing are
defined as the minimum angle between two consecutive segments incident to
the same vertex or crossing, respectively (see, e.g., [17,20,30]). A drawing is
RAC (right-angle crossing) if its crossing resolution is 7/2. Eades and Liotta
proved that 1-planar graphs may not have straight-line RAC drawings [18], while
Chaplick et al. [8] and Bekos et al. [4] proved that every l-planar graph has a
1-bend RAC drawing that preserves the embedding.

Our Contribution. We prove upper and lower bounds on the k-bend 1-planar
slope number of 1-planar graphs, when k € {0, 1,2}. Our results are based on
techniques that lead to drawings with large vertex and crossing resolution.

In Sect. 3, we prove that every 3-connected cubic 1-planar graph admits a
1-bend 1-planar drawing that uses at most 4 distinct slopes and has both vertex
and crossing resolution 7/4. In Sect.4, we show that every subcubic 1-planar
graph admits a 2-bend 1-planar drawing that uses at most 2 distinct slopes and
has both vertex and crossing resolution 7/2. These bounds on the number of
slopes and on the vertex/crossing resolution are clearly worst-case optimal. In
Sect. 5.1, we give a 3-connected cubic 1-plane graph for which any embedding-
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preserving 1-bend drawing uses at least 3 distinct slopes. The lower bound holds
even if we are allowed to change the outer face. In Sect.5.2, we present 2-
connected subcubic 1-plane graphs with n vertices such that any embedding-
preserving straight-line drawing uses 2(n) distinct slopes, and 3-connected 1-
plane graphs with maximum degree A > 3 such that any embedding-preserving
straight-line drawing uses at least 9(A — 1) distinct slopes, which implies that
at least 18 slopes are needed if A = 3.
Preliminaries can be found in Sect. 2, while open problems are in Sect. 6.

2 Preliminaries

We only consider simple graphs with neither self-loops nor multiple edges. A
drawing I' of a graph G maps each vertex of G to a point of the plane and each
edge to a simple open Jordan curve between its endpoints. We always refer to
simple drawings where two edges can share at most one point, which is either
a common endpoint or a proper intersection. A drawing divides the plane into
topologically connected regions, called faces; the infinite region is called the outer
face. For a planar (i.e., crossing-free) drawing, the boundary of a face consists
of vertices and edges, while for a non-planar drawing the boundary of a face
may also contain crossings and parts of edges. An embedding of a graph G is
an equivalence class of drawings of G that define the same set of faces and the
same outer face. A (1-)plane graph is a graph with a fixed (1-)planar embedding.
Given a 1-plane graph G, the planarization G* of G is the plane graph obtained
by replacing each crossing of G with a dummy vertez. To avoid confusion, the
vertices of G* that are not dummy are called real. Moreover, we call fragments
the edges of G* that are incident to a dummy vertex. The next lemma will be
used in the following and can be of independent interest, as it extends a similar
result by Fabrici and Madaras [19]. The proof is given in the full version [25].

Lemma 1. Let G = (V, E) be a 1-plane graph and let G* be its planarization.
We can re-embed G such that each edge is still crossed at most once and (i)
no cutvertez of G* is a dummy vertex, and (ii) if G is 3-connected, then G* is
3-connected.

A drawing I' is straight-line if all its edges are mapped to segments, or it
is k-bend if each edge is mapped to a chain of segments with at most k£ > 0
bends. The slope of an edge segment of I" is the slope of the line containing this
segment. For convenience, we measure the slopes by their angle with respect to
the z-axis. Let S = {a, ..., s} be aset of t distinct slopes. The slope number of
a k-bend drawing I" is the number of distinct slopes used for the edge segments
of I'. An edge segment of I" uses the north (N) port (south (S) port) of a vertex v
if it has slope 7/2 and v is its bottommost (topmost) endpoint. We can define
analogously the west (W) and east (E) ports with respect to the slope 0, the
north-west (NW) and south-east (SE) ports with respect to slope 37 /4, and the
south-west (SW) and north-east (NE) ports with respect to slope 7/4. Any such
port is free for v if there is no edge that attaches to v by using it.
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We will use a decomposition technique called canonical ordering [23]. Let
G = (V, E) be a 3-connected plane graph. Let 6 = {Vy,...,Vk} be an ordered
partition of V', that is, Vi U---UVg =V and V;NV; = 0 for i # j. Let G; be the
subgraph of G induced by V; U- - -UV; and denote by C; the outer face of G;. The
partition § is a canonical ordering of G if: (i) V; = {v1, v2}, where v; and v lie on
the outer face of G and (v1,v2) € E. (ii) Vi = {v,}, where v, lies on the outer
face of G, (v1,v,) € E. (iii) Each C; (i > 1) is a cycle containing (vq, v2). (iv)
Each G; is 2-connected and internally 3-connected, that is, removing any two
interior vertices of G; does not disconnect it. (v) For each i € {2,..., K —1}, one
of the following conditions holds: (a) V; is a singleton v® that lies on C; and has
at least one neighbor in G\ G;; (b) V; is a chain {v},...,v{}, both v} and v} have
exactly one neighbor each in C;_1, and vj,...,v} ; have no neighbor in C;_;.
Since G is 3-connected, each vj- has at least one neighbor in G \ G;.

Let v be a vertex in V;, then its neighbors in G;_1 (if G;_; exists) are called
the predecessors of v, while its neighbors in G \ G; (if G;+1 exists) are called
the successors of v. In particular, every singleton has at least two predecessors
and at least one successor, while every vertex in a chain has either zero or one
predecessor and at least one successor. Kant [23] proved that a canonical ordering
of G always exists and can be computed in O(n) time; the technique in [23] is
such that one can arbitrarily choose two adjacent vertices u and w on the outer
face so that u = v; and w = vy in the computed canonical ordering.

An n-vertex planar st-graph G = (V, E) is a plane acyclic directed graph with
a single source s and a single sink ¢, both on the outer face [10]. An st-ordering
of G is a numbering o : V — {1,2,...,n} such that for each edge (u,v) € E, it
holds o(u) < o(v) (thus o(s) =1 and o(t) = n). For an st-graph, an st-ordering
can be computed in O(n) time (see, e.g., [9]) and every biconnected undirected
graph can be oriented to become a planar st-graph (also in linear time).

3 1-Bend Drawings of 3-Connected Cubic 1-Planar
Graphs

Let G be a 3-connected 1-plane cubic graph, and let G* be its planarization.
We can assume that G* is 3-connected (else we can re-embed G by Lemma 1).
We choose as outer face of G a face containing an edge (v, v2) whose vertices
are both real (see Fig.1a). Such a face exists: If G has n vertices, then G* has
fewer than 3n/4 dummy vertices because G is subcubic. Hence we find a face
in G* with more real than dummy vertices and hence with two consecutive real
vertices. Let § = {V1,..., VK } be a canonical ordering of G*, let G; be the graph
obtained by adding the first i sets of § and let C; be the outer face of G;.

Note that a real vertex v of GG; can have at most one successor w in some
set V; with j > i. We call w an L-successor (resp., R-successor) of v if v is the
leftmost (resp., rightmost) neighbor of V; on C;. Similarly, a dummy vertex x
of G; can have at most two successors in some sets V; and V; with [ > j > 1.
In both cases, a vertex v of G; having a successor in some set V; with j > ¢ is
called attachable. We call v L-attachable (resp., R-attachable) if v is attachable
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Vs 1 ?
1 V1
(a) G

(b) 6 (¢) uv-cut (d)

Fig.1. (a) A 3-connected 1l-plane cubic graph G; (b) a canonical ordering ¢ of the
planarization G* of G—the real (dummy) vertices are black points (white squares); (c)
the edges crossed by the dashed line are a uv-cut of G5 with respect to (u, w)—the two
components have a yellow and a blue background, respectively; (d) a 1-bend 1-planar
drawing with 4 slopes of G (Color figure online)

and has no L-successor (resp., R-successor) in G;. We will draw an upward edge
at u with slope /4 (resp., 3w/4) only if it is L-attachable (resp., R-attachable).

Let u and v be two vertices of C;, for i > 1. Denote by P;(u,v) the path of C;
having u and v as endpoints and that does not contain (v1,vs). Vertices u and v
are consecutive if they are both attachable and if P;(u,v) does not contain any
other attachable vertex. Given two consecutive vertices u and v of C; and an
edge e of C;, a uv-cut of G; with respect to e is a set of edges of G; that contains
both e and (vy,v2) and whose removal disconnects G; into two components,
one containing u and one containing v (see Fig. 1c). We say that u and v are
L-consecutive (resp., R-consecutive) if they are consecutive, u lies to the left
(resp., right) of v on C;, and u is L-attachable (resp., R-attachable).

We construct an embedding-preserving drawing I; of G;, for i = 2,... K,
by adding one by one the sets of §. A drawing I'; of G; is valid, if:

P1 Tt uses only slopes in the set {0, 115 %” ;
P2 It is a 1-bend drawing such that the union of any two edge fragments that

correspond to the same edge in G is drawn with (at most) one bend in total.

A valid drawing 'k of G will coincide with the desired drawing of G, after
replacing dummy vertices with crossing points.

Construction of ;. We begin by showing how to draw Gso. We distinguish
two cases, based on whether Vs is a singleton or a chain, as illustrated in Fig. 2.
Construction of I, for 2 < i < K. We now show how to compute a valid
drawing of G, for i = 3,..., K — 1, by incrementally adding the sets of 4.

We aim at constructing a valid drawing I'; that is also stretchable, i.e., that
satisfies the following two more properties; see Fig. 3. These two properties will
be useful to prove Lemma 2, which defines a standard way of stretching a drawing
by lengthening horizontal segments.

P3 The edge (v1,v2) is drawn with two segments s; and sy that meet at a
point p. Segment s; uses the SE port of v; and so uses the SW port of v,.
Also, p is the lowest point of I3, and no other point of I'; is contained by
the two lines that contain s; and ss.
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U2 U1 U? 2
Ih V2 V1 (o5
Vo U2
(a) (b) (c)
Fig. 2. Construction of I>: (a) Vs is a real singleton; Fig. 3. I is stretchable.

(b) V2 is a dummy singleton; (c) V2 is a chain.

P4 For every pair of consecutive vertices u and v of C; with u left of v on Cj,
it holds that (a) If w is L-attachable (resp., v is R-attachable), then the
path P;(u,v) is such that for each vertical segment s on this path there
is a horizontal segment in the subpath before s if s is traversed upwards
when going from u to v (resp., from v to u); (b) if both v and v are real,
then P;(u,v) contains at least one horizontal segment; and (c¢) for every
edge e of P;(u,v) such that e contains a horizontal segment, there exists a
uv-cut of G; with respect to e whose edges all contain a horizontal segment
in I; except for (v1,v2), and such that there exists a y-monotone curve that
passes through all and only such horizontal segments and (vy,vs).

Lemma 2. Suppose that I; is valid and stretchable, and let uw and v be two
consecutive vertices of C;. If u is L-attachable (resp., v is R-attachable), then
it is possible to modify I'; such that any half-line with slope w/4 (resp., 3w/4)
that originates at u (resp., at v) and that intersects the outer face of I'; does not
intersect any edge segment with slope 7/2 of P;(u,v). Also, the modified drawing
is still valid and stretchable.

Proof Sketch. Crossings between such half-lines and vertical segments of P;(u, v)
can be solved by finding suitable uv-cuts and moving everything on the right /left
side of the cut to the right/left. The full proof is given in the full version [25]. O

Let P be a set of ports of a vertex v; the symmetric set of ports P’ of v is
the set of ports obtained by mirroring P at a vertical line through v. We say
that I is attachable if the following two properties also apply.

P5 At any attachable real vertex v of I3, its N, NW, and NE ports are free.

P6 Let v be an attachable dummy vertex of I';. If v has two successors, there are
four possible cases for its two used ports, illustrated with two solid edges in
Fig. 4a—d. If v has only one successor not in I;, there are eight possible cases
for its three used ports, illustrated with two solid edges plus one dashed or
one dotted edge in Fig. 4a—e.

Observe that I, besides being valid, is also stretchable and attachable by
construction (see also Fig. 2). Assume that G;_; admits a valid, stretchable, and
attachable drawing I5_1, for some 2 < i < K — 1; we show how to add the
next set V; of ¢ so to obtain a drawing I; of G; that is valid, stretchable and
attachable. We distinguish between the following cases.
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. » o . ° *
(a) C1 (b) C2 (c) C2 symm. (d) C3 (e) C3 symm.

Fig. 4. Illustration for P6. If v has two successors not in I';, then the edges connecting v
to its two neighbors in I'; are solid. If v has one successor in I;, then the edge between v
and this successor is dashed or dotted.

Case 1. V; is a singleton, i.e., V; = {v'}. Note that if v’ is real, it has two
neighbors on C;_1, while if it is dummy, it can have either two or three neighbors
on C;_1. Let u; and u, be the first and the last neighbor of v*, respectively, when
walking along C;_1 in clockwise direction from v;. We will call w; (resp., u,.) the
leftmost predecessor (resp., rightmost predecessor) of v'.
Case 1.1. Vertex v* is real. Then, u; and u, are its only two neighbors in C;_;.
Each of u; and u,. can be real or dummy. If u; (resp., u,.) is real, we draw (ug, v)
(resp., (u,,v")) with a single segment using the NE port of u; and the SW port
of v® (resp., the NW port of u, and the SE port of v?). If u; is dummy and has
two successors not in I;_1, we distinguish between the cases of Fig.4 as shown
in Fig. 5. The symmetric configuration of C3 is only used for connecting to w,..
If u; is dummy and has one successor not in I;_1, we distinguish between
the various cases of Fig. 4 as indicated in Fig. 6. Observe that C'1 requires a local
reassignment of one port of u;. The edge (u,,v?) is drawn by following a similar
case analysis. Vertex v’ is then placed at the intersection of the lines passing
through the assigned ports, which always intersect by construction. In particular,
the S port is only used when u; has one successor, but the same situation cannot
occur when drawing (u,,v?). Otherwise, there is a path of C;_; from u; via
its successor x on C;_1 to w, via its successor y on C;_1. Note that z = y is
possible but x # w,.. Since the first edge on this path goes from a predecessor
to a successor and the last edge goes from a successor to a predecessor, there
has to be a vertex z without a successor on the path; but then u; and u, are
not consecutive. To avoid crossings between I;_; and the new edges (ul,vi)
and (u,,v"), we apply Lemma 2 to suitably stretch the drawing. In particular,
possible crossings can occur only with vertical edge segments of P;_q(uy,u,),

vt i
N7 u

(a) C1 (b) C2 (c) C2 symm. (d) C3

Fig. 5. A real singleton when u; is dummy with two successors not in I;_1
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U I i X

(a) C1 (b) C1 ) C2 symm.

Fig. 6. Some cases for the addition of a real singleton when wu; is dummy with one
successor not in I;_1

because when walking along P;_1(u;,u,) from wu; to u, we only encounter a
(possibly empty) set of segments with slopes in the range {37/4, 7/2, 0}, followed
by a (possibly empty) set of segments with slopes in the range {7/2,7/4,0}.
Case 1.2. Vertex v* is dummy. By 1-planarity, the two or three neighbors of v’
on C;_p are all real. If v has two neighbors, we draw (u;,v?) and (u,,v?) as
shown in Fig. 7a, while if v¢ has three neighbors, we draw (u;,v*) and (u,.,v*) as
shown in Fig. 7b. Analogous to the previous case, vertex v is placed at the inter-
section of the lines passing through the assigned ports, which always intersect
by construction, and avoiding crossings between I;_; and the new edges (ug, v*)
and (u,,v%) by applying Lemma 2. In particular, if v* has three neighbors on
C;_1, say u;, w, and u,, by P4 there is a horizontal segment between u; and w,
as well as between w and w,.. Thus, Lemma 2 can be applied not only to resolve
crossings, but also to find a suitable point where the two lines with slopes 7 /4
and 37/4 meet along the line with slope /2 that passes through w.
Case 2.V is a chain, i.e., V; = {v},v},...,v/}. We find a point as if we had to
place a vertex v whose leftmost predecessor is the leftmost predecessor of v and
whose rightmost predecessor is the rightmost predecessor of vi. We then draw
the chain slightly below this point by using the same technique used to draw Vs.
Again, Lemma 2 can be applied to resolve possible crossings.

We formally prove the correctness of our algorithm in the full version [25].

Lemma 3. Drawing I'x_1 is valid, stretchable, and attachable.

Construction of I'y. We now show how to add Vg = {v,} to I'k_1 so as to
obtain a valid drawing of Gk, and hence the desired drawing of G after replacing
dummy vertices with crossing points. Recall that (v1,v,) is an edge of G by the
definition of canonical ordering. We distinguish whether v,, is real or dummys;

Ur Uup
(2 Uy

(a) (b)

Fig. 7. Illustration for the addition of a dummy singleton
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Un

Un

U1 U1

(a) vy is dummy (b) vy, is real

Fig. 8. Illustration for the addition of Vi

the two cases are shown in Fig.8. Note that if v, is dummy, its four neighbors
are all real and hence their N, NW, and NE ports are free by P5. If v, is real,
it has three neighbors in I'x_1, v1 is real by construction, and the S port can
be used to attach with a dummy vertex. Finally, since I'x_; is attachable, we
can use Lemma 2 to avoid crossings and to find a suitable point to place v,. A
complete drawing is shown in Fig. 1d.

The theorem follows immediately by the choice of the slopes.

Theorem 1. Every 3-connected cubic 1-planar graph admits a 1-bend 1-planar
drawing with at most 4 distinct slopes and angular and crossing resolution m/4.

4 2-Bend Drawings

Liu et al. [29] presented an algorithm to compute orthogonal drawings for planar
graphs of maximum degree 4 with at most 2 bends per edge (except the octahe-
dron, which requires 3 bends on one edge). We make use of their algorithm for
biconnected graphs. The algorithm chooses two vertices s and ¢ and computes an
st-ordering of the input graph. Let V = {v1,...,v,} with o(v;) =4, 1 <i < n.
Liu et al. now compute an embedding of GG such that v, lies on the outer face
if deg(s) = 4 and v,,—; lies on the outer face if deg(t) = 4; such an embedding
exists for every graph with maximum degree 4 except the octahedron.

The edges around each vertex v;,1 < i < n, are assigned to the four ports
as follows. If v; has only one outgoing edge, it uses the N port; if v; has two
outgoing edges, they use the N and E port; if v; has three outgoing edges, they
use the N, E; and W port; and if v; has four outgoing edges, they use all four
ports. Symmetrically, the incoming edges of v; use the S, W, E, and N port, in
this order. The edge (s, t) (if it exists) is assigned to the W port of both s and ¢.
If deg(s) = 4, the edge (s,v2) is assigned to the S port of s (otherwise the port
remains free); if deg(t) = 4, the edge (¢,v,—1) is assigned to the N port of ¢
(otherwise the port remains free). Note that every vertex except s and t has at
least one incoming and one outgoing edge; hence, the given embedding of the
graph provides a unique assignment of edges to ports. Finally, they place the
vertices bottom-up as prescribed by the st-ordering. The way an edge is drawn
is determined completely by the port assignment, as depicted in Fig. 9.

Let G = (V, E) be a subcubic 1-plane graph. We first re-embed G according
to Lemma 1. Let G* be the planarization of G after the re-embedding. Then, all
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Fig. 9. The shapes to draw edges

cutvertices of G* are real vertices, and since they have maximum degree 3, there
is always a bridge connecting two 2-connected components. Let G1, ..., G be the
2-connected components of G, and let G be the planarization of G;,1 < ¢ < k.
We define the bridge decomposition tree T of G as the graph having a node for
each component G; of G, and an edge (G;, G;), for every pair G;, G; connected
by a bridge in G. We root 7 in G;1. For each component G;,2 < i < k, let u; be
the vertex of G; connected to the parent of G; in 7 by a bridge and let u; be
an arbitrary vertex of G;. We will create a drawing I'; for each component G;
with at most 2 slopes and 2 bends such that u; lies on the outer face.

To this end, we first create a drawing I* of G} with the algorithm of Liu
et al. [29] and then modify the drawing. Throughout the modifications, we will
make sure that the following invariants hold for the drawing I7*.

I1) I’} is a planar orthogonal drawing of G} and edges are drawn as in Fig. 9;

(
(I2) wu; lies on the outer face of I'* and its N port is free;

(I3) every edge is y-monotone from its source to its target;

(I4) every edge with 2 bends is a C-shape, there are no edges with more bends;
(I5) if a C-shape ends in a dummy vertex, it uses only E ports; and

(I6)

if a C-shape starts in a dummy vertex, it uses only W ports.

Lemma 4. Every G} admits a drawing I} that satisfies invariants (11)-(16).

Proof Sketch. We choose t = u; and some real vertex s and use the algorithm
by Liu et al. to draw G;. Since s and ¢ are real, there are no U-shapes. Since no
real vertex can have an outgoing edge at its W port or incoming edge at its E
port, the invariants follow. The full proof is given in the full version [25]. O

We now iteratively remove the C-shapes from the drawing while maintaining
the invariants. We make use of a technique similar to the stretching in Sect. 3. We
lay an orthogonal y-monotone curve S through our drawing that intersects no
vertices. Then we stretch the drawing by moving S and all features that lie right
of S to the right, and stretching all points on S to horizontal segments. After
this stretch, in the area between the old and the new position of S, there are
only horizontal segments of edges that are intersected by S. The same operation
can be defined symmetrically for an z-monotone curve that is moved upwards.

Lemma 5. Fvery G; admits an orthogonal 2-bend drawing such that w; lies on
the outer face and its N port is free.
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' 1 u vn—f'lu:‘ v:u

(a) (b) (c)

Fig. 10. Proof of Lemma 5, Case 1

Proof Sketch. We start with a drawing I of G that satisfies invariants (I1)—
(I6), which exists by Lemma 4. By (I2), u; lies on the outer face and its N port is
free. If no dummy vertex in I is incident to a C-shape, by (I4) all edges incident
to dummy vertices are drawn with at most 1 bend, so the resulting drawing I
of G; is an orthogonal 2-bend drawing. Otherwise, there is a C-shape between
a real vertex u and a dummy vertex v. We show how to eliminate this C-shape
without introducing new ones while maintaining all invariants.

We prove the case that (u,v) is directed from u to v, so by (I5) it uses only E
ports; the other case is symmetric. We do a case analysis based on which ports
at u are free. We show one case here and the rest in the full version [25].

Case 1. The N port at u is free; see Fig. 10. Create a curve S as follows: Start
at some point p slightly to the top left of v and extend it downward to infinity.
Extend it from p to the right until it passes the vertical segment of (u,v) and
extend it upwards to infinity. Place the curve close enough to u and (u,v) such
that no vertex or bend point lies between S and the edges of u that lie right next
to it. Then, stretch the drawing by moving S to the right such that u is placed
below the top-right bend point of (u,v). Since S intersected a vertical segment
of (u,v), this changes the edge to be drawn with 4 bends. However, now the
region between u and the second bend point of (u,v) is empty and the N port
of u is free, so we can make an L-shape out of (u,v) that uses the N port at u.
This does not change the drawing style of any edge other than (u,v), so all the
invariants are maintained and the number of C-shapes is reduced by one. O

Finally, we combine the drawings I'; to a drawing I" of G. Recall that every
cutvertex is real and two biconnected components are connected by a bridge.
Let G; be a child of G; in the bridge decomposition tree. We have drawn G
with u; on the outer face and a free N port. Let v; be the neighbor of u; in G;.
We choose one of its free ports, rotate and scale I'; such that it fits into the face
of that port, and connect u; and v; with a vertical or horizontal segment. Doing
this for every biconnected component gives an orthogonal 2-bend drawing of G.

Theorem 2. Fvery subcubic I-plane graph admits a 2-bend 1-planar drawing
with at most 2 distinct slopes and both angular and crossing resolution /2.
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5 Lower Bounds for 1-Plane Graphs

5.1 1-Bend Drawings of Subcubic Graphs

Theorem 3. There exists a subcubic 3-connected 1-plane graph such that any
embedding-preserving 1-bend drawing uses at least 3 distinct slopes. The lower
bound holds even if we are allowed to change the outer face.

Proof. Let G be the K4 with a planar embedding. The outer face is a 3-cycle,
which has to be drawn as a polygon IT with at least four (nonreflex) corners.
Since we allow only one bend per edge, one of the corners of IT has to be a vertex
of G. The vertex in the interior has to connect to this corner, however, all of its
free ports lie on the outside. Thus, no drawing of G is possible. O

5.2 Straight-Line Drawings
The full proofs for this section are given in the full version [25].

Theorem 4. There exist 2-reqular 2-connected 1-plane graphs with n vertices
such that any embedding-preserving straight-line drawing uses (2(n) distinct
slopes.

Proof Sketch. Let Gy be the graph given by the cycleay ..., agy1,bky1,---,01,01
and the embedding shown in Fig. 11a. Walking along the path ay,...,ax+1, we
find that the slope has to increase at every step. a

Lemma 6. There exist 3-reqular 3-connected I1-plane graphs such that any
embedding-preserving straight-line drawing uses at least 18 distinct slopes.

Proof Sketch. Consider the graph depicted in Fig. 11b. We find that the slopes of
the edges (a;, b;), (ai,ci), (¢i,d;), (¢iyei), (ei,d;), (€;,a;4+1) have to be increasing
in this order for every i = 1,2, 3. a

Theorem 5. There exist 3-connected 1-plane graphs such that any embedding-
preserving straight-line drawing uses at least 9(A — 1) distinct slopes.

(a) Theorem 4 (b) Lemma 6 (¢) Theorem 5

Fig. 11. The constructions for the results of Sect. 5
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Proof Sketch. Consider the graph depicted in Fig. 11c. The degree of a;, ¢;, and ¢;
is A. We repeat the proof of Lemma 6, but observe that the slopes of the 9(A—3)
added edges lie between the slopes of (a;, b;), (a;, ¢;), (¢i,€;), and (e;,a;41). O

6 Open Problems

The research in this paper gives rise to interesting questions, among them: (1)
Is it possible to extend Theorem 1 to all subcubic 1-planar graphs? (2) Can we
drop the embedding-preserving condition from Theorem 3?7 (3) Is the 1-planar
slope number of 1-planar graphs bounded by a function of the maximum degree?
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Abstract. This paper addresses the following basic question: given two
layouts of the same graph, which one is more aesthetically pleasing?
We propose a neural network-based discriminator model trained on a
labeled dataset that decides which of two layouts has a higher aesthetic
quality. The feature vectors used as inputs to the model are based on
known graph drawing quality metrics, classical statistics, information-
theoretical quantities, and two-point statistics inspired by methods of
condensed matter physics. The large corpus of layout pairs used for
training and testing is constructed using force-directed drawing algo-
rithms and the layouts that naturally stem from the process of graph
generation. It is further extended using data augmentation techniques.
Our model demonstrates a mean prediction accuracy of 96.48%, outper-
forming discriminators based on stress and on the linear combination of
popular quality metrics by a small but statistically significant margin.
The full version of the paper including the appendix with additional
illustrations is available at https://arxiv.org/abs/1809.01017.

Keywords: Graph drawing - Graph drawing aesthetics
Machine learning - Neural networks - Graph drawing syndromes

1 Introduction

What makes a drawing of a graph aesthetically pleasing? This admittedly vague
question is central to the field of Graph Drawing which has over its history
suggested numerous answers. Borrowing ideas from Mathematics, Physics, Arts,
etc., many researchers have tried to formalize the elusive concept of aesthetics.

In particular, dozens of formulas collectively known as drawing aesthetics
(or, more precisely, quality metrics [6]) have been proposed that attempt to
capture in a single number how beautiful, readable and clear a drawing of an
abstract graph is. Of those, simple metrics such as the number of edge crossings,
minimum crossing angle, vertex distribution or angular resolution parameters,
are obviously incapable per se of providing the ultimate aesthetic statement.
© Springer Nature Switzerland AG 2018
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Advanced metrics may represent, for example, the energy of a corresponding
system of physical bodies [5,9]. This approach underlies many popular graph
drawing algorithms [39] and often leads to pleasing results in practice. However,
it is known that low values of energy or stress do not always correspond to the
highest degree of symmetry [43] which is an important aesthetic criterion [30].

Another direction of research aims to narrow the scope of the original ques-
tion to specific application domains, focusing on the purpose of a drawing or pos-
sible user actions it may facilitate (tasks). The target parameters — readability
and the clarity of representation — may be assessed via user performance studies.
However, even in this case such aesthetic notions as symmetry still remain impor-
tant [30]. In general, aesthetically pleasing designs are known to positively affect
the apparent and the actual usability [25,41] of interfaces and induce positive
mental states of users, enhancing their problem-solving abilities [8].

In this work, we offer an alternative perspective on the aesthetics of graph
drawings. First, we address a slightly modified question: “Of two given drawings
of the same graph, which one is more aesthetically pleasing?”. With that, we
implicitly admit that “the ultimate” quality metric may not exist and one can
hope for at most a (partial) ordering. Instead of a metric, we therefore search for
a binary discriminator function of graph drawings. As limited as it is, it could be
useful for practical applications such as picking the best answer out of outputs
of several drawing algorithms or resolving local minima in layout optimization.

Second, like Huang et al. [13], we believe that by combining multiple met-
rics computed for each drawing, one has a better chance of capturing complex
aesthetic properties. We thus also consider a “meta-algorithm” that aggregates
several “input” metrics into a single value. However, unlike the recipe by Huang
et al., we do not specify the form of this combination a priori but let an artifi-
cial neural network “learn” it based on a sample of labeled training data. In the
recent years, machine learning techniques have proven useful in such aesthetics-
related tasks as assessing the appeal of 3D shapes [4] or cropping photos [24].
Our network architecture is based on a so-called Siamese neural network [3] — a
generic model specifically designed for binary functions of same-kind inputs.

Finally, we acknowledge that any simple or complex input metric may become
crucial to the answer in some cases that are hard to predict a priori. We there-
fore implement as many input metrics as we can and relegate their ranking to
the model. In addition to those known from the literature, we implement a few
novel metrics inspired by statistical tools used in Condensed Matter Physics
and Crystallography, which we expect to be helpful in capturing the symmetry,
balance, and salient structures in large graphs. These metrics are based on so-
called syndromes — variable-size multi-sets of numbers computed for a graph or
its drawing (e.g. vertex coordinates or pairwise distances). In order to reduce
these heterogeneous multi-sets to a fixed-size feature vector (input to the dis-
criminator model), we perform a feature extraction process which may involve
steps such as creating histograms or performing regressions.

In our experiments, our discriminator model outperforms the known (metric-
based) algorithms and achieves an average accuracy of 96.48% when identifying
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the “better” graph drawing out of a pair. The project source code including the
data generation procedure is available online [20].

The remainder of this paper is structured as follows. In Sect.2 we briefly
overview the state-of-the-art in quantifying graph layout aesthetics. Section 4
discusses the used syndromes of aesthetic quality, Sect. 5 feature extraction, and
Sect. 6 the discriminator model. The dataset used in our experiments is described
in Sect. 7. The results and the comparisons with the known metrics are presented
in Sect. 8. Section 9 finalizes the paper and provides an outlook for future work.

2 Related Work

According to empirical studies, graph drawings that maximize one or several
quality metrics are more aethetically pleasing and easier to read [12,13,28,31,42].
For instance, in their seminal work, Purchase et al. have established [30] that
higher numbers of edge crossings and bends as well as lower levels of symmetry
negatively influence user performance in graph reading tasks.

Many graph drawing algorithms attempt to optimize multiple quality met-
rics. As one way to combine them, Huang et al. [13] have used a weighted sum
of “simple” metrics, effects of their interactions (see Purchase [29] or Huang and
Huang [16]), and error terms to account for possible measurement errors.

In another work, Huang et al. [15] have empirically demonstrated that their
“aggregate” metric is sensitive to quality changes and is correlated with the
human performance in graph comprehension tasks. They have also noticed that
the dependence of aesthetic quality on input quality metrics can be non-linear
(e.g. a quadratic relationship better describes the interplay between crossing
angles and drawing quality [14]). Our work extends this idea as we allow for
arbitrary non-linear dependencies implemented by an artificial neural network.

In evolutionary graph drawing approaches, several techniques have been sug-
gested to “train” a fitness function' from the user’s responses as a composition
of several known quality metrics. Masui [23] modeled the fitness function as a
linear combination in which the weights are obtained via genetic programming
from the pairs of “good” and “bad” layouts provided by users. The so-called
co-evolution was used by Barbosa and Barreto [1] to evolve the weights of the
fitness function in parallel with a drawing population in order to match the
ranking made by users. Spénemann and others [37] suggested two alternative
techniques. In the first one, the user directly chooses the weights with a slider.
In the second, they select good layouts from the current population and the
weights are adjusted according to the selection. Rosete-Suarez [32] determined
the relative importance of individual quality metrics based on user inputs. Sev-
eral machine learning-based approaches to graph drawing are described by dos
Santos Vieira et al. [33]. Recently, Kwon et al. [22] presented a novel work on
topological similarity of graphs. Their goal was to avoid expensive computations
of graph layouts and their quality measures. The resulting system was able to
sketch a graph in different layouts and estimate corresponding quality measures.

1 Objective function in genetic algorithms that summarizes optimization goals.
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3 Definitions

In this paper we consider general simple graphs G = (V, E) where V = V(G)
and E = E(G) are the vertex and edge sets of G with |V| =n and |E| =m. A
drawing or layout of a graph is its graphical representation where vertices are
drawn as points or small circles, and the edges as straight line segments. Vertex
positions in a drawing are denoted by p* = (p¥,p5)T for k = 1,...,n and their
set P = {p*}7_,. Furthermore, we use dist(u, v) to denote the graph-theoretical
distance — the length of the shortest path between vertices u and v in G — and
dist(u, v) for the Euclidean distance between u and v in the drawing I'(G).

4 Quality Syndromes of Graph Layouts

A quality syndrome of a layout I" is a multi-set of numbers sharing an interpreta-
tion that are known or suspected to correlate with the aesthetic quality (e.g. all
pairwise angles between incident edges in I"). In the following we describe several
syndromes (implemented in our code) inspired by popular quality metrics and
common statistical tools. The list is by no means exhaustive, nor do we claim
syndromes below as necessary or independent. Our model accepts any combina-
tion of syndromes; better choices remain to be systematically investigated.

PRINVEC1 and PRINVEC2. The two principal axes of the set P. If we define a
covariance matrix C' = {¢;;}, ¢ij = %22:1 (pF — ]Ti)(p;? -7j)), 4,5 € {1,2},
where p; = %Zzzl pk are the mean values over each dimension, then
PRINVEC1 and PRINVEC2 will be its eigenvectors.

PRINCOMP1 and PRINCOMP2. Projections of vertex positions onto v; = PRINVEC1
and vy = PRINVEC2, that is, {((p’ —To) ,i) iy for i € {1,2} where ()
denotes the scalar product.

ANGULAR. Let A(v) denote the sequence of edges incident to a vertex v, appearing
in a clockwise order around it in I'. Let a(e;, e;) denote the clockwise angle
between edges e; and e; incident to the same vertex. This syndrome is then
defined as U,y (g){(ei, €;) : €5, €; are consecutive in A(v)}.

EDGE_LENGTH. U, ,)ep(c) {distr(u,v)} is the set of edge lengths in I".

RDF_GLOBAL. |, ev (g {distr(u,v)} contains distances between all vertices in
the drawing. The concept of a radial distribution function (RDF) [7] (the
distribution of RDF_GLOBAL) is borrowed from Statistical Physics and Crys-
tallography and characterizes the regularity of molecular structures. In large
graph layouts it captures regular, periodic and symmetric patterns in the
vertex positions.

RDF_LOCAL(d). U, zyev(c{distr(u,v) « dist(u,v) < d} is the set of distances
between vertices such that the graph-theoretical distance between them is
bounded by d € N. In our implementation, we compute RDF_LOCAL(2?) for
1€{0,...,[logy(D)]} where D is the diameter of G. RDF_LOCAL(d) in a sense
interpolates between EDGE_LENGTH (d = 1) and RDF_GLOBAL (d — 0).
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TENSION. U, pev(q)idistr(u,v)/diste(u,v)} are the ratios of Euclidean and
graph-theoretical distances computed for all vertex pairs. TENSION is moti-
vated by and is related to the well-known stress function [17].

Note that before computing the quality syndromes, we normalize all layouts so
that the center of gravity of V' is at the origin and the mean edge length is fixed
in order to remove the effects of scaling and translation (but not rotation).

5 Feature Vectors

The sizes of quality syndromes are in general graph- and layout-dependent. A
neural network, however, requires a fixed-size input. A collection of syndromes
is condensed to this feature vector via feature extraction. Our approach to this
step relies on several auxiliary definitions. Let S = {z;}!_; be a syndrome with p
entries. By S* we denote the arithmetic mean and by S” the root mean square of
S. We also define a histogram sequence S® = %(Sl, ...,Sg) — normalized counts

in a histogram built over S with 3 bins. The entropy [36] of S” is defined as

&(5°) = —Zlog2(5i)5i- (1)

We expect the entropy, as a measure of disorder, to be related to the aesthetic
quality of a layout and convey important information to the discriminator.
The entropy &(S?) is sensitive to the number of bins 3 (cf. Fig.1). In order
to avoid influencing the results via arbitrary choices of 3, we compute it for § =
8,16,...,512. After that, we perform a linear regression of &(S?) as a function
of log,(f3). Specifically, we find S and S such that 3 5(S log, f+5" —&(99))?
is minimized. The parameters (intercept S™ and slope S?) of this regression no
longer depend on the histogram size and are used as feature vector components.
Figure 1 illustrates that the dependence of &(S”) on log,(f3) is indeed often close
to linear and the regression provides a decent approximation.
A discrete histogram over S can be generalized to a continuous sliding average
P
SF(l‘) = —= i=1 P;('r7xl) )
— oo dy Zi:l F(y7xl)

(2)

A natural choice for the kernel F'(z, y) is the Gaussian F, (z,y) = exp (7 (z—y)* ) .

202

By analogy to Eq. 1, we may now define the differential entropy [36] as

—+o0
P(5F) = — / dz logy(S™ (2)) §% (x). 3)
This entropy via kernel function still depends on parameter o (the filter width).
Computing 2(S%%) for multiple o values as we do for &(S?) is too expensive.
Instead, we have found that using Scott’s Normal Reference Rule [35] as a heuris-
tic to fix o yields satisfactory results, and allows us to define S¢ = 2(S¥7).
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Fig. 1. Entropy € =& (Sﬁ ) computed for histogram sequences S? defined for different
numbers of histogram bins (. Different markers (colors) correspond to several layouts
of a regular grid-like graph, progressively distorted according to the parameter r. The
dependence of £ on log, () is well approximated by a linear function. Both intercept
and slope show a strong correlation with the levels of distortion r. (Color figure online)

Using these definitions, for the most complex syndrome RDF_LOCAL(d) we
introduce RDF_LOCAL — a 30-tuple containing the arithmetic mean, root mean
square and the differential entropy of RDF_LOCAL(2Y) for i € (0,...,9). With
that?, RDF_LOCAL = (RDF_LOCAL(2")", RDF_LOCAL(2%)”, RDF,LUCAL(T’)E)?:O.

Finally, we assemble the 57-dimensional® feature vector for a layout I" as

Flayout(I') = PRINVEC1 U PRINVEC2 U RDF_LOCAL U | J (S*, 57,57, 57)
S

where S ranges over PRINCOMP1, PRINCOMP2, ANGULAR, EDGE_LENGTH, RDF_GLOBAL
and TENSION.

In addition, the discriminator model receives the trivial properties of the under-
lying graph as the second 2-dimensional vector Fyapn(G) = (log(n),log(m)).

6 Discriminator Model

Feature extractors such as those introduced in the previous section reduce an
arbitrary graph G and its arbitrary layout I" to fixed-size vectors Fgraph(G) and

2 Values i < 10 are sufficient as no graph in our dataset has a diameter exceeding 2°.

3 The size is one less than expected from the explanation above because we do not
include the arithmetic mean for EDGE_LENGTH as it is constant (due to the layout
normalization mentioned earlier) and therefore non-informative.
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Flayout(I"). Given a graph G and a pair of its alternative layouts Iy, and I3,
the discriminator function DM receives the feature vectors v, = Flayout({a),
Vy = Flayout ({3) and vg = Farapn(G) and outputs a scalar value

t = DM(vg, vq,vp) € [—1,1]. (4)

The interpretation is as follows: if ¢ < 0, then the model believes that I, is
“prettier” than Iy; if ¢ > 0, then it prefers I'y. Its magnitude |t| encodes the
confidence level of the decision (the higher |¢|, the more solid the answer).

For the implementation of the function DM we have chosen a practically
convenient and flexible model structure known as Siamese neural networks, orig-
inally proposed by Bromley and others [3] that is defined as

DM(vg, vq,vp) = GM(0, — 03, vG) (5)

where o, = SM(v,) and o, = SM(v;). The shared model SM and the global
model GM are implemented as multi-layer neural networks with a simple struc-
ture shown in Fig. 2. The network was implemented using the Keras [18] frame-
work with the TensorFlow [40] library as back-end.

Oy — 0Oy —— -

ut
3

11 13

dense
[¢]
concatenation

[~
Q
dense

(a) (b)

Fig. 2. Structure of the neural networks SM(v) (a) and GM(o, — 05, vc) (b). Shaded
blocks denote standard network layers, and the numbers on the arrows denote the
dimensionality of the respective representations.

The SM network (Fig. 2(a)) consists of two “dense” (fully-connected) layers,
each preceded by a “dropout” layer (discarding 50% and 25% of the signals,
respectively). Dropout is a stochastic regularization technique intended to avoid
overfitting that was first proposed by Srivastava and others [38].

In the GM network (Fig. 2(b)), the graph-related feature vector v¢ is passed
through an auxiliary dense layer, and concatenated with the difference signal
(o4 — op) obtained from the output vectors of SM for the two layouts. The
final dense layer produces the scalar output value. The first and the auxiliary
layers use linear activation functions, the hidden layer uses ReLU [11] and the
final layer hyperbolic tangent activation. Following the standard practice, the
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inputs to the network are normalized by subtracting the mean and dividing by
the standard deviation of the feature computed over the complete dataset.

In total, the DM model has 1066 free parameters, trained via stochastic gra-
dient descent-based optimization of the mean squared error (MSE) loss function.

7 Training and Testing Data

For training, all machine learning methods require datasets representing the
variability of possible inputs. Our DM model needs a dataset containing graphs,
their layouts, and known aesthetic orderings of layout pairs. We have assembled
such a dataset using two types of sources. First, we used the collections of the
well-known graph archives ROME, NORTH and RANDDAG which are published on
graphdrawing.org as well as the NIST’s “Matrix Market” [2].

Second, we have generated random graphs using the algorithms listed below.
As a by-product, some of them produce layouts that stem naturally from the
generation logic. We refer to these as native layouts (see [19] for details).

GRID. Regular n x m grids. Native layouts: regular rectangular grids.

TORUS1. Same as GRID, but the first and the last “rows” are connected to form
a 1-torus (a cylinder). No native layouts.

TORUS2. Same as TORUS1, but also the first and the last “columns” are connected
to form a 2-torus (a doughnut). No native layouts.

LINDENMAYER. Uses a stochastic L-system [27] to derive increasingly complex
graphs by performing random replacements of individual vertices with more
complicated substructures such as an n-ring or an n-clique. Produces a planar
native layout.

QUASI(n)D for n € {3,...,6}. Projection of a primitive cubic lattice in an n-
dimensional space onto a 2-dimensional plane intersecting that space at a
random angle. The native layout follows from the construction.

MOSAIC1. Starts with a regular polygon and randomly divides faces according to
a set of simple rules until the desired graph size is reached. The rules include
adding a vertex connected to all vertices of the face; subdividing each edge
and adding a vertex that connects to each subdivision vertex; subdividing
each edge and connecting them to a cycle. The native layout follows from the
construction.

MOSAIC2. Applies a randomly chosen rule of MOSAIC1 to every face, with the goal
of obtaining more symmetric graphs.

BOTTLE. Constructs a graph as a three-dimensional mesh over a random solid of
revolution. The native layout is an axonometric projection.

For each graph, we have computed force-directed layouts using the FM? [10] and
stress-minimization [17] algorithms. We assume these and native layouts to be
generally aesthetically pleasing and call them all proper layouts of a graph.
Furthermore, we have generated a priori un-pleasing (garbage) layouts as
follows. Given a graph G = (V, E), we generate a random graph G’ = (V' E')
with [V'| = |V]| and |E’| = |E| and compute a force-directed layout for G'.
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The coordinates found for the vertices V'’ are then assigned to V. We call these
“phantom” layouts due to the use of a “phantom” graph G’. We find that phan-
tom layouts look less artificial than purely random layouts when vertex positions
are sampled from a uniform or a normal distribution. This might be due to the
fact that G and G’ have the same density and share some beneficial aspects of
the force-directed method (such as mutual repelling of nodes).

For training and testing of the discriminator model we need a corpus of
labeled pairs — triplets (I, Iy, t) where I, and I', are two different layouts for
the same graph and ¢ € [—1, 1] is a value indicating the relative aesthetic quality
of I, and I},. A negative (positive) value for ¢ expresses that the quality of
I, is superior (inferior) compared to I, and the magnitude of ¢ expresses the
confidence of this prediction. We only use pairs with sufficiently large |¢|.

As manually-labelled data were unavailable, we have fixed the values of ¢
as follows. First, we paired a proper and a garbage layout of a graph. The
assumption is that the former is always more pleasing (i.e. t = +1). Second, in
order to obtain more nuanced layout pairs and to increase the amount of data,
we have employed the well-known technique of data augmentation as follows.

Layout Worsening: Given a proper layout I', we apply a transformation designed
to gradually reduce its aesthetic quality that is modulated by some parameter
r € [0,1], resulting in a transformed layout I'\. By varying the degree r of the
distortion, we may generate a sequence of layouts ordered by their anticipated
aesthetic value: a layout with less distortion is expected to be more pleasing
than a layout with more distortion when starting from a presumably decent
layout. We have implemented the following worsening techniques. PERTURB: add
Gaussian noise to each node’s coordinates. FLIP_NODES: swap coordinates of
randomly selected node pairs. FLIP_EDGES: same as FLIP_NODES but restricted
to connected node pairs. MOVLSQ: apply an affine deformation based on moving
least squares suggested (although for a different purpose) by Schaefer et al. [34].
In essence, all vertices are shifted according to some smoothly varying coordinate

mapping.

Layout Interpolation: As the second data augmentation technique, we linearly
interpolated the positions of corresponding vertices between the proper and
garbage layouts of the same graph. The resulting label ¢ is then proportional
to the difference in the interpolation parameter.

In total, using all the methods described above, we have been able to collect
a database of about 36 000 labeled layout pairs.

8 Ewvaluation

The performance of the discriminator model was evaluated using cross-validation
with 10-fold random subsampling [21]. In each round, 20% of graphs (with all
their layouts) were chosen randomly and were set aside for testing, and the model
was trained using the remaining layout pairs. Of IV labeled pairs used for testing,
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in each round we computed the number N.gect Of pairs for which the model
properly predicted the aesthetic preference, and derived the accuracy (success
rate) A = Neorrect/N. The standard deviation of A over the 10 runs was taken
as the uncertainty of the results. With the average number of test samples of
N = 7415, the eventual success rate was A = (96.48 + 0.85)%.

8.1 Comparison with Other Metrics

In order to assess the relative standing of the suggested method, we have imple-
mented two known aesthetic metrics (stress and the combined metric by Huang
et al. [15]) and evaluated them over the same dataset. The metric values were
trivially converted to the respective discriminator function outputs.

Stress 7 of a layout I' of a simple connected graph G = (V, E) was defined
by Kamada and Kawai [17] as

n—1 n
T() =Y > kij(distr(vi,v;) — Ldista(vi,v;))” , (6)
i=1 j=i+1

where L denotes the desirable edge length and k;; = K/distg(v;,v;)? is the
strength of a “spring” attached to v; and v;. The constant K is irrelevant in the
context of discriminator functions and can be set to any value.

As observed by Welch and Kobourov [43], the numeric value of stress depends
on the layout scale via the constant L in the Eq.6 which complicates compar-
isons. Their suggested solution was for each layout to find L that minimizes 7°
(e.g. using binary search). In our implementation, we applied a similar technique
based on fitting and minimizing a quadratic function to the stress computed at
three scales. We refer to this quantity as STRESS.

The combined metric proposed by Huang et al. [15] (referred to as COMB) is
a weighted average of four simpler quality metrics: the number of edge crossings
(CC), the minimum crossing angle between any two edges in the drawing (CR),
the minimum angle between two adjacent edges (AR), and the standard deviation
computed over all edge lengths (EL).

The average is computed over the so-called z-scores of the above metrics.
Each z-score is found by subtracting the mean and dividing by the standard
deviation of the metric for all layouts of a given graph to be compared with each
other. More formally, let G be a graph and I1,..., I} be its k layouts to be
compared pairwise. Let M (I;) be the value of metric M for I; and pups and oy
be the mean and the standard deviation of M (I5) for i € {1,...,k}. Then

o ML) — pvr
o = (7)
oM
is the z-score for metric M and layout I';. The combined metric then is

COMB(I}) = ) was ). (8)
M
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The weights wjs were found via Nelder-Mead maximization [26] of the prediction
accuracy over the training dataset?.

DISC MODEL
STRESS
COMB

N X N

DISC MODEL
STRESS
COMB

> X N

DISC MODEL
STRESS
COMB

x NN

=

Fig. 3. Examples where our discriminator model (DISC_MODEL) succeeds (V) and the

competing metrics fail (*¥) to predict the answer correctly. In each row, the layout on
the left is expected to be superior compared to the one on the right.

The accuracy of the stress-based and the combined model-based discrimi-
nators is shown in Table1l. In most cases, our model outperforms these algo-
rithms by a comfortable margin. Figure 3 provides examples of mis-predictions.
By inspecting such cases, we notice that STRESS often fails to guess the aesthet-
ics of (almost) planar layouts that contain both very short and very long edges
(such behavior may also be inferred from the definition of STRESS). We observe

4 The obtained weights are: wg. = +0.4803 £ 0.0855, wee = +0.4679 + 0.1069, wer =
—0.0431 + 0.0315, war = —0.0087 £ 0.0072.
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that there are planar graphs, such as nested triangulations, for which this prop-
erty is unavoidable in planar drawings. The mis-predictions of COMB seem to be
due to the high weight of the edge length metric EL. Both STRESS and COMB are
weaker than our model in capturing the absolute symmetry and regularity of
layouts.

Table 1. Accuracy scores for the COMB and STRESS model. The standard deviation in
each column is estimated based on the 5-fold cross-validation (using 20% of data for
testing each time). The “Advantage” column shows the improvement in the accuracy
of our model with respect to the alternative metric.

Metric | Success rate Advantage
STRESS | (93.49 + 0.86)% | (2.99 + 1.01)%

COMB | (92.76 + 1.03)% | (3.71 & 1.22)%

8.2 Significance of Individual Syndromes

In order to estimate the influence of individual syndromes on the final result, we
have tested several modifications of our model. For each syndrome, we considered
the case when the feature vector contained only that syndrome. In the second
case, that syndrome was removed from the original feature vector. The entries
for the omitted features were set to zero. The results are shown in Table 2.

Table 2. Success rates of our discriminator when a syndrome is excluded from the
feature vector, and when the feature vector contains only that a syndrome. Note that
RDF_LOCAL is a family of syndromes that are all included or excluded together. The
apparent paradox of higher success rates when some syndromes are excluded can be
explained by a statistical fluctuation and is well within the listed range of uncertainty.

Property Sole exclusion | Sole inclusion
PRINCOMP1 (96.37 £ 0.84)% | (55.51 £ 6.50)%
PRINCOMP2 (96.20 £ 0.76)% | (61.08 + 5.24)%
EDGE_LENGTH (96.33 +0.59)% | (71.65 + 3.38)%
ANGULAR (96.40 4 0.34)% | (77.79 £ 6.06)%
RDF_GLOBAL (95.92 +0.94)% | (86.37 + 3.43)%
TENSION (96.83 +0.31)% | (89.78 +0.95)%
RDF_LOCAL (90.04 +2.04)% | (94.78 + 1.60)%
Baseline using all properties | (96.48 + 0.85)%

As can be observed, the dominant contribution to the accuracy of the model
is due to the RDF-based properties RDF_LOCAL and RDF_GLOBAL. The exclusion
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of other syndromes does not significantly change the results (they agree within
the estimated uncertainty). However, the sole inclusion of these syndromes still
performs better than random choice. This suggests that there is a considerable
overlap between the aesthetic aspects captured by various syndromes. Further
analysis is needed to identify the nature and the magnitude of these correlations.

9 Conclusion

In this paper we propose a machine learning-based discriminator model that
selects the more aesthetically pleasing drawing from a pair of graph layouts.
Our model picks the “better” layout in more than 96% cases and outperforms
known stress-based and linear combination-based models. To the best of our
knowledge, this is the first application of machine learning methods to this ques-
tion. Previously, such techniques have proven successful in a range of complex
issues involving aesthetics, prior knowledge, and unstated rules in object recog-
nition, industrial design, and digital arts. As our model uses a simple network
architecture, investigating the performance of more complex networks is war-
ranted.

Previous efforts were focused on determining the aesthetic quality of a layout
as a weighted average of individual quality metrics. We extend these ideas and
findings in the sense that we do not assume any particular form of dependency
between the overall aesthetic quality and the individual quality metrics.

Going beyond simple quality metrics, we define quality syndromes that cap-
ture arrays of information about graphs and layouts. In particular, we borrow
the notion of RDF from Statistical Physics and Crystallography; RDF-based
features demonstrate the strongest potential in extracting the aesthetic quality
of a layout. We expect RDF's (describing the microscopic structure of materials)
to be the most relevant for large graphs. It is tempting to investigate whether
further tools from physics can be useful in capturing drawing aesthetics.

From multiple syndromes, we construct fixed-size feature vectors using com-
mon statistical tools. Our feature vector does not contain any information on
crossings or crossing angles, nevertheless its performance is superior with respect
to the weighted averages-based model which accounts for both. It would be inter-
esting to investigate whether including these and other features further improves
the performance of the neural network-based model.

In order to train and evaluate the model, we have assembled a relatively large
corpus of labeled pairs of layouts, using available and generated graphs and
exploiting the assumption that layouts produced by force-directed algorithms
and native graph layouts are aesthetically pleasing and that disturbing them
reduces the aesthetic quality. We admit that this study should ideally be repeated
with human-labeled data. However, this requires that a dataset be collected with
a size similar to ours, which is a challenging task. Creating such a dataset may
become a critically important accomplishment in the graph drawing field.
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Abstract. We consider the coordinate assignment phase of the well
known Sugiyama framework for drawing directed graphs in a hierarchi-
cal style. The extensive literature in this area has given comparatively
little attention to a prescribed width of the drawing. We present a mini-
mum cost flow formulation that supports prescribed width and optionally
other criteria like lower and upper bounds on the distance of neighboring
nodes in a layer or enforced vertical edge segments. In our experiments
we demonstrate that our approach can compete with state-of-the-art
algorithms.

Keywords: Hierarchical drawings + Coordinate assignment
Minimum cost flow - Prescribed drawing width

1 Introduction

The Sugiyama framework [12] is a popular approach for drawing directed graphs.
It layouts the graph in a hierarchical manner and works in five phases: Cycle
removal, layer assignment, crossing minimization, coordinate assignment and
edge routing. If the graph is not already acyclic, some edges are reversed to
prepare the graph for the next phase. Then each node is assigned to a layer so
that all edges point from top to bottom. After that the orderings of the nodes
within each layer are determined. In the coordinate assignment phase that we
consider here, the exact positions of the nodes are fixed. Finally the edges are
layouted, e.g., as straight lines. A good overview over the different phases of the
framework can be found in [9].

After the nodes are assigned to layers and the orderings of the nodes within
their layers are fixed, the task of the coordinate assignment phase is to compute
z-coordinates for all nodes. There are several, sometimes contradicting, objec-
tives in this phase, e.g., short edges, minimum distance between neighboring
nodes, straight edges, balanced positions of the nodes between their neighbors
in adjacent layers, and few bend points of edges that cross multiple layers. The
© Springer Nature Switzerland AG 2018
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criterion “short edges” can be handled by exact algorithms as well as fast heuris-
tics that give pleasant results, possibly also considering other aesthetic criteria.

When it comes to the width of the drawing one usually tries to restrict
the maximum number of nodes in one layer, see e.g. [5]. Long edges, i.e. edges
that span more than two layers, are often split into paths with one dummy
node on each intermediate layer. Healy and Nikolov [8] present a branch-and-
cut approach to compute a layering that takes the influence of the number of
dummy nodes on the width into account. Jabrayilov et al. [10] do the same
in a mixed integer program that treats the first two phases of the Sugiyama
framework simultaneously. But still, the maximum number of nodes in one layer
does not necessarily define the actual width of the final drawing, as illustrated in
Fig. 1. The main objective of most methods for the coordinate assignment phase
is “short edges”, which often leads to small drawings, but the width of the final
layout is not directly addressed.

k /; k I Q
Fig. 1. In the left picture the horizontal edge length is £ — 3 and the width is 1, in

the right picture the horizontal edge length is 0 and the width is k — 2, where £ is the
number of layers.

There may be further requirements for the final drawing, such as an aspect
ratio in order to make optimal use of the drawing area, or a maximum distance
between two nodes on the same layer if they are semantically related. A common
request is that inner segments of long edges are drawn as vertical straight lines
in order to improve readability.

Related Work. Sugiyama et al. [12] present a quadratic programming formulation
that has a combination of two asthetic criteria as objective function, short edges
(closeness to adjacent nodes) and a balanced layout (positioning nodes close
to the barycenter of their upper and lower neighbors). Gansner et al. [7] give a
simpler formulation in which they replace quadratic terms of the form (x, —,,)?
by |2, — 2| and leave out the balance terms. The coordinate assignment problem
can be interpreted as an instance of the layer assignment problem, and they
suggest to apply the network simplex algorithm to an auxiliary graph to obtain
a drawing with minimum horizontal edge length. Given an initial layout, some
heuristics sweep through the layers and try to shift the nodes to better positions
depending on the fixed z-coordinates of their neighbors in adjacent layers, see
e.g. [6,11,12]. Two fast heuristics that compute coordinates from scratch are
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presented by Buchheim et al. [3] and by Brandes and Kopf [2]. Both algorithms
draw inner segments of long edges straight and aim for a balanced layout with
short edges.

Our Contribution. We formulate the coordinate assignment problem as a mini-
mum cost flow problem that can be solved efficiently. Within this formulation we
can fix the maximum width of the final drawing as well as a maximum and min-
imum horizontal distance between nodes in the same layer and we can enforce
straightness to some edges. We compute z-coordinates such that the total hori-
zontal edge length is minimized subject to these further constraints.

2 Notation and Preliminaries

Let G = (V, E) be a directed graph with |V| = n nodes and |E| = m edges. For
a directed edge e = (u,v) we denote the start node of e with start(e) = u and
the target node of e with target(e) = v. A path P from wu to v of length k is a
set of edges {e; = (vi,vi11) | i =1,...,k where u = v; and v = vp41}. We also
write u = v. If vy = vy it is called a cycle. A graph is called a directed acyclic
graph (DAG) if it has no cycles. A layering L of a graph assigns every v € V
a layer L;, such that i < j holds for every edge e = (u,v) with £(u) = L; and
L(v) = L;. The layering is called proper if L(v) = L(u)+ 1 for every edge (u,v),
i.e., the layers of every pair of adjacent nodes are consecutive. An edge that
violates the latter property is called a long edge. Every graph with a layering
can be transformed into a graph with a proper layering by subdividing every
long edge into a chain of edges. We denote with |£| the number of layers and
with |L;| the number of nodes in layer L;.

An ordering ord defines a partial ordering on the nodes of G. For every
layer L; it assigns each node in L; a number 1 < j < |L;| and we write u < v if
ord(u) < ord(v). We denote with v} the j-th node in layer L;.

Given a graph G with a layering £ and an ordering ord the horizontal coor-
dinate assignment problem (HCAP) asks for z-coordinates for every node, so
that z(u) < z(v) if w < v. We will restrict ourselves to integer coordinates. The
horizontal length of an edge e = (u,v) is defined as length(e) = |z(v) — z(u)| and
the total horizontal edge length is length(E) = 3 . i, length(e). The width of the
assignment is max,cy (v) — minyecy x(v). Unless otherwise stated, we mean the
horizontal length whenever we talk about the length of an edge.

HCAP,,;»£r is the variant of HCAP in which we also want to minimize the
total horizontal edge length.

We assume familiarity with minimum cost flows. Ahuja et al. [1] give
a good overview. Let N = (Vy,En) be a directed graph with a super
source s and a super sink ¢, so for all other nodes the amount of incoming
flow equals the amount of outgoing flow. We have lower and upper bounds
on the edges and a cost function cost : Exy — R. Let f be a feasible
flow. For a subset of nodes V' C Vxn \ {s,t} we denote with f(V’') =

Y vev Ze:(v’w) fle) = > evr Ee:(u’v) f(e) the flow through V’. For s we
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define f(s) to be the total amount of flow leaving s. For a subset of edges
E' C Ey we denote with f(E') = > _p f(e) the flow over £’ and with
cost(E') = 3 c g cost(e) the cost of E' and with costy = . f(e)- cost(e)
the total cost of f.

3 Network Flow Formulation

In this section we describe the construction of a network for the horizontal
coordinate assignment problem. Given a minimum cost flow in this network we
show how to obtain z-coordinates for all nodes such that the total horizontal edge
length is minimized. By a simple modification we can compute z-coordinates that
give us minimum total horizontal edge length with respect to a given maximum
width of the drawing. The basic idea is that flow represents horizontal distance
and we send flow from top to bottom through the layers.

3.1 Network Construction

Let G = (V,E) be a DAG with a proper layering £ and an ordering and let
N = (Vy, En) be the minimum cost flow network. For now let us assume that
neighboring nodes on a layer should have an equal minimum distance of one and
that we have no further requirements concerning the edges.

For every layer L; with i € {1,...,|£|} we add nodes w, w?,... ,w‘iLi‘ and
28,28 ..., ZliLil to N. Imagine the node w? placed above the layer L; and between
vj and v} (wf is placed at the left end and wj, | at the right end of the layer).

The nodes z; are placed in the same way below layer L;. Although we do not
have a drawing of G at this moment we can still use terms like “above” and
“below” because the layering gives us a vertical ordering of the nodes of G and
we can talk about “left” and “right” because of the given ordering of the nodes
in each layer. Since we are placing the nodes w; and z]‘ “between” the nodes
v; and 11; 41 we want to extend the “<” relation to give a partial ordering on
V U Vy in the following way: wi < vi < wi < v§ < .-+ < UIiLi‘ < wail and
b < vl <2 <ol << UliLiI < ZliLi\' We connect w; to z; with an edge aé
that has a lower bound of one and an upper bound of co and a cost of zero. The
flow over these edges will define the distance between v} and v? ;. We denote
the set of these edges with A. Figure2(a) shows an example.

For every layer L; with ¢ € {1,...,|£|} and every j € {0,...,|L;| —1} we add
edges bwj = (W}, w}, 1), bwh = (w1, w}), bz = (2, 2j,1) and bz = (2], 7))
to N. The lower bound of these edges is zero and the upper bound is co. The

cost of these network edges equals the number of graph edges they “cross over”.

«— — .
That means, the cost of bwj and bw; equals the number of incoming graph

edges of node vj» and the cost of bzé and b_z>; equals the number of outgoing
graph edges of wé, see Fig.2(a). Positive flow over one of these edges will cause
the crossed-over graph edges to have positive horizontal length. We call the set
of these edges B.
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cost(bw})= cost(bw})= 1
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Fig. 2. Illustration of edges of the sets (a) A, B and (b) C. Nodes of G are white
circles, nodes of N are green rectangles. Edges of G are gray, edges of N are green.
(Color figure online)

Now we connect the nodes of neighboring layers. We could add edges between
every z; and every wfj% but we want to keep the number of edges between layers
as small as possible. We add edges only in special situations and will show later
that this suffices for correctness. For every layer L; with ¢ € {1,...,|£] — 1} we
add edges cyy = (2§, wh™) and L) = (z‘iLi‘,wfzill) to the network with
a lower bound of zero, an upper bound of co and a cost of zero. Additionally
we add edges c;'-k = (z;, w}jl) if there exist eq, eq, e3,e4 € E with start(e;) = ’U;,
start(eg) = v},, where v;'», is the next node to the right of 11; with an outgoing edge
and target(ez) = vi"', target(es) = vif ', where v} is the next node to the right
of vfjl with an incoming edge and the following conditions holds: start(ez) <
start(e;) < start(es) < start(eq) and target(ey) < target(es) < target(es) <
target(ez). We call this situation a hug between z§ and wj . These edges get
a lower bound of zero, an upper bound of oo, and the cost equals the number
of graph edges they cross over: cost(ci,) = [{e = (v),v}) € E |p < jAq >
k' or p > j' A q < k}|. Like the edges of B, flow on edges of this kind will cause
horizontal length and we denote the set of all 03- » by C. Figure 2(b) illustrates a
hug situation.

Finally we add a super source s and a super sink ¢ to the network. We connect
s with every w},j € {1,...,|L1|} and t with every zl‘f‘, ke{l,...,|Lig|}. These
edges get a lower bound of zero, an upper bound of co and a cost of zero. Figure 3
shows a complete example network. If it is clear from the context which layer or

which node is meant, we omit the node subscripts and superscripts.

3.2 Obtaining Coordinates and Correctness

Let f be a feasible flow in the network described above. We observe that f (a?) =

f (w;) =f (z;) since a; is the only outgoing edge of w; and the only incoming
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Fig. 3. An example network with underlying graph. Edges of the set A are red (solid),
edges of the set B are blue (dashed) and edges of the set C' are purple (dashdotted).
The numbers along the edges denote the flow, unlabeled edges carry no flow. (Color
figure online)

edge of z; We define the z-coordinate of a node v} as

w(vf) =) flai) =D flwi) =) f(=). (1)
1=0 1=0 1=0

Together with y(v;) = i we get an induced drawing with a feasible coordinate
assignment, because for every v;, v, within the same layer z(v;) < z(vx) if and
only if v; < vy (since the amount of flow over edges a € A is always positive).
Now we want to explain the correspondence between the cost of a flow f and
the total horizontal edge length of the resulting drawing. The intuition is, that
if flow is sent from the right of start(e) to the left of target(e) for some edge e,
then target(e) is “pushed” to the right because of the additional flow on the left.
This results in a horizontal expansion of e. We define for an edge e = (u,v) € F

E')(e) = {bw € B | start(bw) <v A target(bw) > v}
U {bz € B | start(bz) <u A target(bz) > u}
U {ce C| start(c) <u A target(c) > v}
as the set of network edges that start to the left of e and end to the right of e,

thus cross over e from left to right. Analogously the set of network edges that
cross over a graph edge from right to left is

<E(e) = {bw € B | start(bw) >v A target(bw) < v}
U {bz € B | start(bz) > u A target(bz) < u}
U {ce C| start(c) > u N target(c) < v}.

We make the following observations:
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Property 1. cost(g) =|{e€ E | g € E(e)}\—H{e EF|ge€ <E(e)}| Vg € BUC.
Property 2. Because of the flow conservation rule we have
S fwt) = S £(20) for alli € {1, |L]} and
z'L i fwh) = z'“‘ F(wh) = f(s) for all i,k € {1,...,|C]}.
Property 3. The width of the induced drawing is
maxj <;<|c| (Zllel‘_l f(wﬁ)) < f(s).
Property 4. Let e = (v H'1) be an edge Then
—
Yt cortt F ) = Y £ + (B () - F(E ().

The last property is illustrated in Fig. 4. The total flow that reaches all w;.H
that are to left of target(e) comes from the z that are to the left of start(e) and
from nodes that are to the right of target(e) or start(e). Flow from the latter
nodes has to pass over e from right to left. Flow from a node z; that is to the
left of start(e) and does not enter one of the wZJrl
over e from left to right.

left of target(e) has to pass

Lemma 1. For a feasible flow f and the induced drawing costy > length(E)
holds.

Proof. Let e = (v}, vit!) be an edge of G. The length of e is length(e) = |z(vt) —
z(vi™)| and together with (1) we have
1

iz . k-1 .
length(e) = f(z) — f(wlzﬂ)‘
=0 =0
= > G- Y fth
z} <start(e) wli+1<ta7"get(e)
= |#(E(€)~ f(E(e))|  (by Property 4).

Therefore we have for the total edge length

length(E) = Z‘f(ﬁ(e)) - f(f(e))‘

ecE

<> ([fEE| +|1E@))
> (F(E@©)+ F(E@)

eclE

N flg) HeeElge E()}ufecE|ge E(e)}

geEEN
= Z f(g) - cost(yg (by Property 1)

geEN
= costy.
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l@ l@

{20, 21, .., 251} J(E(e)

{wo, wi, .., wi_1} F(E(e))

l

Fig. 4. Nlustration of Property 4. The rectangles represent all network nodes to the
left of v; and vy, respectively. The thick arrows represent the flow of several edges.

Lemma 2. Let I' be a drawing of G. There exists a flow f that induces I and
whose cost is equal to the total edge length of .

Proof. Tf necessary, we set z:(v) := x(v) — min,ecy 2(v) so that the smallest z-
coordinate is zero. That gives us an equivalent drawing. We construct the flow f
as follows: Let w be the width of I". We send w units of flow from s to ¢, so that
the k-th unit takes the path P,=s5s>5 wl Rl w2 i> e S wfcl‘ = t, where
w;Z is chosen so that z(v} ;) > k and x(v},) < k (w, = wp, if z(v]) > k and
wj, = wILi" if x(vlLi‘ < k). That means we send the k-th unit through the k-th
“column” of I'. This is always possible, because of the subpaths wi — 2% 5

Ji Ji
2h — wé‘H = wj ", - So for every v there are x(v) units of flow that pass by to

the left of v, thus giving us correct coordinates for all nodes.

We deﬁne El :={e= (v vt e E| (v ) <kand z(vj™") > k}u{ee E|
z(vh) > kand z(vith) < k}, ie. all edges that cross over the k-th column
between L; and L;11. We show that there exists a path Py that produces the same
cost as the number of graph edges that cross over the k-th column in total, that
is cost(Py) = Zlu "|EL|. Then we have Y%, cost(Py) = S2%_, Zl’cl 1|Ek|
length(E) and we have proven the lemma.

z+1

It suffices to focus on the subpath P} from z = z; to w = wj,

two consecutive layers. Notice that network edges (s,w!), (w?, z%) and (21411
do not contribute to the cost of the flow. For better readability we denote the
nodes of L; with u; and the nodes of L;; with v; and we omit the superscripts.
If not stated otherwise we use z; for 2} and w; for wi*'. We construct P’ = P}

‘ j
so that cost(P’) = |E'| = |E}|.

between

Case 1: There exists no edge e with start(e) < z and target(e) < w.
That means every edge e with start(e) < z has target( ) > w, and if target( ) <w

then start(e) > z. Then we set P’ = z — zj, 1 — 29 — wo — w; — w. For
every u; < z with p outgoing edges P’ uses exactly one bz with cost p. All these

N
edges are in E’. For every v; < w with ¢ incoming edges we use exactly one bw
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with cost g. Again these edges are in E’. So cost(P') = |E’|, since there are no
other edges in E’.

Case 2: There exists no edge e with start(e) > z and target(e) > w.

Arguing like in Case 1, we set P/ = z = 2L, = W|L,,,| — w. As before the cost
of P’ equals |E|.

Case 3: There exists an edge e; with start(e;) < z and target(e;) < w and
another edge e, with start(e,) > z and target(e,) > w.

Let e; be the edge with the biggest xz(start(e)) of all edges e with start(e) < z
and target(e) < w, and let e, be the edge with the smallest z(start(e)) of all
edges e with start(e) > z and target(e) > w.

Case 3.1: There is at least one node u’ with outgoing edges and

start(e;) < u' < z.

Let u, = start(e;) and vy = target(e;). We know vy < w. Let vy, be the first
node to the right of vy with an edge e, = (up,vp/) and up, > u4. Such a node
does exist, since we have e,.. Notice that vy, might be to the right of w.

Then we have a hug: Set e; = ¢;, set e to one outgoing edge of ug11 (or the
next node to the right of uy, which has an outgoing edge), e4 = e,» and set e3 to
one incoming edge of vy 1 (or the next one to the left of vy/), see Fig. 5. Notice
that e; may coincide with e3 and es with ey.

We have start(es) < start(e1), because we chose e; = e; with the biggest
x(start(e)) and vy is the first node to the right of vy with an adjacent node to
the right of u,. So every node between vy = target(e1) and vy, including vy =
target(es), can only have adjacent nodes to the left of u, = start(eq). It is clear
that start(e1) < start(ez) and start(ez) < start(es), since start(es) = up > ug.
By choice of eq, ez and ey target(e1) < target(es) < target(es) holds. We know
that target(ez) > w because there is at least one node between start(e;) and z
whose outgoing edges have to end to the right of w because of the choice of e;.
If target(eq) > target(es) then es would have been chosen for e,. and therefore
for e4. So target(es) < target(ez) also holds. So there exists cy(,/—1) € En and
we set P/ =2 5 2z, — wp_1 — w.

Now for the cost. A subset of E’ are the edges e with 2z, < start(e) < z and
target(e) > w, which are covered by the bz of P'.

We have two options. First, if wj,_1 > w then all edges e with start(e) < z,
and target(e) > wp/—y are covered by cyr—1) and the remaining edges e with

start(e) < z4 and w < target(e) < wp/ 1 are covered by the bw of P'. Edges e
with start(e) > 2z > uy and target(e) < w < wy are also covered by cgy(p/—1)-
There cannot be any edge e with z < start(e) and w < target(e) < wp_1
or zy < start(e) < z and target(e) < w, which would be crossed over by two
different edges of P’, due to the choice of edges e; to ey.

Second, if wy_1 < w then ¢y, —1y covers all edges e with start(e) < z, and
target(e) > w > wp—1 and all edges e with start(e) > z > z, and target(e) <
wpr—1 < w. Edges e with start(e) > z and w1 < target(e) < w are covered by

2,
the bw. Again there are no edges that are crossed over twice by P’ due to the
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choice of e; to e4. And there are no edges in E’ that are not covered by some
edge of P’

Case 3.2: start(e;) is the next node to the left of z with outgoing edges, but
there is at least one node v with outgoing edges and start(e,) > v’ > z.
This case is analogous to Case 3.1.

Case 3.3: start(e;) is the next node to the left of z with outgoing edges and
start(e,) is the next node to the right of z with outgoing edges.
Let e; = (ug,vy ) and vy, be the first node right of vy with an adjacent node
up > ug. Again we have a hug. Set e; = ¢;, e2 = e,, e3 to an incoming edge
of vpr—1 (or a lower node, if necessary) and eq = (up, vp/).

With the same arguments as in Case 3.1 we convince ourselves that e1, ez,
e3 and ey are indeed a hug and we have cj, r—1). We set P’ = 2 — wp 1 5 w.
As before cost(P’) = |E’|. O

Theorem 1. A minimum cost flow in the network described above solves
HCAPinEL-

Proof. Lemmal and Lemma 2. a

o o ofolg

Fig. 5. Case 3.1. Only relevant network nodes and edges are depicted. Edges that
participate in the hug are black.

For controlling the maximum width of the drawing we make use of Property 3,
which states that the width of the drawing is at most the flow leaving s. We can
add an additional node s’ and an edge (s,s’) to N and replace all edges of the
form (s, w; b with (¢, ]1) Now we can limit the maximum width of the drawing
by setting the upper bound of (s, s’) to an appropriate value.

Further constraints can be modelled by manipulating the network. By adjust-
ing the lower and upper bounds of edges a € A we can realize minimum and
maximum distances between two neighboring nodes on the same layer. By remov-
ing every g € TC(@) u E')(e) from the network, we can enforce the edge e to be
drawn vertically.
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4 Experimental Results

In our experiment we want to demonstrate that we are able to restrict the width
of the drawing without paying too much in terms of total (horizontal) edge length
and time.

We implemented the algorithm from Sect. 3, which we will call MCF within
the Open Graph Drawing Framework [4] (OGDF) and used the OGDF network
simplex software to solve the minimum cost flow problem. We also implemented
the approach of Gansner et al. [7] (Gansner) that also uses the network simplex
algorithm. Additionally we use three other OGDF methods: an ILP that also
takes balancing the nodes between their neighbors into account (LP), the algo-
rithm of Buchheim, Jiinger and Leipert [3] (BJL) and the algorithm of Brandes
and Kopf [2] (BK). All algorithms draw inner segments of long edges as verti-
cal lines, since this is generally desirable for good readability. MCF is config-
ured to compute a layout with minimum edge length with respect to minimum
possible width and Gansner computes coordinates that minimize the total edge
length regardless of width. We used a subset of the AT&T graphs from www.
graphdrawing.org/data.html consisting of 1277 graphs with 10 to 100 nodes as
our test set.

The test was run on an Intel Xeon E5-2640v3 2.6 GHz CPU with 128 GB
RAM.

Figures6, 7, and 8 show the results. The whiskers in Figs.6 and 7 cover
95% of the data and outliers are omitted for better readability. Figure 8 shows
absolute values for MCF and Fig. 9 displays three example drawings.

180
width —
160  edge length =3 |

inLLE :

Gansner BK

percent to minimum

Fig. 6. Width and total edge length produced by MCF, Gansner, LP, BJL and BK
relative to minimum width, resp. edge length.

0.05

0.04 time

0.03

0.02

0.01 L

MCF Gansner BK

running time in sec.

Fig. 7. Running time for MCF, Gansner, LP, BJL and BK.
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Fig.9. Example drawings of a graph with 29 nodes and 33 edges. (a) MCF: width:
9, edge length: 58. (b) Gansner: width: 13, edge length: 54. (¢) BK: width: 16.5, edge
length: 63.5.

In Fig.6 the resulting total edge length and width of the drawings are
depicted relative to the minima that are computed by Gansner and MCF, respec-
tively. We see that MCF still achieves good results in terms of total edge length,
even though it has the restriction of meeting the minimum width. The total edge
length of drawings computed with MCF is on average 2.2% over the minimum,
while drawings produced with Gansner have on average a width that is 8.9% over
the minimum. In an extreme example with minimum width 1, Gansner results
in width 15.

Figure 7 shows the running time in seconds. MCF (4.9 ms on average) is a
bit slower than Gansner (3.9 ms on average). The fastest algorithm on average is
BJL with 2.5 ms.

5 Conclusion

We presented a minimum cost flow formulation for the coordinate assignment
problem that minimizes the total edge length with respect to several optional
criteria like the maximum width or lower and upper bounds on the distance of
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neighboring nodes in a layer. In our experiments we showed that our approach
can compete with state-of-the-art algorithms.
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Abstract. Heath and Pemmaraju [9] conjectured that the queue-
number of a poset is bounded by its width and if the poset is planar
then also by its height. We show that there are planar posets whose
queue-number is larger than their height, refuting the second conjecture.
On the other hand, we show that any poset of width 2 has queue-number
at most 2, thus confirming the first conjecture in the first non-trivial case.
Moreover, we improve the previously best known bounds and show that
planar posets of width w have queue-number at most 3w — 2 while any
planar poset with 0 and 1 has queue-number at most its width.

1 Introduction

A queue layout of a graph consists of a total ordering on its vertices and an
assignment of its edges to queues, such that no two edges in a single queue are
nested. The minimum number of queues needed in a queue layout of a graph G
is called its queue-number and denoted by qn(G).

To be more precise, let G be a graph and let L be a linear order on the
vertices of G. We say that the edges uwv,u'v’ € E(G) are nested with respect
toLifu<uw <v <voru <u<wv < v in L. Given a linear order L
of the vertices of G, the edges uiv1,...,urvr of G form a rainbow of size k if
up < o < up < v <--- <oy in L. Given G and L, the edges of G can be
partitioned into k queues if and only if there is no rainbow of size kK + 1 in L,
see [10].

The queue-number was introduced by Heath and Rosenberg in 1992 [10] as an
analogy to book embeddings. Queue layouts were implicitly used before and have
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applications in fault-tolerant processing, sorting with parallel queues, matrix
computations, scheduling parallel processes, and communication management
in distributed algorithm (see [8,10,13]).

Perhaps the most intriguing question concerning queue-numbers is whether
planar graphs have bounded queue-number.

Conjecture 1 (Heath and Rosenberg [10]).
The queue-number of planar graphs is bounded by a constant.

In this paper we study queue-numbers of posets. The parameter was intro-
duced in 1997 by Heath and Pemmaraju [9] and the main idea is that given a
poset one should lay it out respecting its relation. Two elements a, b of a poset
are called comparable if a < b or b < a, and incomparable, denoted by a | b,
otherwise. Posets are visualized by their diagrams: Elements are placed as points
in the plane and whenever a < b in the poset, and there is no element ¢ with
a < ¢ < b, there is a curve from a to b going upwards (that is y-monotone).
We denote this case as a < b. The diagram represents those relations which are
essential in the sense that they are not implied by transitivity, also known as
cover relations. The undirected graph implicitly defined by such a diagram is the
cover graph of the poset. Given a poset P, a linear extension L of P is a linear
order on the elements of P such that x <, y, whenever  <p y. (Throughout the
paper we use a subscript on the symbol <, if we want to emphasize which order
it represents.) Finally, the queue-number of a poset P, denoted by qu(P), is the
smallest k such that there is a linear extension L of P for which the resulting lin-
ear layout of Gp contains no (k+ 1)-rainbow. Clearly we have qn(Gp) < qn(P),
i.e., the queue-number of a poset is at least the queue-number of its cover graph.
It is shown in [9] that even for planar posets, that is posets admitting crossing-
free diagrams, there is no function f such that qn(P) < f(qu(Gp)) (Fig.1).

Fig. 1. A poset and a layout with two queues (gray and black). Note that the order of
the elements on the spine is a linear extension of the poset.

Heath and Pemmaraju [9] investigated the maximum queue-number of sev-
eral classes of posets, in particular with respect to bounded width (the maximum
number of pairwise incomparable elements) and height (the maximum number
of pairwise comparable elements). A set with every two elements being compa-
rable is a chain. A set with every two distinct elements being incomparable is
an antichain. They proved that if width(P) < w, then qn(P) < w?. The lower
bound is attained by weak orders, i.e., chains of antichains and is conjectured to
be the upper bound as well:
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Congjecture 2 (Heath and Pemmaraju [9]).
Every poset of width w has queue-number at most w.

Furthermore, they made a step towards this conjecture for planar posets: if a
planar poset P has width(P) < w, then qn(P) < 4w — 1. For the lower bound
side they provided planar posets of width w and queue-number [/w].

We improve the bounds for planar posets and get the following:

Theorem 1. FEvery planar poset of width w has queue-number at most 3w — 2.
Moreover, there are planar posets of width w and queue-number w.

As an ingredient of the proof we show that posets without certain subdi-
vided crowns satisfy Conjecture2 (c.f. Theorem 5). This implies the conjecture
for interval orders and planar posets with (unique minimum) 0 and (unique
maximum) 1 (c.f. Corollary 2). Moreover, we confirm Conjecture2 for the first
non-trivial case w = 2:

Theorem 2. Every poset of width 2 has queue-number at most 2.

An easy corollary of this is that all posets of width w have queue-number at
most w? —w + 1 (c.f. Corollary 1).

Another conjecture of Heath and Pemmaraju concerns planar posets of
bounded height:

Congjecture 8 (Heath and Pemmaraju [9]).
Every planar poset of height h has queue-number at most h.

We show that Conjecture 3 is false for the first non-trivial case h = 2:
Theorem 3. There is a planar poset of height 2 with queue-number at least 4.

Furthermore, we establish a link between a relaxed version of Conjectures 3
and 1, namely we show that the latter is equivalent to planar posets of height
2 having bounded queue-number (c.f. Theorem 6). On the other hand, we show
that Conjecture 3 holds for planar posets with 0 and 1:

Theorem 4. FEvery planar poset of height h with 0 and 1 has queue-number at
most h — 1.

Organization of the paper. In Sect.2 we consider general (not necessarily pla-
nar) posets and give upper bounds on their queue-number in terms of their
width, such as Theorem 2. In Sect.3 we consider planar posets and bound the
queue-number in terms of the width, both from above and below, i.e., we prove
Theorem 1. In Sect. 4 we give a counterexample to Conjecture 3 by constructing
a planar poset with height 2 and queue-number at least 4. Here we also argue
that proving any upper bound on the queue-number of such posets is equiva-
lent to proving Conjecture 1. Finally, we show that Conjecture 3 holds for planar
posets with 0 and 1 and that for every h there is a planar poset of height h and
queue-number h — 1 (c.f. Proposition 3).
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2 General Posets of Bounded Width

By Dilworth’s Theorem [3], the width of a poset P coincides with the smallest
integer w such that P can be decomposed into w chains of P. Let us derive
Proposition 1 of Heath and Pemmaraju [9] from such a chain partition.

Proposition 1. For every poset P, if width(P) < w then qn(P) < w?.

Proof. Let P be a poset of width w and Cy,...,C,, be a chain partition of P.
Let L be any linear extension of P and a < b <p ¢ <y d with a < d and b < c.
Note that we must have either a || b or ¢ || d. If follows that if a € C;, b € Cj,
c € Cy, and d € Cy, then (i,£) # (j,k). As there are only w? ordered pairs (z,y)
with z,y € [w], we can conclude that every nesting set of covers has cardinality
at most w?. O

Note that in the above proof L is any linear extension and that without choos-
ing the linear extension L carefully, upper bound w? is best-possible. Namely,
if P ={a1,...,ax,b1,...,br} with comparabilities a; < b; for all 1 < i,j <k,
then P has width k and the linear extension a1 < ... < ap < b < ... < by
creates a rainbow of size k2.

We continue by showing that every poset of width 2 has queue-number at
most 2, that is, we prove Theorem 2.

Proof (Theorem 2). Let P be a poset of width 2 and minimum element 0 and
C1,Cs be a chain partition of P. Note that the assumption of the minimum
causes no loss of generality, since a 0 can be added without increasing the width
nor decreasing the queue-number. Any linear extension L of P partitions the
ground set X naturally into inclusion-maximal sets of elements, called blocks,
from the same chain in {C7,Cy} that appear consecutively along L, see Fig. 2.
We denote the blocks by Bi,..., B according to their appearance along L.
We say that L is lazy if for each i = 2,...,k, each element z € B; has a
relation to some element y € B;_;. A linear extension L can be obtained by
picking any minimal element m € P, put it into L, and recurse on P\ {m}.
Lazy linear extensions (with respect to C1,C5) can be constructed by the same
process where additionally the next element is chosen from the same chain as
the element before, if possible. Note that the existence of a 0 is needed in order
to ensure the property of laziness with respect to Bs.

Now we shall prove that in a lazy linear extension no three covers are pairwise
nesting. So assume that a < b is any cover and that a € B; and b € B;. As L
is lazy, b is comparable to some element in B;_; (if j > 2) and all elements in
By,...,Bj_o (if j > 3). With a < b being a cover, it follows from L being lazy
that ¢ € {j—2,7—1,4}. If i = j, then no cover is nested under a < b. If i = j—1,
then no cover ¢ < d is nested above a < b: either ¢ € B; and d € B; and hence
¢ < d is not a cover, or both endpoints would be inside the same chain, i.e., ¢,d
are the last and first element of B;_5 and B; or B; and B, 2, respectively. This
implies ¢ <y, a <p d <p bor a <p ¢ <p b <y r, respectively, and ¢ < d cannot
nest above a < b. If i = j — 2, then no cover is nested above a < b. Thus, either
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B EL YA XL e N,
Ch Cs By By Bs B;s Bs

Fig. 2. A poset of width 2 with a 0 and a chain partition C1,C2 and the blocks
Bi, ..., Bs induced by a lazy linear extension with respect to C1, Ca.

no cover is nested below a < b, or no cover is nested above a < b, or both. In
particular, there is no three nesting covers and qn(P) < 2. O

Corollary 1. Every poset of width w has queue-number at most w? — 2|w/2].

Proof. We take any chain partition of size w and pair up chains to obtain a set
S of |w/2] disjoint pairs. Each pair from S induces a poset of width at most 2,
which by Theorem 2 admits a linear order with at most two nesting covers. Let
L be a linear extension of P respecting all these partial linear extensions.

Now, following the proof of Proposition 1 any cover can be labeled by a pair
(i, ) corresponding to the chains containing its endpoint. Thus, in a set of nesting
covers any pair appears at most once, but for each i, such that (¢,7) € S only
two of the four possible pairs can appear simultaneously in a nesting. This yields

the upper bound. a

For an integer k > 2 we define a subdivided k-crown as the poset Py as follows.
The elements of Py are {a1,...,ax,b1,...,bk,c1,...,cr} and the cover relations
are given by a; < b; and b; < ¢; fori=2,...,k, a; <¢;_1fori=1,....k—1,

and a; < cg; see the left of Fig. 3. We refer to the covers of the form a; < c; as
the diagonal covers and we say that a poset P has an embedded Py if P contains
3k elements that induce a copy of Py in P with all diagonal covers of that copy
being covers of P.

Cc1 C2 Cc1 C2 (3 C1 C2 C3 (4

P I N N\ M ’ Y
TN
a1 a2 a; az as a; a2 a3 aq z

Fig. 3. Left: The posets P2, P, and P,. Right: The existence of an element z with
cover relation z < x and non-cover relation z < y gives rise to a gray edge from z to y.

Theorem 5. If P is a poset that for no k > 2 has an embedded Py, then the
queue-number of P is at most the width of P.
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Proof. Let P be any poset. For this proof we consider the cover graph Gp of P
as a directed graph with each edge xy directed from z to y if x < y in P. We
call these edges the cover edges. Now we augment Gp to a directed graph G by
introducing for some incomparable pairs z || y a directed edge. Specifically, we
add a directed edge from x to y if there exists a z with z < x,y in P where z < x
is a cover relation and z < y is not a cover relation; see the right of Fig.3. We
call these edges the gray edges of G.

Now we claim that if G has a directed cycle, then P has an embedded sub-
divided crown. Clearly, every directed cycle in G has at least one gray edge.
We consider the directed cycles with the fewest gray edges and among those let
C = [e1,...,c¢ be one with the fewest cover edges. First assume that C has a
cover edge (hence ¢ > 3), say cics is a gray edge followed by a cover edge cacs.
Consider the element z with cover relation z < ¢; and non-cover relation z < ¢
in P. By z < ¢3 < ¢3 we have a non-cover relation z < ¢z in P. Now if ¢; || ¢3
in P, then G contains the gray edge cics (see Fig.4(a)) and [c1,c¢3,...,¢ is a
directed cycle with the same number of gray edges as C' but fewer cover edges, a
contradiction. On the other hand, if ¢; < ¢3 in P (note that ¢z < ¢; is impossible
as z < ¢ is a cover), then there is a directed path @ of cover edges from ¢; to
cs (see Fig.4(b)) and C + Q — {cica, cacs} contains a directed cycle with fewer
gray edges than C, again a contradiction.

(d)

@) . C (b) ., € ()
Q
C1 C1 C €1 C “
C2 C2 CZ\VCJ Cz\é;/q
z z ay a1

Fig. 4. Illustrations for the proof of Theorem 5.

Hence C' = [ey,. .., ¢ is a directed cycle consisting solely of gray edges. Note
that by the first paragraph {ci,...,c¢} is an antichain in P. For i = 2,...,¢
let a; be the element of P with cover relation a; < ¢;_1 and non-cover relation
a; < ¢, as well as a; with cover relation a; < ¢, and non-cover relation a; <
c1. As {c1,...,¢ce} is an antichain and a; < ¢; holds for ¢ = 1,...,¢, we have
{c1,...,ee}n{ai,...,ar} = 0. Let us assume that a; < ¢; in P for some j # 1, (.
If a1 < ¢j is a cover relation, then there is a gray edge c;c; in G (see Fig. 4(c))
and the cycle [e1, ..., ¢;] is shorter than C, a contradiction. If a; < ¢; is a non-
cover relation, then there is a gray edge c,c; in G (see Fig. 4(d)) and the cycle
[¢js- .., ce] is shorter than C, again a contradiction.

Hence, the only relations between aq,...,a, and cq,. .., c; are cover relations
a1 < ¢¢ and a; < ¢;_1 for i = 2,...,¢ and the non-cover relations a; < ¢; for
i=1,...,¢ Hence ay,...,ap are pairwise distinct. Moreover, {a1,...,ap} is an
antichain in P since the only possible relations among these elements are of the
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form a; < ay or a; < a;_1, which would contradict that ay < ¢, and a; < ¢;_1

are cover relations. Finally, we pick for every ¢ = 1,...,¢ an element b; with
a; < b; < ¢;, which exists as a; < ¢; is a non-cover relation. Together with the
above relations between aq,...,ay and cy,...,c, we conclude that by,...,by are

pairwise distinct and these 3¢ elements induce a copy of Py in P with all diagonal
covers in that copy being covers of P.

Thus, if P has no embedded Py, then the graph G we constructed has no
directed cycles, and we can pick L to be any topological ordering of G. As Gp C
G, L is a linear extension of P. For any two nesting covers zo <p, 1 <1, y1 <L Y2
we have 1 || 22 or y1 || y2 or both, since x5 < ys is a cover. However, if 25 < z1
in P, then there would be a gray edge from y> to y; in G, contradicting y; <, ¥
and L being a topological ordering of G. We conclude that x; || 3 and the left
endpoints of any rainbow form an antichain, proving qn(P) < width(P). O

Let us remark that several classes of posets have no embedded subdivided
crowns, e.g., graded posets, interval orders (since these are 2+ 2-free, see [6]),
or (quasi-)series-parallel orders (since these are N-free, see [7]). Here, 2+ 2 and
N are the four-element posets defined by a < b,c < d and a < b,c < d,c < b,
respectively. Also note that while subdivided crowns are planar posets, no planar
poset with 0 and 1 has an embedded k-crown. Indeed, already looking at the
subposet induced by the k-crown and the 0 and the 1, it is easy to see that there
must be a crossing in any diagram. Thus, we obtain:

Corollary 2. For any interval order, series-parallel order, and planar poset with
0 and 1, P we have qn(P) < width(P).

3 Planar Posets of Bounded Width

Heath and Pemmaraju [9] show that the largest queue-number among planar
posets of width w lies between [/w] and 4w — 1. Here we improve the lower
bound to w and the upper bound to 3w — 2.

Proposition 2. For each w there exists a planar poset Q,, with 0 and 1 of width
w and queue-number w.

Proof. We shall define @Q,, recursively, starting with Q1 being any chain. For
w > 2, QQ, consists of a lower copy P and a disjoint upper copy P’ of Q. _1,
three additional elements a, b, ¢, and the following cover relations in between:

— a < xz, where z is the 0 of P

— y < z’, where y is the 1 of P and 2z’ is the 0 of P’
— 1’ < ¢, where 3 is the 1 of P’

—a<b<c

It is easily seen that all cover relations of P and P’ remain cover relations in
Quw, and that ), is planar, has width w, a is the 0 of @),,, and ¢ is the 1 of Q.
See Fig. 5 for an illustration.
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Fig. 5. Recursively constructing planar posets @, of width w and queue-number w.
Left: Q1 is a two-element chain. Middle: @Q., is defined from two copies P, P’ of Qu_1.
Right: The general situation for a linear extension of Q..

To prove that qn(Q,,) = w we argue by induction on w, with the case w =1
being immediate. Let L be any linear extension of Q,,. Then a is the first element
in L and ¢ is the last. Since y < 2/, all elements in P come before all elements
of P’. Now if in L the element b comes after all elements of P, then P is nested
under cover a < b, and if b comes before all elements of P’, then P’ is nested
under cover b < c¢. We obtain w nesting covers by induction on P in the former
case, and by induction on P’ in the latter case. This concludes the proof. O

Next we prove Theorem 1, namely that the maximum queue-number of planar
posets of width w lies between w and 3w — 2.

Proof (Theorem1). By Proposition 2 some planar posets of width w have queue-
number w. So it remains to consider an arbitrary planar poset P of width w and
show that P has queue-number at most 3w — 2. To this end, we shall add some
relations to P, obtaining another planar poset @) of width w that has a 0 and
1, with the property that qn(P) < qn(Q) + 2w — 2. Note that this will conclude
the proof, as by Corollary 2 we have qn(Q) < w.

Given a planar poset P of width w, there are at most w minima and at most
w maxima. Hence there are at most 2w — 2 extrema that are not on the outer
face. For each such extremum x — say x is a minimum — consider the unique face
f with an obtuse angle at . We introduce a new relation y < x, where y is a
smallest element at face f, see Fig. 6. Note that this way we introduce at most
2w — 2 new relations, and that these can be drawn y-monotone and crossing-free
by carefully choosing the other element in each new relation. Furthermore, every
inner face has a unique source and unique sink.

Now consider a cover relation a <p b that is not a cover relation in the new
poset Q. For the corresponding edge e from a to b in Q) there is one face f with
unique source a and unique sink b. Now either way the other edge in f incident
to a or to b must be one of the 2w — 2 newly inserted edges, see again Fig. 6.
This way we assign a < b to one of 2w — 2 queues, one for each newly inserted
edge. Every such queue contains either at most one edge or two incident edges,
i.e., a nesting is impossible, no matter what linear ordering is chosen later.

We create at most 2w — 2 queues to deal with the cover relations of P that
are not cover relations of @) and spend another w queues for @ dealing with the
remaining cover relations of P. Thus, qn(P) < qn(Q) + 2w — 2 < 3w — 2. O
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Fig. 6. Inserting new relations (dashed) into a face of a plane diagram. Note that
relation a < b is a cover relation in P but not in Q.

4 Planar Posets of Bounded Height

Recall Conjecture 3, which states that every planar poset of height h has queue-
number at most h. In the following, we give a counterexample to this conjecture:

Proof (Theorem3). Consider the graph G that is constructed as follows: Start
with K319 with bipartition classes {a1,a2} and {b1,...,b10}. For every i =
1,...,9 add four new vertices ¢; 1,...,¢; 4, each connected to b; and b;y;. The
resulting graph G has 46 vertices, is planar and bipartite with bipartition classes
X = {bl,...,bu)} and Y = {a1,a2}U{Ci7j | 1 S 1 S 9,1 S] S 4} See Flg7

Fig. 7. A planar poset P of height 2 and queue-number at least 4. Left: The cover
graph Gp of P. Right: A part of a planar diagram of P.

Let P be the poset arising from G by introducing the relation z < y for every
edge xy in G with x € X and y € Y. Clearly, P has height 2 and hence the cover
relations of P are exactly the edges of G. Moreover, by a result of Moore [12]
(see also [2]) P is planar because G is planar, also see the right of Fig. 7.

We shall argue that qu(P) > 4. To this end, let L be any linear extension of P.
Without loss of generality we have a1 <j, as. Note that since in P one bipartition
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class of G is entirely below the other, any 4-cycle in G gives a 2-rainbow. Let
bi, , by, be the first two elements of X in L, b;,, b, be the last two such elements.
As | X| = 10 there exists 1 < i < 9 such that {i,i + 1} N {i1,i2,51,52} = 0, i.e.,
we have b;,,b;, <p bi,bit1 <z bj,, b5, <z a1 < a2, where we use that a; and
ao are above all elements of X in P.

Now consider the elements C' = {¢;1,...,¢; 4} that are above b; and b; 41 in
P. As |C| > 4, there are two elements ¢1, ¢o of C that are both below ay,as in L,
or both between a; and as in L, or both above a1, as in L. Consider the 2-rainbow
R in the 4-cycle [c1,b;,¢ca,b;11]. In the first case R is nested below the 4-cycle
la1,bi,, a2,b;,], in the second case the cover b, < a; is nested below R and R is
nested below the cover b;, < ag, and in the third case 4-cycle [a1,bj,, as,bj,] is
nested below R. As each case results in a 4-rainbow, we have qu(P) > 4. O

Even though Conjecture 3 has to be refuted in its strongest meaning, it might
hold that planar posets of height h have queue-number O(h), or at least bounded
by some function f(h) in terms of h, or at least that planar posets of height 2
have bounded queue-number. As it turns out, all these statements are equivalent,
and in turn equivalent to Conjecture 1.

Theorem 6. The following statements are equivalent:

(i) Planar graphs have queue-number O(1) (Conjecture 1).

(i) Planar posets of height h have queue-number O(h).
(i4i) Planar posets of height h have queue-number at most f(h) for a function f.
(iv) Planar posets of height 2 have queue-number O(1).

(v) Planar bipartite graphs have queue-number O(1).

Proof.  (i)=-(ii) Pemmaraju proves in his thesis [14] (see also [4]) that if G
is a graph, 7 is a vertex ordering of G with no (k + 1)-rainbow, Vi,...,V,,
are color classes of any proper m-coloring of GG, and 7’ is the vertex ordering
with Vi <4/ +++ <4 Vi, where within each V; the ordering of 7 is inherited,
then 7/ has no (2(m — 1)k 4 1)-rainbow. So if P is any poset of height h,
its cover graph Gp has qu(Gp) < ¢ by (i) for some global constant ¢ > 0.
Splitting P into h antichains Ay, ..., A, by iteratively removing all minimal
elements induces a proper h-coloring of G p with color classes Ay, ..., Ap. As
every vertex ordering 7’ of G with A; <, .-+ <, A}, is a linear extension
of P, it follows by Pemmaraju’s result that qn(P) < 2(h — 1) qn(Gp) < 2ch,
ie., qu(P) € O(h).

(ii) =(ili)=(iv) These implications are immediate.

(iv)=(v) Moore proves in his thesis [12] (see also [2]) that if G is a planar

and bipartite graph with bipartition classes A and B, and Py is the poset on

element set AU B = V(G) where z < y if and only if x € A,y € B,zy € E(Q),

then Pg is a planar poset of height 2. As G is the cover graph of Pg, we have

qn(G) < qu(Pg) < ¢ for some constant ¢ > 0 by (iv), i.e., qn(G) € O(1).

(v)=(i) This is a result of Dujmovi¢ and Wood [5]. O

Finally, we show that Conjecture 3 holds for planar posets with 0 and 1.
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Proof (Theorem 4). Let P be a planar poset with 0 and 1. Then P has dimension
at most two [1], i.e., it can be written as the intersection of two linear extensions
of P. A particular consequence of this is, that there is a well-defined dual poset
P* in which two distinct elements x, y are comparable in P if and only if they are
incomparable in P*. Poset P* reflects a “left of”-relation for each incomparable
pair « || y in P in the following sense: Any maximal chain C' in P corresponds
to a 0-1-path @ in Gp, which splits the elements of P\ C into those left of
@ and those right of Q. Now & <p« y if and only if z is left of the path for
every maximal chain containing y (equivalently y is right of the path for every
maximal chain containing z). Due to planarity, if a < b is a cover in P and C' is
a maximal chain containing neither a nor b, then a and b are on the same side
of the path @ corresponding to C. In particular, if for z,y € C we have a <p« x
and b || y, then b and y are comparable in P*, but if y <p« b we would get a
crossing of C' and a < b. Also see the left of Fig.8. We summarize:

(*) If a < b, a <p+ x for some z € C and b || y for some y € C, then b <p« y.

crossing

R 3

Cas ax a1 by by by
0

Fig. 8. Left: Illustration of (x): If a <px z, b || y, * < y, and a < b is a cover, then
b <p+ y due to planarity. Right: If as <r a2 <p a1 <r b1 <r b2 <p b3 is a 3-rainbow
with az2,as < a1, then as < as.

Now let L be the leftmost linear extension of P, i.e., the unique linear exten-
sion L with the property that for any x || y in P we have x <, y if and only
if