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Preface

This book gathers scientific contributions presented at the 4th National Conference
on Sensors held in Catania, Italy from 21 to 23 February 2018. The conference has
been organized by a partnership of the major scientific societies and associations
involved in the research area of sensors, the Italian Society of Chemistry (SCI),
the Italian Association of Electric and Electronic Measures (GMEE), the Italian
Association of Ambient Assisted Living (AITAAL), the Italian Society of Optics
and Photonics (SIOF), the Italian Association of Sensors and Microsystems
(AISEM), the Italian Society of Pure and Applied Biophysics (SIBPA), the Italian
Association of Photobiology (SIFB), the Association Italian Group of Electronics
(GE), and the Association NanoItaly.

The fourth edition of the conference has confirmed a large participation with
approximately 70 oral presentations, 80 poster presentations, and over 150 dele-
gates. The driving idea of the first conference, to gather scientists having different
expertise and with different cultural backgrounds, dealing with all the different
aspects of sensors, has proved to be indeed successful again.

In this perspective, the book represents an invaluable and up-to-the-minute tool,
providing an essential overview of recent findings, strategies, and new directions in
the area of sensor research. Further, it addresses various aspects based on the
development of new chemical, physical, or biological sensors, assembling and
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characterization, signal treatment, and data handling. Lastly, the book applies
electrochemical, optical, and other detection strategies to the relevant issues in the
food and clinical environmental areas, as well as industry-oriented applications.

Catania, Italy Bruno Andò
Florence, Italy Francesco Baldini
Rome, Italy Corrado Di Natale
Brescia, Italy Vittorio Ferrari
Catania, Italy Vincenzo Marletta
Florence, Italy Giovanna Marrazza
Palermo, Italy Valeria Militello
Padua, Italy Giorgia Miolo
Rome, Italy Marco Rossi
Ancona, Italy Lorenzo Scalise
Lecce, Italy Pietro Siciliano
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Low Temperature NO2 Sensor Based
on YCoO3 and TiO2 Nanoparticle
Composites

Tommaso Addabbo , Ada Fort , Marco Mugnaini
and Valerio Vignoli

Abstract Chemical sensors based on metal oxides have been widely explored and
used in the literature and have found different application fields as a function of their
operating characteristics like selectivity, sensitivity, stability over time etc. Recently,
some papers started to diffuse the idea that innovative chemical sensors could be
obtained using two different metal oxides combined together providing enhanced
sensing capabilities. In this paper the authors propose a new sensor based on per-
ovskite supportmodified by a TiO2 based compound in order to test enhanced sensing
performance.Moreover, the presentwork aims to show that nanocomposites obtained
introducing in a matrix of a given metal oxide a second nano-structured metal oxide,
which can act either as a catalyst or as a structure modifier, can provide improved
sensitivity, selectivity and stability.

Keywords Chemical sensors ·Metal oxide sensors · Hetero-junctions

1 Introduction

Recently many research works have shown that in general all types of nano-
composites are very promising for the development of resistive gas sensors [1]. It was
established that the surface-related properties important for gas sensor applications
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such as electronic, catalytic, mechanical, and chemical ones can be highly modified
and tuned to the specific applications by combining different nano-structured mate-
rials [1–3]. The most traditional composites used in gas sensors are those obtained
by the addition of noble metals to metal oxide matrices, but recently also many other
composites were proposed and tested, such as films consisting of polymers mixed
with metals or metal oxides, or carbon nanotubes mixed with polymers, or again
composites based on fullerenes and graphene, etc.

In this context, composites based on the combination of two different nano-
structured metal oxides, MeIO and MeIIO, have proven to be extremely interest-
ing. Nanocomposites obtained introducing in a matrix of MeIO a nano-structured
MeIIO, which can act either as a catalyst or as a structure modifier, can provide
improved sensitivity, selectivity and stability. Metal Oxide-Metal Oxide structures
can be implemented in several ways. They can be created during the process of either
synthesis or deposition of initial material, or can be formed by various layer by layer
techniques, or alternatively they can be generated by mixing already synthetized
materials in certain proportions.

Anyhow it must be underlined that both in thin and thick film deposition, con-
trolling the chemical compositions, surface morphology microstructure and phase
state is still a challenge since, in general, the sensing characteristic are controlled
independently by three factors (which are Receptor function, Transducer function
and Utility factor [1]) which describe and participate in the generation of the sensor
signature. The Receptor function is strictly linked to the material redox properties,
to the stochiometry, and to the adsorption/desorption parameters. The Transducer
function mainly depends on the carrier mobility, concentration and on the grain size,
whereas theUtility factor is linked to the film thickness and geometrical factors [1–3].
Therefore any sensor has its peculiar characteristic depending on the combination of
these factors which are really difficult to be controlled during the fabrication process.

2 Sensors and Characterization

2.1 Sensor Preparation

In this paper we propose a NO2 sensor based on a composite obtained exploiting
an already-prepared metal oxide matrix of YCoO3 pervoskite. Perovskite powders
were prepared by means of a sol-gel method, described in detail in [4], both in sto-
ichiometric form and in Pd doped and defective versions. The powders were mixed
to organic vehicles to prepare a paste which was screen printed on Alumina sub-
strates across two electrodes. A transparent n-TiO2 coating produced by Italvernici
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Fig. 1 Chemical sensor
layout. On side (a) the
sensing film and the
temperature sensors are
designed and implemented
through screen printing
technique. On the (b) side
the heater is realized by
means of the same technique

(ITALVERNICI-FELCE150) [5] has been used for wet impregnation of the printed
layer by drop casting (2 µL doses) using a micropipette; the as-obtained film was
heated at 320 °C for 24 h. The n-TiO2 coating used in this study is based on crys-
talline anatase (nanoparticle dimensions in the range 25–55 nm) diluted in water with
a concentration of 32×10−4 mol/L to get a transparent paint with 2.0 cPs viscosity.
The obtained nano-composite consists of highly dispersed TiO2 in the frame-work
of the perovskite matrix. The sensing support is a screen-printed thick-film alumina
circuit hosting the sensing layer and a temperature sensor on one side and a heater
on the other side (Fig. 1).

2.2 Sensor Characterization

The sensors were characterized by means of a system which allows for accurately
controlling the temperature of each sensor, as well as the gas mixture flow and
composition, also in terms of humidity, as shown in Fig. 2 and described in [4–8].

In detail, with reference to Fig. 2, the system exploits gas reservoirs which feed,
by means of a flowmeter bench, a measurement chamber equipped with 8 chemical
sensors. The chamber is maintained at a constant temperature in an incubator. The
front end electronic boards (one for each sensor, housed inside the measurement
chamber) are connected to a NI PXI rack where a host processor board and ADC
and DAC boards are used to control the measurement process and to acquire the
measurement data. A personal computer is used to set the measurement parameters
and to process and display the measurement data.

The sensors were tested under a constant flow (200 mL/min) of mixtures of NO2

with a carrier gas that was N2 or air, humid and dry.
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Fig. 2 Chemical sensing system used for characterization

Figures 3 and 4 show the responses to NO2 of sensors obtained with different
YCoO3 based materials, before and after the impregnation with n-TiO2, as a function
of temperature and as a function of time, respectively.

The response is defined as (R – R0)/R0, where R0 is the baseline resistance of each
individual sensors measured at the same temperature in the carrier gas (nitrogen or
air), whereas R is the value of the sensor resistance after 4 min of exposition to the
test mixture.

The results presented in this paper show that the introduction of TiO2 (n-type
semiconductor) in the matrix of YCoO3 (p-type) highly improves the sensitivity
toward NO2 at low temperature (in fact the sensors could be used also at room
temperature, as shown in Fig. 5).

The insertion of TiO2 nano-particles on the surface of the YCoO3 larger grains
produced hetero-junctions (see Fig. 6), which due to microstructure of the layer
contribute only marginally to the electronic conduction in the sensing film, which
is instead mainly determined by the behavior of the homo-junctions at the YCoO3

grains boundaries. Nevertheless, the large effect observed could be explained both
by the enhancement of the depleted region at the surface of the YCoO3 grains, which
can both modify the height of the Schottky barriers at the homo-junctions and favor
the adsorption of oxidizing gases, and by the large reactivity of TiO2 toward NO2

also at low temperature.
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Fig. 3 Responses of 3 different materials based on YCoO3 to NO2 as a function of working tem-
perature for different NO2 concentrations (as per legend). Leftmost plots: without TiO2. Rightmost
plots: with TiO2 nanoparticles. The carrier gas is nitrogen, the flow is 200 mL/min. The values of
R are obtained after 4 min of exposition to the target mixtures

3 Conclusions

In this paper the authors presented a new sensor obtained by means of an hetero-
junction based on both a perovskite material and TiO2. The introduction of TiO2

(n-type semiconductor) in the matrix of YCoO3 (p-type) highly improves the sen-
sitivity toward NO2 at low temperatures. The insertion of TiO2 nano-particles on
the surface of the YCoO3 larger grains produced hetero-junctions, which slightly
modify the material conductive properties. Nevertheless, the electronic conduction
in the sensing film is still mainly determined by the behavior of the homo-junctions
at the YCoO3 grains boundaries. As a matter of fact, it seems that the depletion
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Fig. 4 Transient responses of 3 different materials based on YCoO3 to NO2 as a function of time
at different temperature (as per legend). The carrier gas is nitrogen, the flow is mL/min with the
following protocol: 4minN2, 4minN2 +24 ppmNO2, 8minN2, 4minN2 +12 ppmNO2, 8minN2,
4 min N2 +6 ppm NO2, 4 min N2

region of newly induced junctions is affected by the TiO2 nano-particles favoring the
adsorption of oxidizing gases.

The proposed sensors seem interesting in all the possible applications where
temperature may play an important role in terms of power consumption requirement
due to the fact that exploitable sensor responses can be obtained even starting from
ambient temperature.
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Fig. 5 Transient responses of 3 different materials based on YCoO3 to NO2 as a function of time.
The heater wasn’t driven

YCoO3

TiO2

Homo-junc�on space charge region
(Scho�ky barrier) modified by TiO2 par�cles
in the neighborhood

Percola�on current

Fig. 6 Schematic of the structure and of the conduction mechanism of the proposed composite
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Effect of Humidity on the Hydrogen
Sensing in Graphene Based Devices

Brigida Alfano, Ettore Massera, Tiziana Polichetti, Maria Lucia Miglietta
and Girolamo Di Francia

Abstract In this work, we investigate the effect of humidity variations on the sens-
ing performance of Pd-graphene (GR) based devices. Palladium nanoparticles are
directly synthetized onto GR sheets by microwave irradiation; the optimal palladium
coverage results into a sensitive and fast hydrogen device. The dynamic conduc-
tance changes exposed to different hydrogen concentrations from 2.5 to 0.2% are
displayed at room temperature, using humidified air as carrier gas at different Rela-
tive Humidity (RH) levels. The results show how the sensing curves in low humidity
conditions have higher sensitivity with respect to humid environment. On the other
hand, dry conditions negatively affect the sensing layer stability over time while
humid conditions preserve the material.

Keywords Graphene · Metal decoration · Hydrogen detection

1 Introduction

Graphene is a two-dimensional material made of carbon atoms, so far called “won-
der material” for its exceptional physical characteristics. Since its discovery in 2004,
researchers are enthusiastically studying graphene to exploit its outstanding proper-
ties in numerous applications [1].

Graphene could represent a powerful sensingmaterial to design smaller and lighter
sensor respect to conventional ones.Moreover, employing its characteristic electronic
structure, the device based on graphene could be able to detect rapidly a single
molecule also at room temperature [2].

Pristine graphene is particularly sensitive towards nitrogen dioxide [3, 4].
In this regard, the functionalization with metal and metal oxide nanoparticles

proves to be an effective way to extend the range of analytes to which the material
is sensitive [5–9].
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The possibility of functionalization further improves the prospects of graphene-
based electronics for a real industrial application. In this scenario, the effect of metal
nanoparticles decoration onto graphene surface has been addressed in our latest
works [10]. We have fabricated a chemiresistor based on graphene, functionalized
with palladium nanoparticles, highly sensitive towards hydrogen gas [11].

Since the functionalization has a direct effect on sensing behavior, it is crucial to
determine the optimum coverage surface to obtain the most performing device [12].

The fabricated device follows linearly the variations in hydrogen concentration,
showing repeatable responses when exposed to cyclic tests.

Herein, a further investigation about the dynamic behavior of sensing device is
displayed, with the aim to approach the real world operating conditions. First of all,
the effect of humidity was considered and then the history of device.

1.1 Material Preparation

As reported in our previous work [13], pristine graphene was synthesized by Liq-
uid Phase Exfoliation (LPE) method: natural graphite flakes, dispersed in a hydro-
alcoholic solution, were exfoliated by means of ultrasound treatment. The surface of
pristine graphene was decorated according to the process described in our previous
works [11, 12].

1.2 Material Characterization

A drop of the freshly-sonicated dispersions of graphene decorated with Pd nanopar-
ticles (PdNPs) was casted on n-doped Silicon substrate and dried on hot plate for
Scanning Electron Microscopy characterization.

The graphene flakes, with an average lateral size of 300 nm, are randomly over-
lapped (Fig. 1). These are constituted by few layers, as evidenced in Raman spec-
troscopy data reported in our previous works [11, 12]. In the SEM image (Fig. 1),
PdNPs appear as bright spots all over the graphene surface with average size of
30–40 nm.

1.3 Sensing Characterization

For the electrical and sensing characterization, few microliters of suspension were
drop casted onto rough alumina transducers with five pairs of gold interdigitated
electrodes (fingers 350 µm wide, 4650 µm long and 350 µm spaced).

For each device, the achievement of the ohmic contact between GR-PdNPs films
and gold electrodeswas proven by the linear response of I–Vmeasurements (Fig. 2c).
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Fig. 1 SEM image Pd nanoparticles onto graphene sheets
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Fig. 2 a The dynamic conductance changes of GR-Pd device exposed to different hydrogen con-
centrations from 1.5 to 0.25% and the return cycle; b gas responses according to H2 concentration
for the first cycle and for return cycle; c IV characteristic

The as-fabricated devices were characterized by recording their conductance
change when exposed to hydrogen gas. In particular, we have investigated the per-
formances of the devices in terms of the percent conductance change consequent to
a gas exposure, in absolute value, which we regard as gas response (Eq. 1).

Gas Response (%) � |Gmax − G0|
G0

∗ 100 (1)

where G0 and Gmax are the conductances of the devices before and after the exposure
to a gas, respectively.
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The device is able to follow the changes of hydrogen gas concentration from
0.25 to 1.5% (the specific concentrations are labeled under each peak in Fig. 2a)
in humid atmosphere (RH 50%). By considering the responses recorded during the
measurement cycle, it can be observed as the response values at the same hydrogen
concentration are identical within the error of measurement (±0.2%).

This chemiresistor presents interesting sensing properties: in controlled envi-
ronment the device follows linearly the hydrogen concentration and the sensing
responses are repeatable. It is worth noting that these performances have been real-
izedworking at room temperature.However, for the application in a real environment,
it is crucial to know how the device behaves when external conditions change. In
actual environment, the most important interferent for any sensing device, even for
high-temperature operating devices, is water. As so, in the first step, the relative
humidity (RH) was changed in the test chamber in the range 0–50% RH.

Figure 3 shows the dynamic conductance changes of the device exposed to dif-
ferent hydrogen concentrations at room temperature under different humidity con-
ditions, namely at Relative Humidity (RH) levels of 50, 10 and 0%. In low humidity
conditions, from 0% RH to 10% RH, upon hydrogen exposure and after the sens-
ing phase, the conductance signal shows a continuous drift towards higher values
(Fig. 3b, c), while at 50% RH, the conductance signal drops slightly after every
sensing phase (Fig. 3a). Basically, in low humidity environment an over-recovery of
the sensing signal is observed while the reverse occurs in medium to high humidity
environments.

The desorption phase of hydrogen from Pd structures involves the interaction of
oxygen with the palladium hydride (formed during the exposure) with the restoring
of Pd and formation of a water molecule [14, 15]. As can be seen in Fig. 3a, in
humid environment this process does not lead to a complete reaction and it is likely
that some H2 remains trapped into the Pd structures so determining its volumetric
expansion also concurring to the lower conductance values. On the contrary, it can
be hypothesized that in low humidity conditions, where the reaction between oxygen
and adsorbed hydrogen is favored, even the hydrogen previously trapped reacts with
oxygen. This mechanism could be at the basis of the over-recovery phenomenon
observed in Fig. 3b, c).

These results suggest that environmental conditions can affect sensing perfor-
mances, and those performances may degrade more or less quickly based on the
“history” of the device. This is clear if we refer to Fig. 3d, where the sensitivity
curves recorded at different humidity levels and the subsequent measurement cycles
in dry conditions are summarized. As can be seen, the sensitivity in dry environ-
ment appears higher, but the curves also lose the linearity as the overall exposure of
device to hydrogen increases. This can be ascribed to the aforementioned volumetric
expansion of the Pd nanoparticles, which is at the basis of the well-known issue
of the metallic embrittlement by hydrogen [16]. Of course, this modification of the
material causes a parallel loss of sensing properties.

In other words, the operation of the device in real environmental conditions,
characterized by the constant presence of humidity, preserves this kind of sensitive
film from a fast deterioration even though this leads to a decrease in sensitivity.
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Fig. 3 The dynamic conductance change of device exposed to different hydrogen concentrations
from 2.5 to 0.2% changing RH levels a 50% RH, b 10% RH, c Dry carrier, at RT; dHumidity effect
on sensing curves. To overcome the uncompleted recovery and the changing baseline, we have used
the correlation between the maximum rate of the relative response and hydrogen concentration
(reactivity), method discussed in our previous work [4]

2 Conclusions

In this work, we have investigated the effect of humidity variations on the sensing
performance of Pd-graphene (GR) based devices.

The experiments have shown that exists a loss of response linearity at high con-
centrations of hydrogen as a consequence of cyclic H2 exposures, which cause mor-
phological changes. Tests in environmental conditions (50% RH) have shown that
despite a smaller sensitivity with respect to dry conditions, the presence of humidity
preserves the sensing film.
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Abstract The present contribution illustrates the early stage activities of the project
CONVERGENCEFLAG-ERAH2020. The project is aimed at improving the quality
of healthcare during active life by preventing the development of diseases through
earlier diagnosis of cardiovascular and/or neurodegenerative diseases, and meets the
growing desire of consumers for a deeper awareness of their conditions; indeed,
the extensive availability of smartphones and tablets and the technology therein
incorporated enable the monitoring and transmission of vital parameters from the
body of a patient to medical professionals. CONVERGENCE extends this concept,
aiming to create a wireless and multifunctional wearable system, able to monitor, in
addition to key parameters related to the individual physical condition (activity, core
body temperature, electrolytes andbiomarkers), even the chemical composition of the
ambient air (NOx, COx, particles). Herein is summarized the project activity, which
involves ENEA group together with CEA (Commissariat à l’Energie Atomique,
France) and UCL (Université catholique de Louvain, Belgium).
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1 Introduction

Medical technologies include a variety of devices, such as pacemakers, defibrilla-
tors, deep-brain stimulators, insulin pumps, which aim at improving the quality of
healthcare through non-invasive treatment of pathological conditions and/or earlier
diagnosis. The extensive availability of smartphones and tablets is directing con-
sumers towards wearable technologies, capable of monitoring and transmitting vital
parameters from the body of a patient to medical professionals, thus preventing the
development of diseases [1–4]. CONVERGENCE, a FLAG-ERA H2020 project,
broadens this concept by realizing a wireless and multifunctional wearable system,
able tomonitor, in addition to key parameters related to the individual physical condi-
tion (activity, core body temperature, electrolytes and biomarkers), even the chemical
composition of the ambient air (NOx, COx, particles).

In this contribution we focused on the early stage of the project activities, which
involves our group together with CEA (Commissariat à l’Energie Atomique, France)
and UCL (Université catholique de Louvain, Belgium) and regards the implemen-
tation of a demonstrator composed by gas sensors integrated into a test platform
realized by CEA. In the project framework, one of the tasks is to develop sensors for
the detection of NO2 based on graphene, a material widely known in the scientific
literature for the specificity towards this pollutant [5–7]. The provided sensors, based
on bare and ZnO nanoparticles decorated-graphene, are chemiresistive devices able
to detect nitrogen dioxide in the range 100–1000 ppb. They were connected with an
electronic board, developed for sensor data acquisition in real time; datawere directly
sent by Bluetooth on smartphones. Finally, a microarray platform made of micro-
interdigitated electrodes, developed by UCL, will allow the miniaturization of the
demonstrator in a post-CMOS process [8]. Detection limit below 100 ppb (≥10 ppb),
selectivity, ultra-low-power consumption (<20 µW continuously), and low-cost fab-
rication (<1 e/die), are the key challenges towards Internet-scale chemical sensing
applications in environmental monitoring.

2 The Environmental Sensors

In line with the project requirements, ENEA labs worked on the synthesis of the
functionalized material and its optimization, realizing chemiresistive devices based
on bare and ZnO nanoparticles decorated-graphene, able to detect nitrogen dioxide at
room temperature in the range 100–1000 ppb; pristine graphene (GR) was prepared
by sonication assisted graphite exfoliation. Graphite flakeswere dispersed into amix-
ture of ultrapurewater and i-propanol (at 1mg/ml) and sonicated in an ultrasonic bath
for 48 h. Afterwards, graphite crystallites were removed by centrifuging for 45 min
at 500 rpm. The concentration of the graphene suspension was 0.1±0.1 mg/ml. The
preparation of ZnO decorated graphene (GZnO) was performed by freeze drying of
graphene suspension. 2.5mg of graphene powder, mixedwith 4mg of ZnO (∅ 14 nm)
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Fig. 1 Sensing responses to a single pulse of 1000 ppbNO2 and relative sensitive curves of chemire-
sistors based on graphene (panel a) and ZnO decorated graphene (panel c). The selectivity towards
1 ppm NO2, 50 ppm ethanol, 1% hydrogen (H2), 50 ppm methanol and 250 ppm ammonia (NH3)
of chemiresistors based on graphene (b) and ZnO decorated graphene (d). *N.R.�No response

and microwave irradiated for 5 min at 1000 W. The resulting powder was dissolved
in ethanol and the sensitive material was dispensed on interdigitated commercial
macroscopic electrodes realized on alumina substrate for a preliminary test towards
NO2, whose results are illustrated in the Fig. 1.

As canbe inferred from thegraphs ofFig. 1, both preparations exhibit a highdegree
of specificity towards nitrogen dioxide, besides being able to detect this analyte in
the range 100–1000 ppb in agreement with the requirements of the project.

3 Test Platform with NO2 Gas Sensors

Four devices, prepared starting from pristine and functionalized graphene, were sent
to the CEA for the connection with an electronic board, specifically designed for
sensor data acquisition in real time. The platform is compatible with different kinds
of sensors, i.e. able to monitor both vital parameter (activity, core body tempera-
ture, electrolytes and biomarkers) and the chemical composition of the ambient air
(NOx, COx, particles); data were directly sent by Bluetooth on smartphones. Table 1
summarizes the main features of the prepared devices.

The sensors were plugged onto the sensor platform that converts through an ADC
Voltage Divider Bridge the analog electric signal into a measurable signal, as shown
in Fig. 2.

Table 2 displays the main electrical parameters measured after the connection to
the platform. The resistance values, both measured by a multimeter and by the plat-
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Table 1 Summary of the basic resistance values of the sensors produced by ENEA and the corre-
sponding sensitivity towards NO2

Sample name R (k�) Sensitivity to NO2

Pristine graphene ENEA 1 0.46 37% @ 300 ppb

Pristine graphene ENEA 2 0.4 31% @ 1 ppm

Pristine graphene ENEA 3 1.9 23% @ 1 ppm

ZnO NP decorated
graphene

ENEA 4 88 50% @ 1 ppm

Fig. 2 NO2 sensors (ENEA)
tests

Table 2 Summary of the main electrical parameter checked after the connection to the Leti-CEA
platform

Multimeter
measures (�)

Platform
measures (�)

Error (%) Value converted
by the ADC (V)

ENEA 2 593 598 0.8 145

ENEA 3 1984 2009 1.26 477

form, are in agreement with an error of about 1%, thus indicating that the connection
to the platform did not introduce any contact resistance.

After these characterizations, devices ENEA3andENEA4, connected to theCEA
platform were tested into ENEA sensor test chamber with a measurement protocol
that includes 20 min in an inert environment, 10 min of exposure to the analyte and
the restoration phase in an inert environment for 20 min. As can be seen in Fig. 3,
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Fig. 3 Pristine graphene-based sensor, namedENEA3, installed onLETI board, exposed to 300 ppb
of NO2 for 10 min

Fig. 4 Example of a multi-pixel platform; each transducer consuming less than 20 µW in contin-
uous operation

ENEA3 device installed on LETI board and exposed to 300 ppb NO2, exhibits a
variation of 3%, so demonstrating that the platform is able to follow and visualize in
real time on a Smartphone the signal variation consequent to the exposure to such
analyte.

These preliminary tests allowed identifying someparameters onwhich to optimize
the sensor devices. In particular, for an optimal Analog to Digital Conversion, the
coupling of the sensor device resistance with that of the Voltage Divider Bridge
(67 k�) should be realized so as those values result as close as possible. According
to this, the further development of sensing devices will be carried out in such a way
as to obtain a basic resistance contained in the identified range, in order to work
with the maximum ADC input dynamic voltage range, that will allow a limit of NO2

detection as low as 50 ppb.
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4 Sensing Material Deposition on UCL Microarrays

The same preparations based on bare and ZnO-functionalized graphene were dis-
pensed by drop casting on a multi-pixel resistive CMOS-compatible platform func-
tionalizable with gas sensing materials operating at room temperature, specially
designed by UCL looking at ultra-low-power low-cost environmental monitoring.
An example of platform is depicted in Fig. 4.

Besides, a communication platform has also been implemented for Internet of
Things (IoT) applications through LoRaWAN protocol on dedicated networks. Data
integration and visualization are performed in partnership with Opinum S.A. com-
pany. Figure 5 shows the dies sent to the ENEA lab for the sensitive materials depo-
sition. The microarrays are of two types: 2×2 pixel2 and 3×3 pixel2, the size of
sensitive surfaces goes down to 300×200 µm2. This should highlight miniaturiza-
tion capabilities towards a versatile low-cost multi-gas sensing microsystem.

In this first phase we tested the drop casting deposition on 2×2 structures, by
dispensing the materials onto microstructures by using a microsyringe. The 3×3
arrays were instead put aside and destined to inkjet deposition to be carried out in a
second phase. Figure 6 displays a photo of the 2×2microarrays onwhich the sensing
materials were dispensed. The resistance values of the devices resulted to fall into
the k� range, therefore suitable for the subsequent bonding and encapsulation.

The main critical issues emerged during these tests indicate the need to further
refined the deposition technique, in order to avoid both the overlapping of material
between two adjacent devices and also the contact between the microsyringe tip
and the substrate, which can cause scratches on the interdigitated structure. We are
confident that all the abovementioned issues can be avoid on 3×3 array kept for inkjet
deposition; indeed, such approach allows to deposit the sensingmaterial based-ink in
controlled way also avoiding contact between the dispensingmedium and the sample
surface, thus resulting totally safe.

5 Conclusions

In this document we presented the first steps of the CONVERGENCE project, which
involves ENEA group together with CEA (Commissariat à l’Energie Atomique,
France) and UCL (Université catholique de Louvain, Belgium).

The interfacing of graphene-based gas sensors with LETI board and the subse-
quent exposure to 300 ppb NO2, demonstrated the ability of the platform to follow
and visualize in real time the sensing signal; an adequate sizing of the coupling of
the sensor device resistance with that of the Voltage Divider Bridge will allow a limit
of NO2 detection as low as 50 ppb.

Deposition of bare and ZnO-functionalized graphene on a multi-pixel resistive
CMOS-compatible platform has produced devices with electrical resistance values
suitable for the subsequent bonding and encapsulation; some weaknesses emerged
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Fig. 5 aMulti-pixel array platforms based on interdigitatedmicroelectrodes sent to ENEA for pris-
tine graphene and GZnO deposition and further characterizations after encapsulation and bonding.
b Full IoT system implementation
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Fig. 6 Photograph of the bare and functionalized graphene-based devices realized by drop casting
on UCL microarrays

during these tests, mainly related to the deposition technique, such as overlapping
of the sensing film between two adjacent devices and scratches on the interdigitated
structure. Such drawbacks will be overcome by utilizing inkjet printing deposition.

Acknowledgements CONVERGENCE is funded by the Flag ERA (ERANET—JTC2016).
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Abstract In this study, ternary G-Fe2O3/Al-ZnO nanocomposites (NC) ware pre-
pared using the solvothermal sol-gel process and a successive supercritical drying
in ethanol. SEM analysis of the ternary NC samples showed clearly that they are
formed by very small nanoparticles in the nanometer range. XRD highlighted the
presence of the characteristic diffraction peaks of G-Fe2O3 and ZnO phases in all
samples. Conductometric sensors were fabricated and tested for the monitoring of
acetone in air. Results obtained have demonstrated that the ternary composite-based
sensors display higher response to acetone and ethanol compared to that obtained
with Al-ZnO and G-Fe2O3 ones.

Keywords G-Fe2O3 · Al-ZnO · Composite nanoparticles · Sol-gel · Acetone
Selectivity

1 Introduction

Metal oxide-based chemical sensors have been widely used for the detection of
toxic pollutant, combustible gases and volatile organic compounds (VOCs), due
to their high sensitivity, small size, low power consumption and easy fabrication.
To minimize the damage caused by atmospheric pollution, controlling and alarm
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systems are needed. Previously, we reported the high performances of Al(III)-doped
ZnO nanomaterials for CO sensing [1]. Here, we extended the study to a ternary G-
Fe2O3/Al-ZnO composite, using Fe(III) as a dopant formonitoring low concentration
of ethanol and acetone in air.

ZnO is one of more investigated metal oxide for VOCs. Al-doping introduces
defects into the ZnO structure and moreover enhance the electrical conductivity of
the resultingAl-ZnO binary nanocomposite. G-Fe2O3 is a ferromagneticmaterial and
is widely used as a magnetic recording medium, which has been also investigated,
pure or doped, as gas-sensitive material [2, 3]. In this study, we are aimed to increase
the sensing properties of Al-ZnO by doping it further with iron. G-Fe2O3/Al-ZnO
with different Fe loading were therefore synthesized by the same sol gel route used to
synthetize the binary Al-ZnO nanocomposite [4]. Preliminary sensing tests obtained
in the monitoring of acetone and highlighting the performances of the ternary com-
posites are reported here for the first time.

2 Experimental

2.1 Samples Preparation

Pure Al-ZnO, G-Fe2O3 and the ternary G-Fe2O3/Al-ZnO nanocomposite (G-
Fe2O3/Al-ZnONCs)were prepared using the solvothermal sol-gel process and super-
critical drying in ethanol as follows.

(i) Al-ZnO. Zinc oxide doped with 3% of aluminum was prepared using a sol–gel
route with 20 g of zinc acetate dihydrate [Zn(CH3COO)2·2H2O; 99%] as a
precursor in 140 ml of methanol. After 10 min of magnetic stirring at room
temperature, an adequate quantity of aluminum nitrate-9-hydrate correspond-
ing to [Al/Zn] ratio of 0.03 is added. After 15 min of magnetic stirring, the
solution was placed in an auto-clave and dried in supercritical ethyl alcohol
(Tc�243zC; Pc�63.6 bar [1]).

(ii) G-Fe2O3. For the preparation of pure G-Fe2O3, 16 g of iron III precursor (acety-
lacetonate) [C15H21FeO6] are poured into 32 ml of ethanol. After stirring for
15 min, 220 ml of ethanol are added for drying, then the solution is poured
into an autoclave and heated under supercritical conditions (Tc�243zC, Pc�
63.6 bar).

(iii) Al-ZnO/G-Fe2O3. For obtaining Al-ZnO/G-Fe2O3 different quantities of 3
atomic% Al/ZnO nanoparticles previously prepared were added to the poured
solution and stirred for 15min.The ratio betweenFe andZnOvaried in the range
0–100%. The as-obtained hybrid nanocomposites were annealed at 400 °C for
2 h in air in order to stabilize their microstructures.
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2.2 Morphological, Microstructural and Sensing Properties

Samples morphology was observed through scanning electron microscope (SEM)
operating at 30 kV while the microstructure was analyzed by the X-ray diffraction
(XRD) technique. XRD measurements were performed using the CuK-α radiation
(λ�1.5406 Å) of a Bruker-AXS D5005 diffractometer.

Conductometric devices for sensing tests were fabricated by printing films (about
20 μm thick) of the synthesized samples dispersed in water on alumina substrates
(6×3 mm2) with Pt interdigitated electrodes and a Pt heater located on the backside.
The fabricated sensors based were used for monitoring low concentration of acetone
in air at different temperatures.

3 Results and Discussion

3.1 Metal Oxides Characterization

The morphological properties of the samples have been investigated by SEM. The
typical fine grainedmorphology of some of the synthesized powder samples is shown
in Fig. 1. γ-Fe2O3/Al-ZnO composites with 33% of G-Fe2O3, display smaller grain
size and reveal different morphology.

XRD analysis has been performed in order to acquire information about the phase
present in these samples. XRD patters are shown in Fig. 2, highlighting the presence
of peaks indexed according to hexagonal wurtzite structure for Al-ZnO and to cubic
structure for G-Fe2O3, respectively. The average crystallite size (d), as calculated
by the full width at half maxima (FWHM) of the most intense diffraction peaks of
Al-ZnO, indicate that in the ternary samples Al-ZnO grains reduce its dimension
from 26 nm to 16 nm. The particle size decrease with the introduction of G-Fe2O3 is
in according with the results acquired by SEM analysis.

Fig. 1 From left to right: SEM images of Al-ZnO, Al-ZnO/G-Fe2O3 (33%), G-Fe2O3. The samples
were annealed at 400 °C for 2 h in air



28 N. Zahmouli et al.

Fig. 2 X-ray diffraction
spectra of Al-ZnO,
Al-ZnO/G-Fe2O3 (33%) and
G-Fe2O3 samples after
annealing at 400 °C for 2 h
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3.2 Acetone Sensing Tests

In order to find the optimal working temperature, we carried out preliminary sensing
tests with all sensors fabricated in an interval temperature between 200 and 400 °C.
Figure 3 reports the sensor response to acetone as target gas with these sensors.
Al-ZnO/Fe2O3 (33%) sensor resulted the most responsive device at the optimal tem-
perature of 200 °C.

Figure 4 shows the dynamic response to different concentrations of acetone for
Al-ZnO/GFe2O3 (33%) and the related calibration curve. According to behavior
shown, the ternary nanocomposite sensor shows very high response to acetone being
very sensitive in the ppm range.
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Fig. 5 Response/recovery
time to acetone of Al-ZnO,
Al-ZnO/G-Fe2O3 (33%), and
G-Fe2O3 sensors
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On the basis of the characterization results above reported, the good improvement
of the sensitivity to acetone can be attributed to the increase in the surface area and
the electron modification due to the introduction of iron [3].

The response/recovery time for these sensors is shown in Fig. 5. Very interest-
ingly, the response time is strongly reduced by increasing the G-Fe2O3 loading in the
composite, whereas the recovery time remain approximatively the same.

Therefore, the introduction of G-Fe2O3 into Al-ZnO based sensor increases not
only the sensitivity but also the speed of the sensor response, helping in the developing
sensors with better dynamic properties.
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4 Conclusions

In this study, we proposed a novel ternary Al-ZnO/G-Fe2O3 nanocomposite for the
fabrication of high performance acetone sensors. Fe-doping induces some changes in
the morphological and microstructural properties of base Al-ZnO binary composite.
These modifications have been correlated with the sensing performances obtained in
the monitoring of acetone with the ternary nanocomposite-based sensors. These sen-
sors showed better sensing characteristics such as fast response times and sensitivity.
In summary, results demonstrated thatAl-ZnO/G-Fe2O3 nanocomposites synthesized
by the sol-gel route are highly promising sensing materials for acetone detection.
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Abstract Water nanocolloids of molybdenum oxide were synthesized by using a
laser writing of a solid molybdenum target by a focused picosecond pulsed laser
beam. The molybdenum oxide nanoparticles are then used to fabricate modified
screen-printed carbon paste electrode. Morphology and compositional-structural
properties of the samples were investigated by Scanning Transmission Electron
Microscopy and X-ray diffraction spectroscopy. The sensors tested show enhanced
electro-catalytic behavior for dopamine detection (also in presence of KCl, NaCl,
glucose, uric acid, ascorbic acid and folic acid), in phosphate buffered saline (pH�
7). Under the optimal conditions, the peak current of dopamine increases linearly
with the concentration in the 10–500 μM range, with the lowest detection limit of
43 nM. All these data indicate an excellent selectivity of this type of sensor towards
main interferents, made it as a potential candidate for the detection of dopamine in
pharmaceutical and clinical preparations.

Keywords Molybdenum oxide nanoparticles · Pulsed laser ablation
Electrochemical sensors · Dopamine

1 Introduction

Nanotechnology involves the creation andmanipulation of materials at the nanoscale
to obtain innovative products able to exhibit unique properties. In particular, new type
of analytical tools for biotechnology and medical field involving the use of metal
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oxide nanomaterials, have received huge attention in recent times [1]. For these
applications, the choice of green techniques is much appreciated to grant the produc-
tion of contaminant free nanoparticles. Over the last decade, pulsed laser ablation in
liquid (PLAL) is gradually becoming an irreplaceable technique to synthesize metal
oxide nanostructureswhich represent a new type of analytical tools for biotechnology
and life science [2]. This green technique ensures the control of physical-chemical
properties of the synthesized nanostructures by changing ablation parameters and
the absence of by-products, very useful issues in biological applications.

Dopamine (DA) is a neurotransmitter located in the ventral tegmental area of
the midbrain, the substantia nigra pars compacta, and the arcuate nucleus of the
hypothalamus of the human brain. Its detection is important in understanding neural
behavior and in developing therapeutic intervention technologies for neurological
disorders. Monitoring of extracellular DA concentration can serve as a clinically rel-
evant biomarker for specific diseases states as well as a gateway to monitor treatment
efficacy [3]. Among other analytical techniques used in biomedical diagnostics, elec-
trochemical sensors show some advantages such as low cost, ease of operation and
fast response with high accuracy and sensitivity. In Parkinson’s disease for example,
electrochemical sensors can be integratedwith therapeutic interventions such as deep
brain stimulation systems, to enhance the ability to continuously monitor DA and
other neurotransmitters that are prone to fluctuations. Despite the advantages, there
are some drawbacks limiting the widespread use of DA electrochemical sensors,
such as the overlap of voltammetric responses due to several interfering substances
present in biological systems and the formation of a passivating polymeric film on
the electrode surface [4]. Recently, modified electrodes with assembled monolay-
ers, polymer or metal oxides/graphene composites were developed to overcome the
above limitations [5]. In this contest, the nanostructured molybdenum oxide parti-
cles could act as efficient electron redox mediators. Being characterized by three
oxidation states and a high chemical stability, they can readily participate in redox
reactions, contributing to the electrochemical sensing of some biological compounds
such as DA. Their application in bio-sensing and specifically for DA sensing is still
limited.

In this work, molybdenum oxide nanocolloids different in shape and size distri-
bution as well as in surface chemical bonding coordinations were analyzed. Their
electrochemical response was tested. Then, a systematic study was made on the
sample with the best performance, ultimately proposing an electrochemical sen-
sor based on a MoO2 nanocomposite synthesized at room temperature (RT) in water
using a picosecond pulsed laser source. The electrochemical sensor proposed enables
the determination of DA level without any “engineered” electron transfer mediator,
being the molybdenum oxide nanoparticles directly deposited on commercial car-
bon electrodes. The potentiality lies in the intrinsic properties of the molybdenum
oxide nanostructures such as the high surface to volume ratio and the participation
to surface oxidation processes.
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Fig. 1 Scheme of external field-assisted laser ablation setup

2 Materials and Methods

High purity (99.9%) Mo solid target in a 20 mL of deionized water were ablated
using the 532 nm line of a laser source, operating at 100 kHz repetition rate with a
pulse width of 6–8 ps. The target was irradiated with a typical laser power of 2.5 W
and an irradiation time of 30 min. The laser beam was focused to a spot of about
75 μm in diameter on the surface of the target with a galvanometric scanner having
a telecentric objective with a focal length of 163 mm. During the ablation process
two Pt electrodes were immersed in the liquid in such a way to face their basal
planes (see Fig. 1). The two electrodes were polarized by applying a DC potential
(20 V/cm) and, between them, the plume was left to develop during the ablation. The
experiments were performed at different water temperature (RT and 80 °C) and its
values were monitored both before and after the ablation. During the overall process,
only a moderate increase was found (less than 10 °C in 30 min), compatible with the
thermal energy release due to the ablation phenomena.

Sample morphology was observed through a scanning transmission electron
microscope (STEM) operating at 30 kV while chemical environment of the atomic
species was analyzed by the X-ray diffraction (XRD) techniques. XRD measure-
ments were performed using the CuK-α radiation (λ�1.5406 Å) of a Bruker-AXS
D5005 diffractometer. The surface Mo chemical bonding fractions was measured
by means of X-ray photoelectron spectroscopy (XPS), using a Thermo Scientific
spectrometer equipped with a conventional Al-Kα X-ray source (1486.6 eV) and
a concentric hemispherical analyzer. The electrochemical sensors were fabricated
depositing some drops (10 μL) of the nanocolloids onto commercial screen-printed
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Fig. 2 STEM images of the samples prepared at RT (a, b) and 80 °C (c, d) without and applying
the electric voltage, respectively

electrodes consisting of carbon working, carbon counter and silver pseudo-reference
electrodes. The so prepared samples were dried at RT to obtain the MoO/SPCE
(screen printed carbon paste electrodes). Cyclic voltammetry (CV), square wave
voltammetry (SWV) and amperometric measurements were carried out in pH 7
Phosphate Buffered Solution (PBS) in presence and in absence of DA.

3 Results and Discussion

Figure 2 shows electron microscopy images of the colloids prepared in water at RT
and T�80 °C, without and by applying an external DC electric voltage.

We observe that somemolybdenumoxide nanoparticles have amean size of 20 nm
when the ablation process was carried out at RT (Fig. 2a, b). However, overlapped
spherical nanoparticles are obtained by applying the electric field (Fig. 2b). Never-
theless, smaller nanoparticles (size less than 10 nm) characterize colloids obtained
at 80 °C with respect to the ones obtained at RT (Fig. 2c) while nearly oblong nanos-



Electrochemical Sensor Based on Molybdenum Oxide Nanoparticles … 35

Fig. 3 XRD spectra of the samples prepared at RT (a) and 80 °C (b) without or applying the electric
voltage. All spectra are shifted to highlight spectral differences

tructures mixed with spherical shaped ones are obtained at 80 °C and applying the
DC electric field (Fig. 2d).

Figure 3 shows XRD spectra with the proper reflections assignments of the sam-
ples prepared at RT and 80 °C, by applying, or not, the electric voltage during the
ablation process. XRD patterns showmixed phases which can be attributed to MoO2

and MoO3 coordinations. Moreover, the reflections (110), (040), (021), (111), (002)
and (112) observed at about 23°, 28° and 30° match with the orthorhombic structure
of MoO3 (International Centre for Diffraction Data, JCPDS file no. 05-0508). In
absence of the electric voltage, the samples show only the MoO2 coordination. On
the other hand, in presence of the electric field, the more crystalline MoO3 phase
dominates as indicated by the nearly lack of the reflections due to MoO2 phase and
the narrowing of the main characteristic contributions of MoO3.

The surface chemical bonding nature of the samples was investigated by studying
the modifications, induced by the synthesis parameters, on the Mo 3d X-ray photoe-
mission peak lineshape. It is quite well established that the hot water and the electric
voltage induce an increase of the MoO3 bonding structure while, in RT & 0 V con-
ditions, the sub-stoichiometric coordinations, mainly the MoO2 configuration, were
found (see Table 1).

Figure 4a shows CV responses of 50 μM DA in pH 7 PBS at the bare SPCE and
molybdenum oxide modified SPCE. We outline that the modified electrode did not
show any response in the absence of DA (not shown). In the CVs, both cathodic
and anodic peaks of the modified electrode shifted negatively, relative to those of
the screen-printed carbon electrode. The oxidation and reduction currents of DA on
all the investigated electrodes were comparable. However, using the molybdenum
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Table 1 Mo bonding fractions percentage estimated from XPS fitting procedure

Synthesis
parameters

Mo (%) MoO2 (%) MoO3-x (0 < x <
1) (%)

MoO3 (%)

RT & 0 V 0.4 68.7 22.7 8.2

80 °C & 0 V 0.3 60.2 25.5 14.0

RT & 100 V 0.0 58.4 26.2 15.4

80 °C & 100 V 0.0 57.9 28.9 13.2

Fig. 4 a CV responses of 50 μM dopamine in pH 7 PBS at the bare SPCE and molybdenum oxide
modified screen printed carbon paste electrodes; b SWVs for different concentration of dopamine;
c Calibration curve in the range of concentration 100–500 μM of dopamine; d Selectivity test

oxide nanocolloids prepared at RT in absence of the electric field, the redox reaction
shifted at more negative potentials and a well-defined redox peak corresponding to
DA with improved peak current (2.2 μA) is achieved.

This sample shows the biggest nanoparticles mean size (see Fig. 2), i.e. a low
surface to volume ratio, that cannot explain the observed CV behaviour. It is more
likely that the electrochemical response and selectivity toward DA is affected by
the different Mo-O bonding configurations (MoO2 or MoO3 phases) as observed
by XRD and XPS analyses. It is well known [6] that the oxygen deficient, i.e. sub-
stoichiometricMoO3-x films, contain excessmetal atomswhich act as doping centers.
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Generally, stoichiometricMoO3 is an insulatorwith a band gap of about 3.1 eV.When
the oxide is reduced, by the introduction of impurity donor atoms or by oxygen
deficiency, electronic donor levels are created near the bottom of the conduction
band and, therefore, the reduced oxides behave as semiconductors. These “doping
centers” control the optical and the electrical field response of the nanomaterials by
affecting the electronic mobility. As reported in a previous paper [7], our samples
prepared at 80 °C have an optical bandgap of approximately 3.0 eV, while the RT
prepared colloids exhibit smaller values due to the presence of the occupied gap
states within their forbidden gap. Hence, from all the collected data, it seems that
the nanoparticles made of MoO2 configuration might favour the electrons transfer
kinetic, then the electrocatalytic reaction of the DA on the electrode [8].

Owing to the best performance obtained for the sample prepared at RT in absence
of electrical field, its electrochemical behavior toward detection of DA has been
further investigated. Figure 4b shows the SWV recorded for the fabricated sensor
in absence and in presence of different concentrations of dopamine ranging from
100 μM to 500 μM in PBS. When DA was present in solution an intense anodic
peak was observed which shifted with increasing of concentration. In addition, in
the whole investigated range the anodic peak current (ia) increased linearly with the
concentration of DA (c) according to the equation ia (μA) = 0 0.012 c (μM)+4.7, R2

�0.996 (Fig. 4c). The selectivity of the sensor against common interfering species
was also investigated by amperometric experiments. Figure 4d shows the chronoam-
perometric curve recorded at an applied potential of 0.1 V during step increases of
50 μM of dopamine and in the presence of 10 fold excess of K+, Na+, glucose, uric
acid (UA), ascorbic acid (AA) and folic acid (FA), demonstrating that the molybde-
num oxide modified-electrode is also highly selective towards the determination of
dopamine in the presence of potential interferents.

4 Summary

Molybdenum oxide NPs with tunable surface physical-chemical properties were
synthesized by a picosecond pulsed laser source and then used to fabricate modi-
fied screen-printed carbon paste electrodes. A combination of XPS, XRD and STEM
analyses has shown that the synthesis parameters influence the nanoparticles size dis-
tribution and the Mo-O bonding configurations which, in turn, affects the dopamine
electrochemical response of the colloids. The best performance, also in terms of
selectivity, was exhibited by the sample prepared at RT in absence of electric volt-
age. This sample shows nanoparticles with the biggest mean size, i.e. a low surface
to volume ratio, made of MoO2 configuration. On the overall, from the collected
data, it emerges that nanoparticles with the MoO2 surface bonding configuration
favour the electrons transfer kinetic and, ultimately, the electrocatalytic reaction of
the dopamine on the electrode.



38 S. Spadaro et al.

References

1. Tuli, H.S., Kashyap, D., Bedi, S.K., Kumar, P., Kumar, G., Sandhu, S.S.: Molecular aspects of
metal oxide nanoparticles (MO-Nps) mediated pharmacological effects. Life Sci. 143, 71–73
(2015)

2. Braydich-Stolle, L.,Hussain, S., Schlager, J.J., Hofmann,M.-C.: In vitro cytotoxicity of nanopar-
ticles in mammalian germline stem cells, toxicological. Sciences 88(2), 412 (2005)

3. Xu, H., Zuo, P., Wang, S., Zhou, L., Sun, X., Hu, M., Liu, B., Wu, Q., Dou, H., Liu, B., Zhu, F.,
Teng, S., Zhang, X., Wang, L., Li, Q., Jin, M., Kang, X., Xiong, W., Wang, C., Zhou, Z.: Striatal
dopamine release in a schizophrenia mouse model measured by electrochemical amperometry
in vivo. Analyst 140(11), 3840–3845 (2015)

4. Jackowska, K., Krysinski, P.: New trends in the electrochemical sensing of dopamine. Anal.
Bioanal. Chem. 405, 3753–3771 (2013)

5. Li, Y., Liu, J., Liu,M., Yu, F., Zhang, L., Tang, H., Ye, B.C., Lai, L.: Fabrication of ultra-sensitive
and selective dopamine electrochemical sensor based on molecularly imprinted polymer modi-
fied graphene@carbon nanotube foam. Electrochem. Commun. 64, 42–45 (2016)

6. Inzani, K., Nematollahi, M., Vullum-Bruer, F., Grande, T., Reenaas, T.W., Selbach, S.M.: Elec-
tronic properties of reduced molybdenum oxides. Phys. Chem. Chem. Phys. 19, 9232–9245
(2017)

7. Spadaro, S., Bonsignore, M., Fazio, E., Cimino, F., Speciale, A., Trombetta, D., Barreca, F.,
Saija, A., Neri, F.: Molybdenum oxide nanocolloids prepared by an external field-assisted laser
ablation in water. In: EPJ Web of Conferences, vol. 167, p. 04009 (2018)

8. Gao, F., Cai, X., Wang, X., Gao, C., Liu, S., Gao, F., Wang, Q.: Highly sensitive and selective
detection of dopamine in the presence of ascorbic acid at graphene oxide modified electrode.
Sens. Actuators B Chem. 186, 380–387 (2013)



Sensing Properties of Indium, Tin
and Zinc Oxides for Hexanal Detection

A. Malara , L. Bonaccorsi , A. Donato , P. Frontera , A. Piscopo ,
M. Poiana , S. G. Leonardi and G. Neri

Abstract The properties of ZnO, In2O3, and SnO2 have been investigated as pos-
sible sensing layer in resistive sensors for monitoring hexanal in food applications.
Sensors performances were tested at different temperatures (100–350 °C) and ana-
lyte concentrations (50–100 ppm). Results showed the ability of the analyzed metal
oxides sensors, each one characterized by its own features and operating conditions,
to detect hexanal. Moreover, the different oxides response has been also related to
their Gibbs free energy of formation. According to preliminary results both indium
and zinc oxides show promising sensing characteristics compared to tin oxide.

Keywords Hexanal · Metal oxides · Resistive sensors
1 Introduction

Hexanal is one of the major volatile compound released during food storage due to
lipids oxidation and is considered an important indicator of food quality in packaging
[1–3]. In addition, hexanal has been proposed as an odor reference standard for
sensory analysis of drinking water [4]. Despite its importance as a quality marker
in the food industry, hexanal has not been extensively studied yet. Tin oxide-based
resistive sensors have been previously proposed for hexanal detection [5]. According
to the best authors’ knowledge, indiumand zinc oxides have instead not been tested so
far. Therefore, we started a study with the aim to investigate the sensing properties of
In2O3 and ZnO as possible sensing layer in resistive sensors for monitoring hexanal
in food applications and compare their performances with the most investigated
SnO2-based sensor.
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2 Experimental

2.1 Samples Preparation and Characterization

Metal oxide powders have been prepared by precipitation from aqueous solution
of nitrate precursors (0.68 M) hydrolyzed with an aqueous potassium carbonate
solution (1 M). The precipitates were then filtered, washed with deionized water,
dried at 110 °C for 12 h and then calcinated at 500 °C for 2 h in air.

Powder samples were characterized by XRD analysis (Bruker, D2 Phaser) in the
2θ range 10°–80° (Cu Kα1 �1.54056 Å) and their morphology studied by Scanning
Electron Microscopy SEM (Phenom ProX). The Brunauer–Emmett–Teller (B.E.T.)
surface areas of the prepared powders were determined from nitrogen adsorp-
tion–desorption isotherms at 77 K (ChemiSorb 2750 Micromeritics).

2.2 Sensor Preparation and Testing

The procedure to prepare ametal oxide sensorwas as follows: a pastewas obtained by
mixing the oxide powder with a proper quantity of ethanol and deposited on an alu-
mina planar substrate (3 mm×6 mm) supplied with interdigitated Pt electrodes and
a heating element on the back side. Before sensing tests, the sensor was conditioned
in air for 2 h at 400 °C in order to stabilize the deposited film.

Measurements were performed positioning the sensor in a stainless steel testing
cell and flowing a mixture of dry air and hexanal vapor at different concentrations for
a total gas stream of 100 sccm. The hexanal vapor was obtained by bubbling dry air
in liquid hexanal maintained at a controlled temperature by a refrigerated circulating
bath (temperature range−5/−15±0.01 °C). All air fluxes were measured by Brooks
mass flow controller systems. The sensors resistance data were collected in the four-
point mode by an Agilent 34970A multimeter while a dual-channel power supplier
instrument (Agilent E3632A) allowed to control the sensor temperature.

Sensor response S to hexanal was defined by the sensor resistance ratio:

S � R(air)

R(air+hexanal)

Measurements were performed varying sensors temperature in the range of
100–350 °C and for three hexanal concentrations: 50, 150 and 300 ppm.
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Fig. 1 XRD diffractograms of the synthesized ZnO, In2O3 and SnO2 powders after calcination

Fig. 2 SEM images of the synthesized powders after calcination

3 Results and Discussion

3.1 Metal Oxides Characterization

The metal oxides crystallinity was measured by XRD after calcination (T�500 °C).
All synthesized powders resulted with no impurities or amorphous phases, as shown
in diffractograms of Fig. 1.

The morphological analysis carried out by scanning electron microscopy demon-
strated the formation of very small crystalline particles in all cases, as consequence of
the synthesis method used (Fig. 2). The B.E.T. surface area, however, showed some
differences among samples. Indium oxide, indeed, was the powder with the high-
est specific surface area equal to 20.3 m2/g, followed by zinc oxide with a specific
surface area of 9.6 m2/g and tin oxide with the lowest value of 8.4 m2/g.
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Fig. 3 Sensor responses
versus temperatures at
50 ppm hexanal

3.2 Hexanal Detection Measurements

In this work, a preliminary study on the sensing properties of three metal oxides
largely used in resistive sensors, ZnO, In2O3 and SnO2, have been carried out to
evaluate the best response to the hexanal molecule under controlled conditions. Zinc
oxide, in particular, has not been tested for hexanal detection so far while SnO2 is
the most studied [5].

In Fig. 3 the responses of the tested sensors are compared at different temperatures
for a hexanal concentration of 50 ppm in air.

The results demonstrate that both In2O3 and ZnO can detect hexanal in air with
higher response than tin oxide. Some differences, however, exist indeed indium oxide
has given the highest response at 300 °C, while ZnO can detect hexanal also at lower
temperature, as low as 100 °C, with appreciable response.

The hexanal sensing mechanism is based on the aldehyde oxidation on the metal
oxides surface due to the adsorbed oxygen and the consequent electrons release:

C6H12O + O−
(ads) → C5H11COOH + e−

The different oxides response has been related to their Gibbs free energy of forma-
tion, �G, calculated at the different sensing temperatures according to the equation
[6]:

�G
(
T f

) � T f

T0
G0(T0) − T f

(
T f − T0

)�H 0

T 2
f

beingG0 and�H0 (enthalpy of formation) at the standard temperatureT0 �298.15K.
In Fig. 4 the Gibbs energy of the three metal oxides is plotted against temperature.
For all metal oxides, the Gibbs energy shows the same trend, being negative from
room temperature up to T≈350 °C, when the metal oxides become less stable.
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Fig. 4 Metal oxides Gibbs
free energy of formation
versus temperature

Fig. 5 Sensor responses
versus hexanal concentration
at the temperature of
maximum sensitivity

Indium oxide shows the highest stability while ZnO the lowest (Fig. 4). The dif-
ference in among Gibbs energy of the three metal oxides is more evident at low
temperatures and decreases approaching 350 °C. Zinc oxide, indeed, can be consid-
ered “less stable” compared to In2O3 and SnO2 and was the sensor able to detect
hexanal in air at 100 °C (see Fig. 3). On the opposite, indium oxide, which is the
more stable oxide, showed the highest sensitivity but at 300 °C.

In Fig. 5, the sensor response versus concentration is shown for all sensors inves-
tigated and operating at the temperature of maximum sensitivity. It can be observed
that all the analyzed samples exhibit a similar trend in the range of concentration
investigated. In particular, sensors are highly sensitive at low hexanal concentra-
tion but saturate at higher concentration. Sensing results are also in agreement with
specific surface area values. Indeed, themore sensitive sensor, In2O3, is characterized
by a high specific surface area, whereas SnO2 and ZnO sensing behavior reflects a
low specific surface area value.
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4 Conclusions

The comparative study on the sensing properties of In2O3, ZnO and SnO2 in detecting
hexanal in air has demonstrated that all the three metal oxides gave a response with
peculiar properties. Indium oxide has given the highest response but at the highest
temperature (300 °C), tin oxide response was better at low temperature (200 °C) and
zinc oxide sowed the best compromise between sensing temperature and response.
From these preliminary results, indeed, both indium and zinc oxides show promising
sensing characteristics compared to conventional tin oxide and merit further inves-
tigations in the attempt to develop high performance resistive sensors for hexanal
detection. The results of this comparative study are particularly important in terms
of laying the foundations for the future identification of the better metal oxide sensor
to use in food packaging, and in particular as an intelligent packaging, that could
monitor the quality variation of different food products during their shelf life.
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On-Glass Integration of Thin Film
Devices for Monitoring of Cell
Bioluminescence

D. Caputo, N. Lovecchio, M. Nardecchia, L. Cevenini, E. Michelini,
M. Mirasoli, A. Roda, A. Buzzin, F. Costantini, A. Nascetti
and G. de Cesare

Abstract This paper reports the development of aminiaturized lab-on-glass,suitable
for the on-chip detection of living cell bioluminescence and their on-chip thermal
treatments. The glass substrate hosts, on one side, hydrogenated amorphous silicon
diodes, working as both temperature sensors and photosensors, and, on the other side,
transparent thin films acting as heating sources. Themain challenge of the work is the
determination of the correct fabrication recipes in order to satisfy the compatibility of
differentmicroelectronic steps. Themeasured uniformity of temperature distribution,
sensitivity of the temperature sensors, reverse dark current and spectral response
of the photosensors demonstrate the successful technological integration and the
suitability of the developed lab-on-glass to control the cell temperature and detect
the BL emission with high sensitivity.

Keywords Lab-on-chip · Amorphous silicon · Bioluminescence · Cells
Indium tin oxide · Photosensor · Thin film heater

1 Introduction

The development of cost-effective, on-site analytical methods is an urgent need
for diagnostics, monitoring food safety and detecting environmental pollution.
Many laboratory procedures can be simplified through lab-on-chip (LoC) systems
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exploiting microfabricated sensors and heaters with microfluidics [1]. Moreover, to
obtain highly valuable information, especially related to bioactivity and toxicology,
living cells can be used as sensing elements and integrated in LoC. Indeed whole-
cell biosensors have shown the potential to complement both laboratory-based and
on-field analytical methods for the detection of general stress conditions, cyto- and
genotoxic compounds, organic xenobiotics and metals [2–4].

Additionally, bioluminescence (BL), thanks to its peculiar features can be easily
implemented in LoC as detection technique [5, 6]. BL reactions are characterized by
high quantum yield emission and low background which results in high detectability
and sensitivity of BL-based assays. In addition, BL does not require an external
excitation light source and therefore it is an ideal detection principle for miniaturized
and low weight systems.

The recent availability of new BL probes that emit at different wavelengths, such
as new reporter genes or luciferase mutants, could also enable multiplexing detection
relying on the spatial and spectral resolution of BL signals [7].

In this framework, we integrate on a single glass substrate different thin film tech-
nologies [8] in order to develop a lab-on-chip system suitable for on-chip thermal
treatments of living cells and simultaneous on-chip detection [9] of their biolumi-
nescence emission [10]. The main challenge of the work is the determination of the
correct fabrication recipes of several electronic devices requiring different techno-
logical specifications.

2 System Structure and Operation

The developed system integrates on a single glass substrate different thin film tech-
nologies in order to obtain a multifunctional platform suitable for on-chip thermal
treatments and on-chip monitoring of cell bioluminescence.

In particular, a 5 × 5 cm2 glass substrate includes:

• transparent thin film resistors acting as heating sources, in order to provide the
required temperature to the cells;

• hydrogenated amorphous silicon (a-Si:H) diodes, acting as temperature sensors,
to monitor the temperature distribution on the active area of the heater;

• a-Si:H diodes, acting as photosensors, to detect the bioluminescence provided by
the analytes during the biomolecular recognition.

Figure 1 depicts the integrated thin film devices and their combination with the
biological sample, which is contained in a Polydimethylsiloxane (PDMS) microflu-
idic network. The presented structure reduces the distance between the detector and
the bioluminescence source, minimizing the optical losses and system dimensions.

In order to perform the thermal treatment of the cells, an Indium Tin Oxide (ITO)
layer is driven by a custom-made electronics, applying a voltage that increases the
sample temperature by conduction heat transfer. The temperature is stabilized at the
set-point (37 ◦C) using a software Proportional-Integral-Derivative algorithm, which



On-Glass Integration of Thin Film Devices … 47

Fig. 1 Cross section of the LoC: the bottom glass substrate hosts the transparent heater on the top
side and the a-Si:H sensors on the bottom side, while the top substrate hosts the PDMSmicrofluidic
network

takes, as input, the temperature inferred by a-Si:H diode [11]. This is possible since
the voltage across the diode varies linearlywith the temperaturewhen it is biasedwith
a constant current. In order to correctly infer the temperature, a metal layer covering
the ITO contact of the temperature sensors is used to shield the light radiations (see
Fig. 1).

During the thermal control, the detection of the BL signal emitted by the cells is
performed by the amorphous silicon photosensors, thanks to the transparency of the
thin film heater that is crucial for the correct transmission of the emitted light.

The preliminary characterization of a first prototype highlighted a crosstalk
between the heater and the a-Si:H sensors. In particular, it has been found that the
biasing of the heater affects the current of the thin film sensors, because the leakage
current through the glass resulting from the voltage applied to the heaters interferes
with the current flowing through the sensors. A ITO transparent ground plane has
then been inserted between the thin film heaters and the glass to ensure an electrical
path of this current to ground. Furthermore, an insulation layer has been deposited
on the ground plane before the heater fabrication.
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Fig. 2 Top view of the
heater geometry. The yellow
region represents the ITO
active layer, while the grey
regions are the metal
electrical contacts

2.1 Heater and a-Si:H Sensor Design

Geometry and thickness of the heater have been optimized, by using COMSOL
Multiphysics, to satisfy requirements of temperature uniformity of treated active area,
cell spatial displacement and transparency to light. Basing on the simulation results,
we found that the geometry reported in Fig. 2 satisfies the biological specifications
because:

1. the round shape allows for an optimal cell spatial distribution;
2. the temperature distribution has a standard deviation equal to ±0.3 ◦C.

The material of the active area (yellow region in Fig. 2) is a 250 nm-thick ITO,
which has a transmittance around 90% at wavelengths above 400 nm. Each heater
has a circular shape with an active area of 0.18 cm2. The electrical pads (gray regions
in Fig. 2) are a 30/150/30 nm-thick Cr/Al/Cr stacked structure.

The a-Si:H diodes are p-i-n stacked layers, whose thickness and energy gap have
been designed [12] to match the photosensor responsivity with the BL emission
spectrum, which is about 460 nm, and minimizing the reverse dark current.

3 Fabrication and Characterization

Heaters and thin film sensors have been fabricated using standard thin film micro-
electronic technologies, and a careful tuning of sequence and parameters of the
technological steps has been carried out to achieve the compatibility of the different
processes. In particular, the a-Si:H diodes have been deposited by Plasma Enhanced
Chemical Vapor Deposition in a three-chamber high vacuum system (GSI, Denver,
CO, USA). The ITO film has been instead deposited by magnetron sputtering (MRC,
Orangebourg, New York, NY, USA).

The fabrication steps of the whole structure are the following:

• Heater layer:

1. deposition by magnetron sputtering of a 20 nm-thick ITO layer, which acts as
transparent ground plane for the heaters;
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2. deposition by spin coating of a 5 µm-thick SU-8 3005 (from MicroChem, MA,
USA) insulation layer;

3. deposition bymagnetron sputtering of a 250 nm-thick ITO layer and its patterning
by photolithography and dry etching processes for the fabrication of the heater
central part;

4. vacuum evaporation of 30/150/30 nm-thick Cr/Al/Cr stacked layer acting as
electrical pads of the heaters and its patterning by photolithography and wet
etching processes;

5. deposition by spin coating of a 5 µm-thick SU-8 3005 passivation layer;

• Sensors layer:

1. deposition by magnetron sputtering of a 100 nm-thick ITO layer, which acts as
transparent bottom contact of the diodes;

2. patterning of the ITO layer by photolithography and wet etching processes;
3. deposition by Plasma Enhanced Chemical Vapor Deposition (PECVD) of the

a-Si:H 10/150/30 nm-thick p-type/intrinsic/n-type stacked structure;
4. deposition by vacuum evaporation of a 50 nm-thick chromium layer, which acts

as top contact of the sensors;
5. wet etching of the chromium and dry etching of the a-Si:H layers for the mesa

patterning of the diodes;
6. deposition by spin coating of a 5 µm-thick SU-8 3005 (from MicroChem, MA,

USA) passivation layer and its pattering for opening via holes over the diodes;
7. deposition by magnetron sputtering of a 150 nm-thick titanium/tungsten alloy

layer and its patterning for the definition of the top contacts and of the connection
to the pad contacts;

8. deposition by spin coating of a 5 µm-thick SU-8 3005 passivation layer.

Figure 3 reports a picture of the fabricated chip.
The heaters, characterized using a thermo-camera FLIR A325 and a custommade

electronic board, show a very good temperature uniformity according to the numeri-
cal analysis (Fig. 4). The a-Si:H photosensors show dark current below 10−10 A/cm2

(which leads to a dark current noise of few fA) and responsivity around to 200mA/W
in the BL emission spectrum range. The temperature sensors present a sensitivity of
3.2mV/◦Cwhen biased at a forward constant current of 8 µA/cm2. The performances
of the a-Si:H sensors are comparable with those achievable with the state-of-the-art
crystalline silicon sensors.

From these results, we infer that the integrated devices fulfill the requirements for
a wide range of cell-based BL assays.



50 D. Caputo et al.

Fig. 3 Picture of the fabricated LoC, hosting heaters on the top glass side and sensors on the
bottom side. The expanded area highlights the bottom glass moon-like shaped photosensors and
circle-shaped temperature sensors

Fig. 4 Temperature distribution measured using a FLIR A325 thermocamera. The thermal energy
is provided by the thin film heater driven by a custom electronic board. The green circle specifies
the area of the photosensor aligned with the heater

4 Conclusions

In this work, an integrated lab-on-chip system designed to monitor and control the
activity of living cells has been presented. The developed system-on-glass is based
on thin filmmicroelectronic technologies and integrates, on the same glass substrate,
thin film heaters and amorphous silicon sensors in order to achieve a compact system
to control the cell temperature and detect the BL emission with high sensitivity.
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Yeast-DMFC Device Using Glucose
as Fuel: Analytical and Energetic
Applications. Preliminary Results

Mauro Tomassetti, Emanuele Dell’Aglio, Riccardo Angeloni,
Mauro Castrucci, Maria Pia Sammartino and Luigi Campanella

Abstract We carried out a preliminary study, using a Direct Catalytic Methanol (or
Ethanol) Fuel Cell (DMFC) in association with yeast cells (Saccharomices Cere-
visiae), both to evaluate the possibility of analytically determining glucose solutions
of unknown concentration, and to determine the power (in µW) obtainable from a
solution with a fixed glucose concentration. In this first research, after having exper-
imentally verified the actual functioning of the system, we optimized the operating
conditions, working at room temperature, such as the current intensity as a function
of the yeast concentration in solution and the contact time between cells and glu-
cose, carrying out the measurement in potentiostatic mode. It was therefore possible
both to identify a short linearity range of the method for analytical applications and
to evaluate the performance of this system from an energy perspective, using the
experimental power curve. We lastly have also tried to obtain a short calibration
curve, to be used for analytical purposes. Finally we also measured the current inten-
sity obtainable using a weighed amount of glucose as fuel and estimated the power
achieved from the system.

Keywords Direct catalytic fuel cell · Coupled yeast cells · Glucose as fuel
Analytical and energetic purposes

1 Introduction

As part of the studies, based fuel cell, devoted to evaluating energetic possibilities,
recently conducted by some authors of our department, which recently performed
several researches by different kind of fuel cell producing power, for energetic pur-
poses [1–7], our research group carried out studies, in order to both develop new
possible analytical methods and convert chemical energy into electrical energy, using
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Fig. 1 Scheme of reactions chain producing ethanol from glucose

Fig. 2 Experimental apparatus: a flask containing glucose solution and yeast; b graduated syringe;
c small filter; d catalytic fuel cell; e thermostatic apparatus; f magnetic stirrer

a Direct catalytic Methanol (or ethanol) Fuel Cell (DMFC). First of all applications
to real food-grade (alcoholic drinks) [8, 9], or pharmaceutical samples (tinctures and
two particular antibiotics) [10] have been investigated. We are currently studying the
possibility of both analytically determining glucose and using it for the production
of electrical energy. In practice, from glucose, ethanol can be obtained by means of
yeast cell (Saccaromices cerevisiae) [11] using the following reactions (Fig. 1).

The produced ethanol supplies theDMFCdevice, giving electrical energy (Fig. 2).

2 Materials and Methods

The solutions used for the experiments were made by dissolving in 30mL of distilled
water, 0.34 g Glycine (Fluka, assay>99%), 0.6 g of commercial yeast, (available
from Conad shop [Rome, Italy]) and a weighed amount of glucose (D(+)-Glucose
Monohydrate, Fluka, assay≥99%). Glycine was used to make an isotonic solution.
A Mettler PM460 balance (Columbus, Ohio, USA) was used for weighing all solid
products.

A 50mL glass flasks, suitably closed with a glass stopper and containing 30mL of
yeast-glucose-glycine solution, was kept in an incubator (Fig. 2) at fixed temperature
of 25±1 °C, for 24 h; using a magnetic stirrer, set at 100 rpm, to keep the yeasts
in suspension. At the end of this time, 2 mL of solution was taken from the flask
with a graduate syringe, equipped with small filter, and placed in a DMFC, H-
TEC Model F111, fuel cell (50×50×40 mm and weighing 100 g), obtained from
Fuel Cell Store (College Station, TX, USA). The Cell was made of Plexiglas©,
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while the electrode end plate was made of Pt-Ru black catalyst, assembled with
a Nafion™ membrane. For potentiostatic format measurement, a Palmsens mod.
EmStat potentiostat (Houten, The Netherlands) was used, connected to the fuel cell,
supplied with PSTrace Software ver. 4.6 data interface on a Compaq Presario PC.
For each measurement, the current was recorded until the steady state, at which the
supplied current value was read.

The fuel cell was connected to Emstat, using anode as working electrode, while
the cathode acts as reference and counter electrode.

Before the currentmeasurement, theEmstat automaticallymeasured theOpenCir-
cuit Voltage (OCV) value, for a time of about 200 s, and then the anode potential was
set to a value of the Optimized Applied Potential (OAP�OCV − 100 mV) [8, 10].

In all cases, the fuel cell, before the measurement, was carefully washed with
0.5% water-ethanol solution and then several times with distilled water.

3 Results and Discussion

First of all we have experimentally verified that a glucose solution, inserted in the
DMFC cell, does not give any significant signal; but, if we put the glucose solution
in contact with yeast cells (Saccharomyces cerevisiae), we observed the source of an
e.m.f. between the DMFC cathode and anode, from which electrical current can be
generated. In the first results obtained with the present research, we have optimised,
by operating in isotonic glycine solution and at room temperature, the quantity of
yeast (Fig. 3) and the time necessary (Fig. 4) for the best production of ethanol and
to maximize e.m.f. under the chosen operating conditions. Finally we recorded the
cell response to the increasing glucose concentration in solution, using the optimized
conditions as resulted by observing the curves reported in Figs. 2 and 3, (i.e. 0.6 g
of yeast and after 24 h). The so obtained calibration curve is shown in Fig. 5.

Fig. 3 Recorded current intensity increasing yeast mass (g) in solution
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Fig. 4 Recorded current intensity as a function of contact time between yeast cells and glucose

Fig. 5 Behaviour of current as a function of glucose concentration

In addition, we have carried out a preliminary estimation of the power (as watts)
obtainable by the fuel cell, under the established operating conditions, extrapolating
it from the power curve (see both the polarization curve in Fig. 6 and the power
curve in Fig. 7). At the present state of the research and in the adopted experimental
conditions, the results obtained can be summarized as follows:

(a) From an analytical point of view, the width of the linearity range of the method
is slightly less than 1/2 decade (between about 28 and 56 mmol/L of glucose).
The minimum detection limit is of about 22 mmol/L of glucose.

(b) From the energetic point of view, comparing µA obtained (checking a glucose
concentration approximately equal to the one which corresponds to the upper
end of the calibration curve) with those achieved by a suitable standard of
EtOH concentration and taking into account the curve of power obtained, it can
be concluded that, from a glucose solution of 0.056 mol/L and, after 1 h, about
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Fig. 6 Polarization curve for a glucose concentration of 56 mmol/L

Fig. 7 Power curve for a glucose concentration of 56 mmol/L

0.004mol/L of EtOH have been obtained. This glucose concentration generates,
about 110 µA, i.e. it supplies a power of about 200 µW.

4 Conclusions

First results, using the DMFC-yeast system, are reported in the present article. Pre-
liminary research encouraged us to move forward in this research by applying the
method to real samples containing glucose, after confirming the optimized condi-
tions. It is also clear that the research will be extended to the use of other types of
yeasts and substrates (i.e. other carbohydrates), aswell as to the extent of the chemical
metabolism of the utilized yeasts. In addition further research will be carried out by
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varying the operating conditions with especially regard to the operating temperature.
It is indeed foreseeable that, by carefully increasing the thermostating temperature
of the measurement, it will probably be possible to shorten the measurement times.
On the other hand, the present research was on purpose carried out at 25 °C, that is
at room temperature (even if in thermostat), precisely in order to check whether the
system can operate even at room temperature, without thermostation, however in a
closed environment, i.e. in a room where the temperature variations was in all cases
approximately≤1 °C. In fact, as already observed in previous research [8, 10], when
the used fuel was only ethanol, also in the present research it was found that the mea-
surement is still possible by operating, at room temperature, without thermostatation;
in fact, in these operating conditions the reproducibility does not worsen more than
1.5 times, compared to when the measurement is conducted in a thermostated mode.
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YCoO3 Resistive Gas Sensors
for the Detection of NO2 in ‘Resistance
Controlled Mode’

Tommaso Addabbo , Ada Fort , Marco Mugnaini
and Valerio Vignoli

Abstract In this paper the unconventional measurement technique, ‘resistance con-
trolledmode’,which consists in driving the sensor heater in order tomaintain constant
the sensing-film resistance, and reading as a sensor output the temperature of the film,
is applied to the detection of NO2 gas with YCoO3 based resistive gas sensors. The
technique is discussed and its results are compared to those obtained with conven-
tional measurements of resistance at constant temperature, showing that it has similar
performance in terms of resolution and better in terms of speed.

Keywords Gas sensors · Metal oxides · Gas measurements

1 Introduction

Gas sensors find application in many different fields, including environmental mon-
itoring and industrial process control, food quality assessment and biomedicine.
In this framework, resistive gas sensors based on metal oxides are a very popular
technology, mainly due to their very large sensitivity and low-cost. Nevertheless,
there are still some major issues concerning their performance, including the lack of
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selectivity and hence a large cross-sensitivity to influence quantities, that can result
in unexpected drifts. For these reasons there is still a lot of research activity con-
cerning these devices, including both the development of new sensing materials and
the improvement of the measurement techniques and measurement systems. In this
context the idea of using a non-conventional measurement method based on a feed-
back loop, which allows for operating at a constant resistance value by conveniently
changing the sensor temperature has already been proposed [1, 2]. In this context
the temperature becomes the sensor output. The performance of the technique are
not fully explored and understood. The idea at the basis is to keep the surface of
the sensor in a fixed chemical state, with a fixed amount of chemisorbed species,
by changing the temperature. This could avoid saturation of the surface, extend the
measurement range and grant a more linear response. Moreover, in conventional
measurements (fixed temperature variable resistance), the sensor resistance spans
over a large range of values in different working conditions. This large variation,
that can be of several orders of magnitude and can be therefore challenging from
the front end circuit design point of view, corresponds to a much lower sensing film
temperature variation, due to the exponential relationship between resistance and
temperature, with clear advantages in terms of measurement management.

Actually the dependency of the sensor resistance on temperature is related both to
an increase of carriers energy and to the variation of the reaction rates and equilibrium
constants, so it is not easy to model the sensor behavior. The aim of this paper is
to explore the applicability of the unconventional measurement technique named
hereafter ‘resistance controlled mode’. In particular the behavior of YCoO3 sensors
for NO2, which have been studied by the authors in the conventional working mode
[3, 4], is analyzed.

2 Measurement Technique and Measurement System

The technique consists in driving the heater, on the basis of the sensing film temper-
ature, in order to maintain constant the sensing film resistance also while varying the
test gas mixture composition. The measurement system and the sensor structure are
shown in Fig. 1. The sensor is obtained depositing a film based on YCoO3 powders
on an alumina substrate. The substrate is equipped with a couple of interdigitated
electrodes for the sensing film, a temperature sensor (Pt RTD) and finally a heater
on the backside, all realized by screen-printing.

To perform measurements in ‘resistance controlled mode’ a PI digital control
system was used, which exploits the acquisition of both the chemical sensing film
resistance (Rchem) and the chemical sensing film temperature (Ts), and which sets the
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Fig. 1 Measurement system

voltage across the heater resistance, thus setting the desired power. To this purpose the
hardware shown in Fig. 1 was developed [1]. The control implements the following
strategy:

ek � Rchemk − Rchemdes (1)

Pk+1 � Pk + tcαek + β(ek − ek−1) (2)

Vheaterk+1 � √
Pk+1Rheater (3)

where ek is the error at the k-th sampling time (difference between the measured
chemical film resistance value and the desired value), Pk is the power delivered to
the sensor at the k-th time step, by generating the voltage Vheaterk , Rheater is the heater
resistance, tc is the sampling time, whereas α and β are the integral and proportional
gains, respectively.

Note that relationship between themeasured resistance and the temperature, under
some assumptions acceptable for the sensors used in this paper (p-type sensing mate-
rial, depleted surface), is of this kind:

Rchem � R0 e
q2N2

s (Ts ,[Gas1],[Gas]2 ...)
2kTs∈p (4)

where k is the Boltzmann constant, p is the density of carriers in the bulk (holes in this
case), ε is the dielectric constant, q is the charge of the electron, [Gas]i represents
the i-th gas concentration, whereas Ns represents the density of the unoccupied
acceptor surface states. In otherwords qNs is the density of the positive surface charge
(for a p-type material with a depleted surface), which includes the contribution of
chemisorbed gas molecules. For instance considering a sensor exposed to a mixture
of air and NO2 we can assume:



64 T. Addabbo et al.

Ns
(
T,

[
O2gas

]
,
[
NO2gas

]) � Ni − [
O−

ads

] − [
NO−

2ads

]
(5)

where Ni is the positively ionized intrinsic surface defects density, whereas [Xads]
indicated the surface density of the adsorbed X species. Moreover we can write:

[
O−

ads

] � Kox (T )
[
O2gas

]
[So] (6)

[
NO−

2ads

] � KNO2(T )
[
NO2gas

][
SNO2

]
(7)

where Kox and KNO2 represent the equilibrium constants for the two chemisorption
reactions; for both an Arrhenius form is expected, so that:

Kox (T ) � K0oxe
− Eox

kT , KNO2(T ) � K0NO2e
− ENO2

kT (8)

So Ns depends obviously on the gas concentrations but also, heavily, on the tem-
perature Ts because this latter influences the chemical reaction equilibrium and rate
constants. So when operating at constant Rchem and changing the gas concentration,
the temperature Ts will vary so as to maintain the exponential factor constant, caus-
ing also a different Ns equilibrium point. Note that in Eqs. (6)–(8) provide a coarse
approximation of the chemical behavior and in general the exact relationship between
Ns and the gas concentration is not known; moreover Ns is not a monotonic function
of Ts given a certain gas concentration. For these reasons the response of the sensor
in this mode of operation is very difficult to be predicted.

3 Experimental Results

Some results obtained using defective and doped YCoO3 materials [3] with the
proposed system are reported hereafter. The data are obtained exploiting a gas deliv-
ery system able to maintain constant the gas flow in the test chamber during the
measurement (in this paper the flow is 200 mL/min) while varying the gas mixture
composition. Usually the test mixtures are composed by a carrier gas that can be air
of nitrogen, and a target gas (NO2).

In Fig. 2 the transient responses of 3 different materials based on YCoO3 to a
pulse of 6 ppm of NO2 are shown as a function of time; the carrier gas is air. The
figures show the efficiency of the ‘resistance control’.

Figure 3 shows the different dynamics found in similar conditions for the two
working modes. It can be seen how the ‘chemical resistance control’ mode provides
faster responses with respect to the traditional temperature controlled mode.
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Fig. 2 Transient responses of 3 different materials based on YCoO3 to a pulse of 6 ppm of NO2
as a function of time. Left, measured Ts. Right, measured (and controlled) Rchem. The figure shows
the efficiency of the resistance control

Finally Fig. 4 shows the response of the three examinedmaterials to different NO2

concentrations: it can be seen that the ‘controlled chemical resistance mode’ requires
a sensitive temperature measurement system, because the temperature variations are
of some degrees, but in any case the detection limit (about 1 ppm of NO2) results
similar to the one obtained in the traditional ‘temperature controlled’ mode.
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Fig. 3 Transient responses of 3 different materials based on YCoO3 to NO2 as a function of time.
The carrier gas is nitrogen, the flow is 200 mL/min with the following protocol: t1 N2, t2 N2 +
24 ppm NO2, t3 N2, t4 N2 +12 ppm NO2, t5 N2, t6 N2 +6 ppm NO2, t7 N2. Left: measurements
performed in ‘chemical resistance controlmode’, at different resistance values (corresponding to the
baseline temperature value in the legend). Right: measurements at different (constant) temperatures
(as per legend). The figure shows the different dynamics found in similar condition for the two
working modes

4 Conclusions

In this paper the unconventional measurement technique ‘resistance controlled
mode’, which consists in driving the sensor heater in order to maintain constant
the sensing-film resistance, and reading as a sensor output the temperature of the
film, is applied to the detection of NO2 gas with YCoO3 based resistive gas sensors.
The technique proved to provide results similar to those obtained with conventional
measurements of resistance at constant temperature, in fact it was shown that it has
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Fig. 4 Responses of 3 different materials based on YCoO3 to NO2, in ‘controlled chemical resis-
tance mode’ and for different NO2 concentrations (as per legend). Left: as a function of controlled
resistance (Rchem). Right: as a function of the corresponding baseline temperature. Bottom: temper-
ature responses as a function of gas concentration in the optimum working conditions. The carrier
gas is nitrogen, the flow is 200 mL/min

similar performance in terms of resolution and better in terms of speed. The transient
responses induced by gas composition sudden variations obtained by the two tech-
niques have different shapes, as expected. The study of the transient responses [5–7]
could be exploited to further the knowledge about the chemical reactions contributing
to the senor response.
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Monitoring Shelf Life of Carrots
with a Peptides Based Electronic Nose

Sara Gaggiotti, Flavio Della Pelle, Vania Masciulli, Corrado Di Natale
and Dario Compagnone

Abstract Monitoring and control of vegetable ripeness is a necessary and chal-
lenging issue in the food industry; in fact, the state of ripeness during harvest,
storage, and market distribution defines the quality of the final product which is
approved by customer preferences. Conventional methods used to determine the
shelf life of vegetable are based on chemical, microbiological, physical and sen-
sory indices. The majority of the classical methods are time-consuming and require
skilled personnel. The aim of this work was to demonstrate that a methodology based
on ZnO-peptide based QCMs array of gas sensors are useful to predict the shelf
life of carrots. Samples of blanched carrots were stored at different temperatures
(4, 25 °C and −18 °C) and analyzed after one month in gas-chromatography and
with the sensor array.The results, analysedusingprincipal component analysis (PCA)
indicated that the sensors are able to clearly discriminate the different temperatures
of storage.

Keywords Gas sensors · Shelf-Life · Carrots · Peptide · ZnO

1 Introduction

Aroma is one of the most important sensory properties in food, in particular, the
aroma changes due to the treatment of samples, temperature change and storage
time.
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Carrot consumption, both fresh and processed, has increased over the past years
due not only to the nutritional and health benefits this vegetable provides, but also to
the introduction of new carrot-derived products. The ready-to-eat fresh-cut products
are one of the major growing segments in food markets. The rapid growth is due
to the new lifestyles and to the health-consciousness of the consumers [1]. The
characteristic aroma and flavor of carrots are mainly due to volatile constituents. In
particular, terpene secondary metabolites, which are synthesized during carrot root
development, have a direct effect on quality and stability of the product. Terpenes
constitute, anyway, the largest class of plant secondary metabolites, represent the
major components of floral scents and essential oils of herbs and are important in
determining the quality and nutraceutical properties of horticultural food products
[2].

The VOCs composing the aroma of the vegetables are produced by metabolic
activities during the stages of maturation, harvesting, post-harvest, and storage.

The most used technique for the determination and monitoring of VOCs is gas
chromatography frequently coupled with mass spectrometry detection. However,
cost of the instrumentation, sample pretreatment and the necessity to use skilled
personnel does not allow the frequent use of such approach in food companies. Gas
sensors arrays (electronic noses), in this respect can represent a feasible alternative.
The simplicity of the approach together with the use of basic multivariate statistic
can provide useful information for the rapid monitoring of the volatile components
of vegetables [3, 4], and in general, of food [5].

In this work we report how a peptides based sensor array can detect changes
during storage of food samples. Peptides have been recently used by our group
as molecular binding elements for volatiles. They proved to be useful for a nice
discrimination of VOCs originated from food when assembled either onto Au [6–8]
or ZnO nanoparticles and deposited onto quartz crystal microbalances.

As a case study, a thermally sterilized carrots sample were selected. Sterilized
samples were stored at three different temperatures: 25, 4 and −18 °C. An array
composed of six gas sensors modified with zinc oxide nanoparticles functionalized
with different peptides (WHVSC, IHRIC, TGKFC, KSDSC, LAWHC and LGFDC)
was used. The analysis of the headspace of the carrot samples for the identification
of volatile compounds was carried out using GC-MS to obtain the conventional
characterization of the aromatic pattern and to compare the data.

2 Materials and Methods

ZnONPs-Peptides gas sensor array. All reagents usedwere purchased fromSigma-
Aldrich (Italy). The six peptides (IHRIC, LAWHC, TGKFC, KSDSC, LGFDC, and
WHVSC) used for ZnONPs functionalization were purchased from Espikem (Italy,
purity>85%). ZnONPs were synthesized following the procedure used in another
work [9]. The functionalization of ZnONP with six peptides was obtained by adding
100µL of 10−3 M aqueous solution of the peptide to 900µL of H2O/Ethanol 9: 1 v/v
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containing 1 mg of ZnONPs. The suspensions of ZnONP-Peptides were incubated
over-night at 4 °C.

The QCM sensors modification was achieved by drop casting five µL of the
ZnONPs-peptide suspension on each side of the crystal and drying at room temper-
ature. Cysteine was used as a spacer for the binding to ZnO nanoparticles. Analyses
with the gas sensors were carried out with a “Ten 2009” Electronic nose (Tor Ver-
gata Sensors Group, Rome, Italy), equipped with six Quartz Crystal Microbalances
(QCMs). Carrier gas was N2 used at a flow rate of 2 L/h.

Gas chromatography-mass spectrometry (GC-MS). A Clarus SQ8S GC-MS
(Perkin Elmer) was used to analyse the headspace of all samples. Sampling of the
volatile compounds was performed by solid phase micro-extraction (SPME). The
sample was kept for 20 min at 40 °C and then exposed to the fiber (SPME Fiber
Assembly 50/30um DVB/CAR/PDMS, Stableflex 24 Ga, Manual Holder, 3pk Grey)
for 20 min at fixed temperature. The fiber was inserted in the desorption chamber
where GC analysis was carried out with the following temperature gradient: the col-
umnwas kept 6min at 40 °C then the temperature was raised up to 250 °C for 50min.
Chromatograms obtained were analyzed in the mass spectrometer library.

Samples. All samples of carrots used in this study were from Abruzzo (Italy). Sam-
ples were prepared according to the procedure indicated in the literature [10]. The
carrots were carefully washed, peeled and cut into standardized cylindrical pieces
about one cm thick. To avoid enzymatic reactions during processing, storage and
thawing, the packaged carrots were blanched at 95 °C for 8 min in a water bath.
3 g of carrots were then placed in 20 ml gas-tight vials and stored at three different
temperatures: 25, 4 and −18 °C.

The analysis of the headspace was carried out after 1 day and after one month of
storage with GC-MS and the gas sensor array. The data obtained were analyzed by
the unsupervised multivariate technique principal component analysis (PCA) using
Excel (XLSTAT).

3 Results and Discussion

SPME-GC-MS was used to detect the main components in the aroma profile of the
different carrots samples.

Eight volatile compounds were detected and identified, the amount of these com-
pounds for typical samples, expressed as relative abundance is reported in Table 1.
All molecules foundwere already reported in the literature [10].Moreover a decrease
of the relative amount of terpinolene was observed confirming that this molecule can
be a shelf-life marker [10].

The sensors outputs of the array for all the samples are reported in Table 2. The
peptides TGKFC, KSDSC, LAWHC, have shown the higher response (Hz). The
signals were very stable and reproducible (inter-sample RSD≤15) demonstrating
the ability of the ZnO-peptide gas sensors to work with samples containing high
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Table 1 Relative abundance of GC-MS analysis of carrots headspace at different temperatures

Sample α-Pinene
(%)

β-
Myrcene
(%)

Limonene
(%)

γ-
Terpinene
(%)

Terpinolene
(%)

Caryophyllene
(%)

Linalol
(%)

Tetraydrofuran
(%)

25day1 11 5 3 7 23 16 n.d n.d

25day30 44 27 8 12 19 0 n.d n.d

4day1 22 7 4 9 31 14 n.d n.d

4day30 44 n.d 5 4 7 n.d n.d n.d

22 14 7 7 54 7 n.d n.d

n.d 18 9 n.d 2 n.d 14 6

–18day1

–18day30

Table 2 ZnONPs-peptides QCMs �F response on carrots samples
Sample ZnO_WHVSC ZnO_IHRIC ZnO_TGKFC ZnO_KSDSC ZnO_LAWHC ZnO_LGFDC

25day1 92 212 480 370 324 110

25day1 93 212 486 370 331 114

25day1 91 201 475 390 324 110

4day1 89 191 444 454 313 107

4day1 89 203 444 465 315 105

4day1 89 193 448 465 318 106

−18day1 93 200 475 441 327 110

−18day1 89 204 464 450 321 108

−18day1 89 210 461 453 320 108

25day30 73 193 254 425 313 83

25day30 73 196 290 410 315 82

25day30 72 188 314 410 318 80

4day30 70 181 293 301 363 83

4day30 70 180 295 302 358 88

4day30 72 183 290 300 358 83

−18day30 69 170 202 205 315 75

−18day30 71 182 201 204 315 75

−18day30 73 183 200 205 320 78

amount of water [11]. Normalized �F signals were the analyzed with a multivariate
statistical method (PCA).

The PCA reported in Fig. 1 clearly shows that the sensor arraywas able to separate
the samples at different temperatures and times of storage.

The biplot of the first two principal components of the PCAmodel is reported that
corresponds to 93.75% of the total variance of the data. In the biplot it is possible
to observe the blue circle that includes all samples analyzed in day 1 at all temper-
ature (25, 4, −18 °C). The green circles, corresponds to day 30. All the different
temperatures are clearly discriminated. Moreover the loadings evidence that all the
sensors are contributing to the separation of the classes with partial overlap of the
contribution of IHRIC and LAWHC peptides.



Monitoring Shelf Life of Carrots with a Peptides … 73

Fig. 1 Loading and score plots of ZnONPs-peptides assay on carrots. Blue circle�day 1 all tem-
peratures; green circles�day 30 at different temperatures (25, 4, −18 °C) after one month of
storage

4 Conclusions

In this study, we used ZnO nanoparticles functionalized with peptides for the realiza-
tion of an array of QCMs gas sensors to follow the evolution of headspace of carrots
stored at different temperatures.

The results obtained show that the sensor array was able to discriminate the
different aroma patterns generated in the samples. Evaluation of the headspace with
GC-MS confirmed that the amount of the shelf-life marker terpinolene decreased in
the headspace. The reported approach appears useful for the evaluation of the shelf
life of food. Current studies at shorter times on incubation are currently in progress
to accurately assess the shelf-life of the product.
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An Innovative Optical Chem-Sensor
Based on a Silicon Photomultipliers
for the Sulfide Monitoring

Salvatore Petralia , Emanuele Luigi Sciuto, Maria Anna Messina ,
M. Francesca Santangelo, Sebania Libertino and Sabrina Conoci

Abstract Themonitoring of pollutants such as sulfide anion species S2− and HS− is
receiving a growing interest since they can cause acute and chronic toxicity including
neurological effects and at high concentrations, even death. This study describes a
new approach for optical detection of sulfide species in water samples. The method
uses a silicon microchip with reagent-on-board and an integrated silicon photomul-
tiplier (SiPM) device. The sulfide species are detected by the fluorescence signal
emitted upon the reaction with N,N-dimethyl-phenylenediamine sulfate in the pres-
ence of iron(3+), leading to the formation of the fluorescent methylene blue (MB)
species. A comparison with conventional fluorimetric detection method has been
also carried out. Data show a very good linear correlation, proving the effectiveness
of the method.
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1 Introduction

The water is a primary good for the entire world’s population, therefore the monitor-
ing of the water quality is a crucial task for all states. In this context, the European
Union has funded various research projects mainly focused on the development of
miniaturized chemical sensor for water monitoring and on the water treatment tech-
nology (H2020-Water).

The development of nanotechnologies has permitted a fast growing of chemical
sensors and their integration processes on miniaturized analyzer system [1, 2]. In
example smart sensors integrated on multiparametric probes have been developed
for the water pollution monitoring such as inorganic charged species (nitrate, ammo-
nium, sulfide, nitrite etc.), heavy metals (Pb, Cd, Cr, Hg etc.), organic pollution
(dioxin, polycyclic aromatic hydrocarbon) and biological pollution (fecal coliform,
fecal streptococci, etc.) [3]. Sulfide species (H2S, S2− andHS−) are contaminants typ-
ically produced by human and animal wastes or by bacterial species. They can cause
acute toxicity at high concentrations, including death and neurological disorders [4,
5]. High concentrations of sulfide species are also find on groundwater especially in
the presence of sulfidic-hot-spring typically located inside the caves [6].

Conventional methods for sulfide species sensing, normally, imply very labor-
consuming sample preparation and tricky detection equipment [7].

Herewe report the use of aminiaturizedSiliconPhotomultipliers as optical sensors
for the colorimetric quantification of sulfide species on water samples. Due to the use
of micro-sized components, that sensor provided a new low-cost, portable and easy-
to-use method for in situ measurements [8, 9]. The analytical approach employed to
monitor sulfide species (H2S, HS− and S2−) consists on reaction with N,N-dimethyl-
phenylenediamine and FeCl3. The fluorescence intensity of methylene blue (MB)
produced by this reaction is proportional to sulfide amount in water samples. The
fluorescence signalwas carried outwith an excitation light of 632.8 nmmeasuring the
emission light at 690±10 nm.The groundwater samples collected in a sulfidic-spring
located in Monte Conca Sinkhole were analyzed by our Silicon photomultipliers and
for comparison by conventional optical absorption method. The experimental result
reports for the proposed optical sensor a linear range for sulfide concentration from
0 to 10 mg L−1 with a detection limit value of about 0.5 mg L−1. A very good
correlation (R2 0.99331) between the two methods was found. In conclusion thanks
to the low reagent demand (a volume of about 20 μL), a short response time and
excellent selectivity, the proposed optical sensor is environmentally friendly and it
is a potential candidate for practical applications [10].
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2 Materials and Methods

2.1 Chemicals

All chemicals employed in the experiments were purchased from Signal Aldrich
(Merck KGaA, Darmstadt, Germany) and used as received. The N,N-dimethyl-
phenylenediamine sulfate solution was prepared dissolving 0.2 g of solid in 100 mL
of deionized water containing 10 mL of sulfuric acid. The FeCl3 reagent was pre-
pared dissolving 0.8 g of solid in 50 mL of deionized water containing 2 mL of
sulfuric acid.

2.2 Silicon Photomultipliers

The system employed is composed of a SiPM detector, a laser excitation light and
(c) and a miniaturized silicon-plastic device with the reagent-on-board (see Fig. 1).

The SiPM system is formed of 25 pixels, each one electrically and optically
insulated by optical trenches fabricated all around each pixel and filled with silicon
oxide. For themeasurements, it has beenmounted in a 32-pin open package (Fig. 1c),
through which it is possible to bias it and collect the output signal.

Fig. 1 Details for the device with reagent-on-board, the optical set up and SiPM
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A Keithley 236 source meter was used to bias the SiPM and collect the signal.
The signal was recorder by a PC and home-made software. The off-line analysis
was performed using a home-made MATLAB™ (MathWorks, Natick, MA, USA)
routine.

(b) The excitation light at 632.8 nm is provided by a He–Ne fiber-coupled laser. A
bandpass filter, centered at 690 nm, is interposed between the sample and the SiPM
sensor in order to reduce the optical noise due to the laser radiation reflected from
the surface. The measurement system is automated by a customized software.

The plastic device was made of silicon and polycarbonate material. It contains
six round-shaped micro-chambers (3 mm in diameter) of 20 μL each. For the mea-
surements, the SiPM detector is placed at 45° with respect to both the laser and the
plastic chip (see Fig. 1).

2.3 Sulfide Water Samples Collection

The sulfidic-water-sampleswere collected from a sulfidic spring located in theMonte
Conca cave (Caltanissetta, Italy). The sulfidic spring is located in the final gallery
of the cave at about −150 mt from the enter level. To reach the sulfidic spring
properly speleological techniques were used. Figure 2a reports a speleologist during
the sulfidic-water collection.

In details, eight samples from different cave sites featured by different sulfide con-
centration were collected. Each sample, was divided in two aliquots. Aliquots were
stabilized with 1.5 mL of zinc acetate and stored at room temperature for the sulfide
amount measurement by conventional fluorimeters method. The second aliquot was
dispensed on miniaturized chips containing all the reagent on board for the assay
(N,N-dimethyl-pphenylenediamine sulfate and FeCl3) to form the methylene blue.

Quantitative studies were performed using a calibration curve obtained by stan-
dard sulfide solutions at concentration from 0 to 10 mg L−1. Each standard solution
reacts as described into scheme 1 to form methylene blue and the fluorescence emis-
sion was measured by SiPM and by conventional fluorimeter (excitation wavelength
633 nm, wavelength emission 690 nm).

3 Results and Discussion

The analytical performances of the systemwere evaluatedmeasuring analyticalwater
samples containing different sulfide concentrations from 0 to 10 mg L−1. Figure 3
shows the calibration curve. The finding data showed a linear trend in the range
between 0 and 10 mg L−1 (Fig. 3), as expected samples exhibiting sulfide concentra-
tion greater than 10 mg L−1, a quenching of the fluorescence signal occur (see inset
Fig. 3).
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Fig. 2 a Sample collection into the cave, b Cline’s procedure for sulfide detection

Data were interpolated by a linear fit giving the equation Y�3.8×10−6 +7.6×
10−6 X (R2 0.98838). This leads to a sensitivity value of about 7.6 μA mg−1 L.
The limit of detection (LoD) has been estimated considering the current value cor-
responding to 3-times the current measured without sulfide analyte. A LoD value of
about 0.5 mg L−1 was obtained.

The working linear range for the proposed detection system is better than those
obtained by other techniques reported in literature and based on the same colorimetric
reaction such as spectrophotometry (LoD: 0.05–2 mg L−1 [11]), fluorimetry (LoD:
0.75–1.5 mg L−1 [12]), amperometry (LoD: 0.1–4.8 mg L−1 [13], electrochemistry
(LoD: 0.9 mg L−1 [14]) and liquid chromatography (LoD: from 6.7×10−5 to 1.5×
10−4 mg L−1 [15]).

To evaluate the performances of our system sulfidic water samples collected by a
sulfidic spring were employed. At this scope three samples were collected and ana-
lyzed. Aliquots with a volume of 20 μL after collection were loaded on the silicon
chip pre-loaded with NPS and FeCl3 dried reagents. The SiPM current responses
were measured and recorded, and the sulfide estimated by the linear regression equa-
tion (Fig. 3). For comparison the same aliquots sample stabilized after collection as
reported in Material and method section, were analyzed by conventional fluorimeter,
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Fig. 3 Calibration curve of SiPM current versus sulfide amount in solution. In the inset, the cali-
bration curve extended curve to the range 0–100 mg L−1

Table 1 Sulfide concentration in sulfidic water samples measured using the approach proposed in
this paper (SiPM) and the standard fluorimetry method

Sample SiPM current intensity
(θ A)

Sulfide mg L−1 by
SiPM

Sulfide mg L−1 by
fluorimetry

1 45.0±2.0 5.5±0.5 5.9±0.5

2 68.4±3.0 8.5±0.7 8.9±0.4

3 72.6±2.0 9.0±0.7 9.4±0.5

the sulfide amount calculated by an internal calibration curve obtained by standard
solution ofmethylene blue (data not showed). All data are shown in Table 1 (Columns
1–3) and range between 5.5 and 9.0 mg L−1.

By comparing the results reported in Columns 3 and 4 of Table 1, it is possible to
note that the data are quite comparable.

4 Conclusions

The monitoring of Sulfide species is relevant for water quality, since these species
can cause acute and chronic toxicity including neurological effects and, at high
concentrations, even death. Existing procedures for thesemeasurements are normally
connected with very labor-consuming preparation of test samples and complicated
measuring equipment that it is difficult to provide practically outside the laboratory.
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In this study, we proposed a new strategy for sensitive optical detection of sulfide
species using an integrated silicon photomultiplier coupled with a properly strategy
applied in a siliconmicrochipwith reagents on board. The sulfide species are detected
by the fluorescence signal fromMB species formed upon the Kline reaction method.
The results herein presented proved that the system is able to measure the sulfide
concentration in a linear range from 0 to 10 mg L−1 with a sensitivity value of about
7.6 μAmg−1 L and a detection limit of 0.5 mg L−1.These indicate that the proposed
method is reliable and thanks to its miniaturized components such as the SiPM
detector and the silicon microchip, it can be certainly considered a very promising
for the development of a portable easy-to-use system for fast and effectivemonitoring
of sulfide species.
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Samarium Oxide as a Novel Sensing
Material for Acetone and Ethanol

S. Rasouli Jamnani, H. Milani Moghaddam, S. G. Leonardi, Nicola Donato
and G. Neri

Abstract Self-assembly structured Sm2O3 nanomaterialswere prepared by a simple
and cost effective hydrothermal method and subsequent annealing at 800 °C in air.
The size, shape and phase composition of the structures synthesized by changing
the hydrothermal processing time were characterized by SEM-EDX, XRD, micro-
Raman and photoluminescence (PL) analysis. Differences in particle aggregation and
coalescence were reported upon varying the timing of hydrothermal process (from
24 to 36 h). Sensors performances of the synthesized Sm2O3 nanostructures have
been investigated for the monitoring of two important volatile organic compounds
(VOCs) such as ethanol and acetone.

Keywords Sm2O3 · Gas sensor · Ethanol · Acetone

1 Introduction

Nowadays, rare-earth oxide materials have gained widespread attentions in many
technological fields, due to their unique electrons configuration [1]. Among them,
samarium oxide (Sm2O3), shows distinct optical properties, special magnetic and
high permittivity, finding various applications in semiconductor glass, solar cells
and nano-magnets [1, 2]. In gas sensing field, samarium is largely used as a dopant
for improving the performance of metal oxide semiconductor-based conductometric
gas sensors [3], but the applications as pure Sm2O3 are still very rare [4]. Therefore,
we decided to investigate the sensing properties of samarium oxide towards the
monitoring of some organic vapor species.

In the present work, Sm2O3 nanoparticles have been synthesized by a simple
hydrothermal-calcination method. Two samples, A and B, were synthesized by
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changing the reaction time (24 and 36 h, respectively), maintaining all other synthe-
sis conditions the same. The as-prepared samples were annealed at high temperature
(800 °C) in air, resulting in the final self-assembly structured Sm2O3 nanomaterials.
These Sm2O3-based nanomaterials have been used for the first time for developing
high performance conductometric sensors for detecting ethanol and acetone.

2 Experimental

Hierarchical self-assembly structured Sm2O3 nanomaterials were prepared by an
hydrothermal method as follows. Equimolecular quantity of samarium nitrate hex-
ahydrate and citric acid monohydrate were dissolved in 30 ml distilled water under
magnetic stirring. The mixture was transferred into a 100 ml Teflon-lined stainless
autoclave, sealed and maintained at 180 °C for 24 h (Sample A) and 36 h (Sample
B). The autoclave was then cooled down to room temperature. The obtained light
yellow coloured precipitate was separated by centrifugation, washed with distilled
water and ethanol several times, dried in air at 100 °C and calcinated at 800 °C for
2 h.

Sample morphology was observed by a Field Effect Scanning Electron
Microscopy (FESEM) operating at 15 kV while the microstructure was analyzed
by X-ray diffraction (XRD) technique. XRD measurements were performed using a
Bruker-AXS D5005 diffractometer equipped with CuK α radiation (λ = 1.5406 Å).

Conductometric devices for electrical and sensing tests were then fabricated by
printing films (about 20 μm thick) of the Sm2O3 samples dispersed in water on
alumina substrates (6×3mm)with Pt interdigitated electrodes and aPt heater located
on the backside. The fabricated sensors based on Sm2O3 samples were used for
monitoring low concentration of ethanol and acetone in air.

3 Results and Discussion

Annealed Sm2O3 samples were characterized by FESEM and XRD to investigate
theirmorphology andmicrostructure, respectively. FromSEManalysis, both samples
result composed by self-assembled Sm2O3 grains to form micrometer hierarchical
spheres (Fig. 1). The size of the microspheres is in the range 1–10μm. Further, many
of these spheres are linked one each other. As a difference between these two samples,
it can be noted that in sample A the contact area between the microsphere is limited
compared to sample B. Thus, in the latter sample, large ensembles of microspheres
with extended grain boundaries are formed.

Results fromXRD showed that primary grains are single phase Sm2O3 with cubic
crystal structure (Fig. 2). Characterization results also highlighted that increasing the
hydrothermal reaction time leads to an increase of average grains size (from 22 to
28 nm) and an increased grains coalescence degree.
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Fig. 1 FESEM images of sample A (left) and sample B (right)
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Fig. 2 XRD pattern of sample A and B

Results reported in Fig. 3 indicate that Sm2O3-sensors are able to detect few ppm
of ethanol and acetone in a well reliable way. Furthermore, data obtained also reveal
clearly that sample B display higher sensitivity toward both ethanol and acetone
compared to sample A. To the best of our knowledge, this is the first report of
Sm2O3-based sensors for monitoring these volatile organic compounds. Tests are in
progress with Sm2O3 having different morphology with aim to elucidate the role of
morphological characteristics on the sensing properties.
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Fig. 3 From up to down: sensor response of sample B to different concentration of acetone (up
graph); sensor response to repeated pulses (20 ppm) of acetone in air; calibration curves of samples
A and B to acetone and ethanol

4 Conclusion

Self-assembly hierarchical Sm2O3 nanomaterials were prepared by a simple and
effective method. It was found that Sm2O3 particle morphology is substantially
affected by hydrothermal reaction time. Therefore, two different Sm2O3 conduc-
tometric sensors were fabricated and tested, for the first time, for detecting acetone
and ethanol. Sensor B, based on large ensembles ofmicrosphereswith extended grain
boundaries synthesized by adopting longer hydrothermal reaction time, showed the
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highest response. Further, this sensor exhibits high selectivity and response repeata-
bility and stability. The good sensing performances suggested that hierarchical struc-
tured Sm2O3 nanomaterials may be promising sensingmaterial for high performance
VOCs sensors.
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Crowdfunding for Increased Awareness
Crowd-Sensing: A Technical Account

S. De Vito, Girolamo Di Francia, E. Esposito, G. Fattoruso, S. Fiore,
F. Formisano, Ettore Massera, M. Salvato and A. Buonanno

Abstract This work presents the results of the crowdfunding campaign devised
for MONICA, an air quality monitoring portable device. The initiative is strongly
focused on the increased awareness and involvement of citizens in the air pollution
issue solution. Specifically, MONICA is an architecture composed by a portable
device based on an array of commercial electrochemical sensors calibrated in lab, an
Android App for smartphone, a web portal (MENA) and a NOSQL backend. This
infrastructure is able to manage data communication/storage and map visualization
of personal exposure to air pollutants. Two associated calibration procedures are
depicted, one based on in-lab recordings while the second, based on the emerging on
field calibration paradigm, will refine the performance of the node. The successful,
both in financial and participatory terms, campaign has reached a crowdfunded con-
tribution of 8000 e (145% of expected 6000 e) by 102 supporters. Among them, 44
users, have opted to become part of a small fleet of human-sensors able to produce
air quality data during their daily mobility routine.

Keywords Air quality ·Microsensors device · Crowdfunding

1 Introduction

Air pollution has both acute and chronic effects on human health, affecting different
systems and organs [1]. Particulate air pollution, mostly, endangers people illness
ranging from cardiovascular and respiratory problems to cancer [2, 3]. One topic of
concern among population is due to the stream of scientific data about air pollu-
tion at regional scale and the subsequent impacts on public health and economy
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[4]. OECD estimates that pollutants emission could cause 6 to 9 million premature
deaths a year by 2060 and cost 1% of global GDP—around USD 2.6 trillion annually
(USD 300 per person)—as a result of sick days, medical bills and reduced agricul-
tural output [5]. Knowing pollutant concentration distribution may help population,
including those who suffer from specific pathologies (autoimmune, COPD, asthma)
and elderlies, to reduce their exposure while keeping an adequate active life [6]. In
response, EU has issued an extensive legislation that sets health-based objectives
and assessment standards for several air pollutants (see [7, 8]). However, given the
sparseness of the resulting regulatory monitoring networks, targeted AQ information
conflicts with current EU, not reflecting the spatial-temporal variability of AQ at
road scale. The lack of local AQ information limits citizens ‘awareness, reducing
the adoption of AQ friendly lifestyle and exacerbating the distance between citizens
and urban authority. Furthermore, air quality data were often communicated with an
over-simplistic approach, determining a lack of understanding and ultimately low
levels of engagement in citizens. For these reasons, in the last decade the interest in
low cost mobile smart sensors devices, based on solid state chemical sensors, has
grown. First of all, these portable solutions allow to draw up an estimate of personal
exposure to air pollutants, secondly they help to provide, along with pervasive fixed
nodes and certified analyzers, the data stream needed for obtaining high resolution
air quality maps. Currently, several research groups are active in the development of
these technologies (see [9]) as well as private companies that are beginning to ship
low cost air quality monitoring nodes for indoor or outdoor applications. However,
their accuracy must be seriously screened and taken into account (see [10]) because
of most of COTS products available nowadays are sold without no information about
it and consequently without any warranty. In this scenario, users perception can be
misled causing false alarms, conflicts with concerning authorities, false expectations,
etc.

Bridging the gap among citizens, urban and air quality authority, several par-
ticipatory gas sensing has been funded in the framework of citizen science. Some
initiatives focus on adopting intelligent transport systems and/or equipping themwith
AQ analyzers for sharing gathered data (Zurich Open Sense). Instead, the concept of
citizens’ observatory for urban AQ has been technically explored in several US and
European RIA initiatives. Themain focus has been on the development of novel fixed
and mobile components for environmental monitoring to be also used by citizens,
as well as innovative DSSs for policy makers helping them to identify measures for
AQ improvement and to quantitatively assess their impact on citizens health. Rele-
vant examples are EU projects as FP7-ENV-CITI-SENSE (https://co.citi-sense.eu/
default.aspx) orCOST-EUNetAir (http://www.eunetair.it/) and, respectively, LIFE15
ENV/PT/674 Index-Air (http://www.lifeindexair.net/). Starting from this, ENEA has
designed a crowdfunding and a related crowd sensing campaign for allowing perva-
sive and cooperative air quality monitoring network, validated by analyzers operated
by citizens. Main objectives are increasing awareness about possibilities and lim-
itations of these new technologies in citizens and institutional stakeholders along
with testing functionality and acceptability of the MONICATM device. We feel that
along with accuracy and functional testing, the interaction with citizens have been of

https://co.citi-sense.eu/default.aspx
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http://www.lifeindexair.net/
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great help for a deeper understanding our technical role as researchers in this rapidly
changing scenario. Aim of this contribution is hence to provide a keynote account
of the lesson learned during this two steps campaign.

2 Crowdfunding Campaign

Monica 2.0 research project arises from the need to improve citizen’s awareness of
the air quality issue. In order to speed up the development of the project and to boost
citizen’s involvement in the initiative, a crowdfunding campaign has been launched
on the Eppela web site [11] and linked on ENEA website [12]. This innovative
self-financing strategy seemed useful for two aims. First of all, it would offer the
opportunity to bridge the gap between researchers, citizens and regulatorymonitoring
authority (ARPAC). On the other hand, it appeared a good financial instrument for a
non-funded project. The campaign lasted threemonths, including preparation and set
up, ending on 17 December 2016. Our goal was fixed at achieving of a funding equal
to 6000 e. The raised funds have been used for the development of a first fleet of 10
multisensor units and for their calibration. The campaign, holding themain principles
of citizen science, was carried out arousing people curiosity such as to galvanize their
active participation in the project. So, funders have been solicited by using a media
coverage campaign showing the functionality of bikemountedMONICAdevices and
related smartphone applications. According to own interest in the project, citizens
could finance it with 7 differently weighted stakes, receiving a corresponding reward
in return (see Table 1). Anyway, all funders was awarded having the access to the
anonymized data recorded by premium crowd-funders and participate in a newsletter
campaign being informed of the development status and introduced to the limits of
certified analyzers and smart sensing devices. Instead, “Smog Hunters” have had
the opportunity to participate in the functional test campaign receiving a MONICA
device and the related smartphone app for a one month duration at their premises.
Acting as a fleet of mobile sensors, they are building their own city AQ pollution
exposure map, focused on their daily routes. These maps will foster the possibility
to make informed choices about their mobility routed choosing paths with reduced
pollutant exposure, depending on the time of the day thy will be following them.

The campaign has been advertised on national press, national television and radio
programs, and social networks. In particular, scientific television and radio programs
have shown their interest towards the project, helping the campaign to reach the
expected success.Moreover, the citizen’s involvement was kept high in the campaign
by means of feedback and suggestion questionnaires. Personal acknowledgments to
each funder were published on the Eppela web page.
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Table 1 Available stakes and related premiums during crowdfunding campaign

Stakes (e) Qualification/Reward

5 Smog enemy: updated periodically by newsletter on project developments

10 Smog mapper: informed about developed tests

20 Smog tracer: accessibility to air quality maps produced by Smog Hunters

45 Smog hunter: received Monica 2.0 at home for 1 month

100 Smog researcher: visitor of ENEA lab for 1 day

200 Smog patron: supporter of the project

300 Smog master: ambassador of the project

3 Monica 2.0 Multi-sensor Device

MONICA2.0 is a portable pervasive air quality multi sensing architecture based on
a mobile microsensor node with on board computational intelligence.

3.1 Sensor Node

The sensor array is composed by three electrochemical sensors from Alphasense,
Ltd. [13]. They are targeted to CO (CO-A4), NO2 (NO2-A43F) and O3 (OX-A431)
gaseous pollutants. Electrochemical sensors generally show enhanced stability and
specificity with respect toMOX sensors although when operating in the required low
ppb range they have experimentally shown cross interference from temperature and
specific non target pollutants (with specific reference to NO2-O3 cross interference).
Together they represent significant threats to human health with particular regard
to long-term exposure (CO, NO2) and short term exposure (O3). Out of the box,
the CO sensor (CO-A4) is accredited of a noise level of 20 ppb equivalent and
a sensitivity of 220–375 nA/ppm at 2 ppm. Conversely, the NO2 sensor should
show a noise level of 15 ppb and a sensitivity of −175 to −450 nA/ppb at 2 ppm.
Finally, the O3 sensor datasheet information shows a noise level of 15 ppb and
a sensitivity of −200 to −650 nA/ppm at 1 ppb. Additionally, a temperature and
humidity sensor (sensirion SHT75) has been included in the sensor array to provide
the needed information to correct chemical sensor responses for the environmental
influences on their responses. Sensors have been mounted on a 10×10×15 cm
(500 g) box and the air flow toward the sensitive end of their case can be controlled
by two small 3×3 cm fans (see Fig. 1).
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Fig. 1 Different views of Monica 2.0 prototype, including a bike mounting device

Fig. 2 Mounting scheme of sensor array

3.2 Data Acquisition System

The sensing array has been connected to a microcontroller ADC unit (16 bit) via the
Alphasense analog front end (AFE 810-0020-00) providing sensor polarization and

current to voltage conversion (see Fig. 2).
The current microcontroller platform is a STM32 Nucleo board from ST micro-

electronics and in particular its L-432KC version. The firmware controls data acqui-
sition and conversion providing a duty cycle with a configurable sampling rate period
of 1–75 s for the entire sensor array. Furthermore, oversampling techniques have been
implemented to perform noise reduction. Data transmission facility has been pro-
vided by 2.0 EDR Bluetooth™ shield. System is powered by lithium battery which
guarantees more than thirty hours of autonomy.

3.3 Back-End

Monica backend allows for data storage and visualization. Once data recorded by
Android app, they are formatted in a timestamped JSON document and are sent as
soon as IP connectivity is available to a single server NOSQL repository. Specifically,
data storage relies onMONGODB2.4 server fromwhich session data can be retrieved
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Fig. 3 Monica 2.0 Backend schema

Fig. 4 Start page of Android™ app (on the left) and Mena web portal

whenever neededby the user that provided it andvisualized again (seeFig. 3). Further,
a JavaScript/Php engine, including Google API Maps, allows to visualize, on phone
and web app interface, session user data in a graph and on 2D route map (see Fig. 4).
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3.4 Front-End

Monica 2.0 device is able to communicates data to users in two different ways, by
means of anAndroid™app for smartphone and/or byMENA(MonicaEnvironmental
and Network Analysis) web app. (see Fig. 4).

Both allow to visualize all users mobility sessions in different formats: raw data,
graphical trend of pollutant concentration or 2D-route map (see Fig. 5). Specifically,
the Android app allows for user geo-referencing using features provided by the
operating systems and ultimately by the smartphone sensor. The position information
is then stored in an array togetherwith the pollutant concentrations and environmental
data. Collectively, these information can be used to reconstruct the followed colored-
encoded route and the related user exposure to pollutant. The resulting color code
ranges from green (clean air) to black (heavily polluted air), as in the legend Fig. 6.
The color code reflects the value of a cumulative air pollution index (AQI) based on
the norm of the pollutant concentrations vector. The green color indicates a good air
quality according to synthetic index value. Specifically, concentration of target gases
are collectively below 20% of the 8-h concentration threshold set by EU in the 2008
Air quality directive. The map is actually generated averaging the relevant location
based recordings found.

AndroidTM App Mena WeB Portal

Fig. 5 On the top, trend of pollutants during an user session on app (left) and web interface (right).
On the bottom, colored 2D route map on smartphone app (left) and web interface (right)
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Fig. 6 Gas concentration color code as adopted in the AQmap presentation by the proposed system

Fig. 7 Instantaneous and
averaged pollutant
concentration recorded
during a mobility user
session in Portici (NA)

During operational phase, the Android app provides for showing to the users the
instantaneous and averaged concentration of pollutants during each mobility session
(see Fig. 7). The acquisition time, that reflects the sensor module sampling time,
is defined by the user by choosing among three different transportation methods
(on foot, by bike, by car). Selecting the car symbol, the position acquisition time is
set each 10 s; using feet option will set the acquisition period at 30 s while using
the bike option will cause the acquisition period at 20 s. If needed, the user can
select a specific acquisition period by using an ad hoc graphical component. Vector
averaged components contains single pollutant concentration normalized to the 8 h
concentration limit in EU.
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These information can be shared among all the user and are used to build a 2D
map-route of air pollution in order to provide a detailed view to the benefit of all the
contributing users that were not able to obtain a MONICA device via web interface.
Otherwise, the DB storage allows to the users to consult data recorded and color-
coded route on a map even if mobility sessions have it already available on the user’s
phone.

3.5 Calibration Procedures

During operational phase, Monica app provides for a refined on board calibration
function execution as well as backend connectivity via Wi-Fi or 4G networks. The
on board calibration will be based on a machine learning component operating in
prediction mode. Two calibration methodologies have been devised for the sensing
system. The first is based on lab recorded responses dataset and aims to develop a
linear calibration algorithm for single gases with temperature correction. The results
of the calibration also permit to validate in-factory sensor calibration parameters
extracting temperature/humidity dependencies of sensibility and zero gas output.
The calibration system is based on STM32 MCU Nucleo board and performs signal
acquisition at 30 s sampling period, 5 points moving average noise filtering and raw
data storage. Raw data can be then downloaded via usb connection. Eventually, least
square sensor parameters extraction can be performed in an off-line fashion. During
response recording time, the sensor board is located in a climatic chamber in which
the gas is carried by the carrier synthetic air. The set point is varied according to a
specified recipe spanning the predefined range of relevant concentrations. Humidity
and temperature may be also changed. If needed, quaternary mixtures can be gen-
erated mixing different analytes for cross interference assessments. Figure 8 shows
the response of the CO sensor to 5 different concentrations (from 0 to 15 ppm) of
the target analyte at three different temperatures (20, 23, 34 °C), being T considered
as a primary interferent for EC sensors. Results of the univariate (CO_WE) linear
calibration procedure confirm a significant influence of the temperature on sensors
sensitivity. Preliminary results for CO sensor confirm a significant influence of the
temperature on sensor responses (see Fig. 9).

In order to deal with cross-sensitivity and instability sensors issues, a second
nonlinear multivariate calibration has been performed by means of a feed-forward
neural network cross-validated with leave-one-out strategy (Fig. 10).

A comparison among the performance indicator related to two calibration meth-
ods shows a mean absolute error (MAE) in CO estimate equal to 0.2 ppm for the
multivariate approach against to a MAE of 0.8 ppm, estimating the same analyte
with the linear univariate approach. A further planned procedure will refine these
calibrations with on field recorded data. It will be based on dynamic non-linear mul-
tivariate calibration concept using a data driven computational intelligence approach
[14]. Our previous findings have shown that the use of these specific electrochemical
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Fig. 8 CO sensor response in a climatic chamber at 3 different temperatures

Fig. 9 Three different linear univariate calibration curves for COcomputed from the in lab recorded
data

sensors together with on field approach lead to an overall performance may come
close or even meet the data quality objectives set by European Union.

4 Crowd Sensing Campaign

At the end of the campaign, Monica project has been funded for 8730 e, reaching
145% of expected 6000 e. With tenth of thousands of contacts, the campaign fully
accomplished and outperformed the set funding goals with 102 contributors. Among
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CO target
CO estimation

Fig. 10 On the left, FFNN architecture. On the right, CO estimates performed by a FFNN

Table 2 Features of funders mobility sessions

MONICA Time period Location Sampling
time

No. sessions No. samples

1 16/1–22/2/2018 Rome 30 31 2656

2 29/1–26/2/2018 Bologna 20 19 1129

3 19/2–16/3/2018 Padova 20 29 1246

4 21/2–16/3/2018 Segrate (MI) 30 20 774

5 19/2–15/3/2018 Novate
Milaese (MI)

30 27 3836

6 14/3–27/3/2018 Sanremo (IM) 10 18 6150

them, Smog Hunters are 44, they would constitute a small fleet of sensors having
entitled to be owner of MONICA device for 30 days and relate Android app. After a
calibration refinement conducted with on field data, the Monica’s shipping is begun
on January 2018. Nowadays, the 10 devices have been shipped to Italian crowd
funders, returning to ENEA lab at the end of the 30 day period to be shipped again
to remaining users (see Table 2). A detailed instruction manual is delivered to them
together withMONICA system. This operative campaign is allowing to test, on field,
the calibrated platform as well as back-end. Furthermore, their data are contributing
to fill up a significant air pollution database on which building up maps, at high time-
space resolution, including their routine routes in their cities (see Fig. 11). At the end
of the trial period, a feedback questionnaire has been distributed to the participants.
This is allowing to us to verify the acceptability and the ease of use of the device by
non-technician personnel as well as the impact of the acquired air quality information
on their daily routines. This active interaction with citizens have been of great help
for a deeper understanding MONICA weakness in the operative urban environment
such as to ameliorate the overall system at the user side yet.
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Fig. 11 Examples of pollutant concentration (color encoded) route maps of Smog Hunters

5 Conclusions

In this work, we presented the MONICA crowdfunding campaign aimed to perform
a direct involvement of the citizens in air pollution measurement by a personal air
quality monitoring device. The multisensor device, along with the supporting infras-
tructure functionalities and characteristics, has been described. The in-lab calibration
tests, along with preliminary on field calibration results, have shown the capability to
support qualitative measurements of NO2, CO and O3. The crowd sensing data gath-
ered during the first shipping are summarized, allowing to build a consistent dataset.
The next step will include a further on field calibration refinement and validation
procedure co-locating the prototypes with an external ARPAC certificated reference
analyzer [15] at the aim to generate of map at high spatial-temporal resolution yet.
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Biosensors



Nickel Based Biosensor for Biomolecules
Recognition

Salvatore Petralia , Emanuele Luigi Sciuto , Salvo Mirabella,
Francesco Priolo, Francesco Rundo and Sabrina Conoci

Abstract A novel electrochemical device based on Nickel oxide sensing species is
described. The miniaturized device contains three integrated metal microelectrodes
with the working active electrode made of Ni zero-valence. It has been proved to
be sensitive and versatile in the detection of glucose on saliva. The findings here
reported pay the way to future development of versatile portable sensors addressing
easy-to-use and low-cost system.

Keywords Glucose sensing · Electrochemical measurement · Silicon device

1 Introduction

The integration of new sensing materials with miniaturized is a fascinating fields of
material science. It stimulates scientist for a wide range of areas such as molecular
diagnostic, food industry, pollution environment, pharmaceutics [1–5].

In this framework, the development of new systems for the non-invasive
biomolecules monitoring, such as glucose, aminoacids, protein etc. is receiving great
attention due to its high impact to various diseases including diabetes and metabolic
disorder (phenylketonuria) etc. [6– 8]. In this context the glucose sensors devices are
diffuse in different fields including food control, healthcare and industry. The tra-
ditional approaches to measure biomolecules levels are mainly based on enzymatic
methods. In this scenario the non-enzymatic sensing based on the catalytic oxidation
of biomolecules by nanomaterials represents the newest generation of glucose sen-
sor technology [9–11]. Nickel is one of the most studied material since it allows the
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direct electro-oxidation ofmolecules bymeans of the active speciesNiOOH/Ni(OH)2
under alkaline medium. More in details, the sensing mechanism is based on the oxi-
dation of analytes by the active NiOOH species, the produced Ni(OH)2 species are
reconverted to NiOOH by applying a specific potential (~0.7 V). A nanosized layer
of sensing species (NiOOH) on top of Ni(0) working electrode is formed by Cyclic
Voltammetry experiments in NaOH 0.1 M [12–14]. In this contribution we present a
silicon miniaturized three planar electrodes device integrating Ni zero-valence layer
(thickness 10 nm) onworking electrode. The device exhibited good response towards
glucose detection on human blood and saliva samples. The sensing experiment indi-
cates a strong dependence of the sensitivity from the pH values, in particular the
sensitivity increases with the increasing of pH value. This biosensor pave the way to
future development of versatile, easy-to-use, low-cost and portatile multiparametric
chemical sensors.

2 Materials and Methods

2.1 Chemicals

Sodiumphosphate (PBSpowder, pH7.4),NaOHpellets (purity 97%), glucose, Potas-
sium Chloride, PBS tablet were purchased by Sigma-Aldrich and used as received.

2.2 Electrochemical Measurements

Cyclic voltammetry (CV) and chronoamperometry measurements were performed
by a Verstat 4 (Princenton Applied Research), The CV experiments were executed
with a scan rate 10 mV/s and a voltage range −0.1 V/+1.0 V. The nickel layer was
activated by about 60 sweeps of cyclic voltammetry in NaOH 0.1 M. The chrono
amperometry were performed at a fixed voltage of 0.48 V.

2.3 Saliva Sample and Pre-treatment

The saliva sample after collection was treated with a precipitation buffer (COPAN)
to remove the protein interferences. In detail a volume of 200 µL of fresh saliva was
mixed with same volume of precipitation-buffer, after 5 min a volume of 20 µL of
the supernatant was analyzed with EC-device. For comparison chrono-amperometry
measurements were performed for the precipitation-buffer.
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3 Results and Discussion

The electrochemical device (EC-device) was manufactured using the VLSI technol-
ogy on a 6′′ silicon wafer substrate. It is composed by 4 electrochemical cells, each
one containing three planar microelectrodes, a working electrode (WE) in nickel, a
counter (CE) and a reference (RE) electrodes made in gold. The EC-device contains
four reaction chambers each with a volume of 22 µl in volume (Fig. 1).

The analytical performances for the EC-deviceswere evaluatedmeasuring various
amount of glucose on treated saliva sample. At this scope 10 µL of treated saliva
was mixed with 10µL of NaOH 0.1 M and chrono-amperometry measurement were
recorded. After signal stabilization various glucose amount were added (from 20 to
250 µM) and the signal registered.

The Fig. 2 shows the experimental results of current intensity versus glucose
amount, inset an example of chronoamperometric signal.

The data showed a limit of detection (estimated considering the current value
corresponding to 3-times the current measured without glucose) of about 10 µM.
These results encourage the development of miniaturized sensor integrating the Ni-
device to be used in PoC format by not specialized end-users.

The future effort will be focused to improve the selectivity in complex biological
matrices, the strategy will based on two approaches: implementation of algorithms in
the analysis of sensing responses and integration of nanostructured Nickel species.
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Fig. 1 Details of measurement and device: a CV curves at NaOH 0.1 M, b three planar electrodes
(from left to right: RE in gold, WE in Ni and CE in gold) and c EC-device layout
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Fig. 2 Current intensity versus glucose amount in solution. Inset chronoamperometric signal

4 Conclusions

A miniaturized electrochemical device based on Nickel sensing material is here
presented. The device is composed by three integrated metal microelectrodes with
an active working electrode made of a Nickel. The sensing aptitude is based on the
reversible conversion of Ni3+ (NiOOH) to Ni2+ (Ni(OH)2) interacting to redox active
glucose molecules. The results herein presented proved that the system is able to
measure the glucose amount on saliva after an easy precipitation of protein, with a
detection limit of 10 µM. These data indicate that the proposed method is reliable
and thanks to its miniaturized components such as the silicon microchip, it can be
certainly considered a very promising for the development of a portable easy-to-use
system for fast and effective monitoring of glucose on human specimen.
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Electrochemical DNA-Based Sensor
for Organophosphorus Pesticides
Detection

Giulia Selvolini , Ioana Băjan, Oana Hosu , Cecilia Cristea ,
Robert Săndulescu and Giovanna Marrazza

Abstract In this work, we propose an electrochemical DNA-based sensor for sen-
sitive detection of organophosphorus pesticides. To improve the sensitivity of the
DNA-based sensor, polyaniline film and gold nanoparticles were progressively elec-
trodeposited on the graphite screen-printed electrode surface by cyclic voltammetry.
Gold nanoparticles were then employed as platform for the immobilization of thiol-
tethered DNA oligonucleotide sequence complementary to the selected biotinylated
DNA aptamer for profenofos detection. Streptavidin-alkaline phosphatase enzyme
conjugate was then added to trace the affinity reaction through the hydrolysis of
1-naphthyl phosphate to 1-naphthol, which was then detected by differential pulse
voltammetry. A decrease of the signal was obtained when the pesticide concentration
was increased, making the sensor work as signal off sensor.

Keywords Pesticide · Aptamer · DNA · Competitive assay · Biosensor

1 Introduction

Organophosphorus pesticides (e.g. phorate, profenofos, isocarbophos) are highly
toxic substances that nowadays are still used outside EU in some harvesting proto-
cols. This class of compounds, like some nerve agents, acts on the enzyme acetyl-
cholinesterase as neuromuscular inhibitors, affecting normal functions in insects, but
also in humans and many other animals [1].

Conventional analytical methods for organophosphorus pesticides are based on
chromatographic techniques,which provide sensitive and selective detection.Despite
these advantages, chromatographic techniques require highly skilled technicians for
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operation and they are not suitable for screening analysis. Therefore, there are con-
tinuing developments in rapid and cost-effective devices for environmental moni-
toring including in situ analysis [2, 3]. In this perspective, biosensor development
for pesticide analysis becomes urgent and proposes itself as an easily alternative to
conventional techniques for screening analysis [4]. The main difficulties about the
use of biosensors for pesticides detection concern the possibility to obtain antibodies
for targets with high toxicity. In this way, the use of synthetic receptors such as DNA
aptamer has recently become an interesting alternative to the antibodies in affinity
biosensors technology [5, 6].

In this work, we report preliminary experiments using an electrochemical DNA
aptasensor for profenofos organophosphorus pesticide detection based on a compet-
itive assay format. The method combines the portability of graphite screen-printed
electrochemical cells and of a computer-controlled instrument. Herein, the proposed
aptasensor exploits the use of oligonucleotides coupled with a built-in electrochem-
ical platform consisting of a metallic nanoparticles/polymeric film nanocomposite
for disposable and cost-effective screening in situ analysis.

The DNA aptamer used in this work was selected from a library of aptamers,
designed by SELEX, that proved itself to show the highest ability to recognize pro-
fenofos [7].

2 Materials and Methods

Perchloric acid (HClO4), sulfuric acid (H2SO4), aniline, streptavidin-
alkaline phosphatase enzyme, di-sodium hydrogen phosphate (Na2HPO4),
sodium di-hydrogen phosphate di-hydrate (NaH2PO4·2H2O), tetrachloroau-
ric acid (HAuCl4), 6-mercapto-1-hexanol (MCH), KCl, MgCl2, BSA,
di-ethanolamine (DEA) and profenofos have been purchased from
Sigma-Aldrich (Italy). The DNA sequences (oligo-SH: 5′-(SH)-(CH2)6-
CCGATCAAGAATCGCTGCAG-3′; apt-BIO: 5′-(biotin)-TEG(trietylene
glycol)-AAGCTTGCTTTATAGCCTGCAGCGATTCTTGATCGGAAAAGGCTG
AGAGCTACGC-3′) were purchased from Eurofins Genomics (Germany). Immobi-
lization buffer: 0.5 M phosphate buffer, pH 7. Detection buffer: 0.1 M DEA buffer,
0.1 M KCl, 1 mMMgCl2, pH 9.6. Milli-Q water was used for all preparations. Elec-
trochemical measurements were carried out with a portable potentiostat/galvanostat
PalmSens electrochemical analyser (PalmSens, the Netherlands), and the results
analysed by PSTrace 2.3 software.

The graphite screen-printed electrodes (GSPEs) were modified with polyaniline
(PANI) [8] and gold nanoparticles (AuNPs). Sensors were then modified by self-
assembly of a mixed monolayer of thiolated DNA capture probe (oligo-SH) and
MCH [9]. Then, a solution containing a proper concentration of biotinylated DNA
aptamer (apt-BIO) and the target pesticide was dropped on the sensor surface and
the competitive reaction was allowed to proceed. The biotinylated hybrids formed
onto the developed aptasensor surface were coupled with a streptavidin-alkaline
phosphatase conjugate and the enzymatic product thus formed (1-naphthol) was
detected by differential pulse voltammetry (DPV).
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3 Results

The primary surface modification of the graphite screen-printed working electrodes
was obtained by electrodepositing via CV a polyaniline (PANI) layer, followed by
gold nanoparticles electrodeposition (AuNPs) carried out via CV too, in accordance
with previously reported studies. Cyclic voltammetry provides detailed information
on electrode surface changes. Thus, it was used to characterize the layer-by-layer
formation of PANI during the electropolymerization process (Fig. 1a, b). Cathodic
and anodic peak current heightwas recorded at different number of cyclic scans.After

Fig. 1 a Aniline polymerization mechanism. b Aniline electropolymerization (first and last scans
shown)
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the 10th cycle, no further increase of peak current height was obtained; consequently,
ten cyclic scans were then selected for further experiments.

Then, gold nanoparticles were electrodeposited on polyaniline modified graphite
screen-printed electrodes (PANI/GSPEs) using CV in accordance with the optimized
procedure previously reported (Fig. 2).

After the electrodeposition of PANI and AuNPs, the electrode conductivity
increases of around 40% in comparison to bare GSPE surface.

Preliminary experiments were performed for profenofos pesticide (Fig. 3) detec-
tion by competitive assay. By analyzing a 5 µM profenofos solution, a decrease of
50% in the current peak height was obtained with respect to the blank value.

Fig. 2 Gold nanoparticles electrodeposition (first and last scans shown)

Fig. 3 Profenofos pesticide structure
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4 Conclusions

The realized platform, based on graphite screen-printed electrodes (GSPEs)modified
with polyaniline (PANI), gold nanoparticles (AuNPs) and an aptamer can contribute
to profenofos detection as a valid and innovative analytical approach. The developed
aptasensor allows the direct determination of profenofos, thanks to an easy to achieve,
rapid and quite low-cost method.

These preliminary results encourage the application in the immediate future of
this platform for pesticide detection, testing the developed assay for multiscreening
analysis.
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A Novel Lab-on-Disk System
for Pathogen Nucleic Acids Analysis
in Infectious Diseases

Emanuele Luigi Sciuto , Salvatore Petralia and Sabrina Conoci

Abstract The miniaturization of Real Time PCR (qPCR) systems is a crucial point
towards the development of “genetic point-of-care” (PoC) that are able to offer
sample-in-answer-out diagnostic analysis. Centralized laboratories and specialized
staffs are needed for conventional DNA analysis. To solve this issue, we propose an
innovative easy-to-use PoC technology based on a Lab-on-Diskminiaturized system,
integrating nucleic acids extraction process based on Mags-Beads technology and
detection based on qPCR. Lab-on-Disk system is composed by a polycarbonate disk
with reagent-on-board for DNA extraction and a qPCR silicon-chip. A customized
reader integrating electronic and optical modules was developed for driving the poly-
carbonate disk. Here we present results in the detection of Hepatitis B Virus (HBV)
genome.

Keywords Pathogen DNA extraction/detection · Microfluidics · Magnetic beads
QPCR

1 Introduction

The development of diagnostic technologies able to perform complete DNA anal-
ysis in a miniaturized-integrated-automated way is one of the fascinating fields in
biomedical research. The scientific innovation is moving towards the decentraliza-
tion of molecular diagnostics from the hospital’s core laboratory. The aim is to allow
massive diagnostic screening and better facing the threat of genetic and infectious
diseases. Its clinical utility could be much more relevant, for example, in developing
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countries where infectious disease diagnosis is still a challenge due to poor clinical
laboratory infrastructures and cost constraints [1].

Based on the above considerations, multidisciplinary research teams have
spent significant efforts to develop innovative technologies and new chemical
strategies for DNA analysis, leading to the introduction of the “genetic Point-of-
Care” (PoC) [2, 3]. These systems must integrate and automate all steps necessary
for the molecular diagnostics, including the DNA sample preparation (extraction and
purification) and detection (identification and quantification).

The DNA preparation from biological samples represent one of the major issues
in genetic PoC approach, since several starting materials can be employed (blood,
urine, saliva etc.) and, consequently, complex architectures and protocols are needed.

Strategies for DNA extraction evolved from liquid–liquid purification method,
such as isolation by precipitation with phenol-chloroform [4, 5], to most advanced
liquid–solid purification systems, mostly, based on silica in the form of micro-filter
mounted in a plastic column or layers covering magnetic beads [6, 7].

However, despite the improvements in terms of yield quality and protocol safety,
DNA purification methods still have many widespread limitations.

One of those is the volume and the amount of biological sample required to
trigger all procedure. From liquid-liquid to solid-phase extraction, in fact, hundreds of
microliters to milliliters volumes are used; this implies invasive biological samplings
from patients for diagnosis.

Another common drawback is the miniaturization and integration of the purifica-
tion technology in a single portable device. A lot of stuff is required to perform the
whole experiment of genetic material isolation, frequently with a complex architec-
ture to manage the fluidic steps, which implies an increase of the design complexity,
high costs and a laboratory with dedicated and specialized staff.

A solution to all the drawbacks, above reported, is brought by the microfluidic
technology [8]. Microfluidic platforms are extremely attractive thanks to the num-
ber of advantages, they present, compared to macroscopic equivalents. The small
volumes, required for the experimental setup, reduce sample and reagent consump-
tion. Moreover, reduced size of device implies the possibility of miniaturization and
integration, so the possibility of working outside the laboratory.

The literature reports few examples of miniaturized sample preparation devices;
many of these are developed using plastic materials and include a complex microflu-
idic network that manages fluid movement, mixing, splitting etc. [9–17]. Plastic
materials for integrated microfluidics have the advantage of low cost but the minia-
turization, integration and automation required by some of the extraction steps (i.e.
lysis) remain the main limitations towards the development of a point-of-care device.

Another issue in PoC is the detection of genetic material.
The DNA analysis is, commonly, based on the Real Time PCR (qPCR) method.

In literature, various PCR based PoC have been reported for DNA detection of
different pathogen microorganisms. Fernandez-Carballo et al. in 2016 presented a
portable and low-cost point-of-care (PoC) system based on continuous flow PCR
for quantitative detection of Chlamydia trachomatis and Escherichia coli [18]. Hsien
et al. described a sequence-specific electrochemical DNA technology (E-DNA) able
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Fig. 1 a Lab-on-Disk: sample (1), lysis (2), binding (3), washing (4) and elution (5) chamber;
magnetic beads (*); buffer stickpacks ( ); qPCR chip (yellow ring). b Disk-reader. c Detail of
electronic board for qPCR detection

to detect up to 100 copies per ml of S. typhimurium by loop-mediated isothermal
amplification, 10 TCID50 for H1N1 influenza virus, and 300 copies (in 50 µL)
of Salmonella enterica [19]. Other research teams reported miniaturized devices
based on PCR using innovative transduction methods for the detection of pathogen
species such as: Escherichia coli (by using piezoelectric-excited cantilever sensors)
[20]; Neisseria meningitidis and HBV (using electrochemical transduction) [21–23];
Staphylococcus aureus (by means of graphene oxide based fluorescent probes) [24];
Mycobacterium tuberculosis (using surface plasmon resonance) [25]. Example of
genetic SNP (Single Nucleotide Polymorphisms) application are, also, reported [26].

However, among all systems, reported, the miniaturization of the qPCR ampli-
fication system, together with the possibility of a sample-in answer-out diagnostic
analysis, enabling shorter analysis times, reducing reagent consumption, minimizing
risk of sample contamination and enhancing the assay performance (such as sensitiv-
ity, specificity and limit of detection), are common drawbacks still to be solved [27].

In this sense, we introduced an innovative Lab-on-Disk microfluidic technology,
shown in Fig. 1a, for the complete analysis of pathogen DNA in infectious diseases.

A polycarbonate module, containing the DNA extraction reagent-on-board for
the Magnetic-Beads based purification, and a silicon chip, for the qPCR detection of
extractedDNA, compose the disk. This is introduced, then, into a specific disk-reader
(Fig. 1b) to perform the rotations and amplification protocols.

The disk is able to perform sensitive and high throughput analysis of Hepatitis
B Virus genome from a biological sample, overpassing all limitations towards the
genetic PoC approach.
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2 Materials and Methods

2.1 Chemicals and Reagents

Stock solutions of Hepatitis B virus (HBV) clone complete genome (ref product
05960116), consisting of the HBV genome 3.2 kbps and a plasmid PBR322 vector
3.8 kbps in TE (Tris 10 mM, EDTA 1 mM, pH�8), and the HBV real time PCR
kit (ref product FO2 HBV MMIX KIT 48) were purchased from CLONIT and used
according to the Instructions for Use.

2.2 Extraction Experiments

To test the extraction efficiency of polycarbonate module, 106 copies/µl of HBV
clone were dissolved in 200 µl of Milli-Q water.

Once loaded the sample, a series of rotations allowed the beads to move through
all reaction chambers (Fig. 1a), so that the HBV DNA can be adsorbed and purified.
To quantify the eluted DNA, a qPCR amplification and cycles threshold (Ct) analysis
was performed using the Q3 platform, developed by STMicroelectronics [27, 28].
For the qPCR experiment, 5 µL of both starting and eluted DNA were pipetted into
the qPCR chip (described in Sect. 2.3), and preloaded with 10 µL of the HBV kit
master mix. The thermal protocol used for qPCR reaction is reported in Table 1. The
same experimental conditions have been applied forMagazorb andQiagen extraction
yield analysis.

2.3 Real Time Amplification on the Chip

Aminiaturized silicon chip, integrating temperature sensors and heaters for the qPCR
amplification and detection of purified DNA (developed by STMicroelectronics [27,
28]), has been assembled to the disk platform.

The chip was thermally and optically driven by an electronic miniaturized board,
inside the disk-reader (Fig. 1c). The fluorescence signals were collected by the CCD
detector inside the board and analyzed by a smart detection software [27].

Table 1 Real time PCR
thermal protocol

Step Temperature (°C) Time (s)

Initial denaturation 99 600

Denaturation 99 15

Annealing 62 60

Extension 50 1
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For the qPCR detection test, a negative sample (1 µL of water+14 µL of HBV
master mix) and three positive controls (1 µL of 1×106, 1×105 and 1×103 cps
µL−1 +14 µL of HBV master mix) of HBV clone genome were loaded on chip.
Thermal protocol was the same reported in Table 1.

The HBV samples were amplified, in parallel, by the commercial Applied Biosys-
tems 7500 as comparison.

3 Results and Discussions

3.1 Module for DNA Extraction

Extraction data fromHBVpurification on Lab-on-Disk, compared to those from gold
standard Magazorb and Qiagen kit, are reported in Table 2.

As shown, the disk platform is able to perform a complete purification process of
HBV clone DNA, with an eluate of about 103 cps/µl (29.92 Ct).

The protocol for Lab-on-Disk extraction is extremely simplified, since no more
than 1 step is required for the experiment (as described in table), with an elution
yield comparable to the Magazorb and Qiagen one (the 2 Ct gap is due to a partial
DNA retention on beads after the elution in Lab-on-Disk).

3.2 Module for DNA Detection

Results of DNA amplification and fluorescence imaging from qPCR on integrated
chip in Lab-on-Disk are shown in Fig. 2a, b, respectively.

In order to estimate the detection efficiency, the qPCR data of 106-105-103 cps/µl
HBV DNA amplification on chip have been compared to the gold standard Applied
Biosystems 7500 and the Ct values, from quantification, are reported in Table 3.

These data show a detection efficiency improvement (about 1 Ct for all HBV
samples) in the case of integrated silicon chip, respect to the commercial instrument.
These enhancements in sensitivity and time, since less PCR cycles are required for

Table 2 Extraction data comparison

KIT Protocol step Sample
volume (µl)

Elution buffer
volume (µl)

Eluate volume
(µl)

qPCR Ct

Prep disk 1 200 200 200±5 29.92

Magazorb 15 200 200 200±5 27.98

Qiagen 11 200 200 200±5 27.91
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Fig. 2 a Lab-on-Disk amplification plot. b Fluorescent imaging of qPCR chip

Table 3 Detection data comparison

DNA (copies/µl) Lab-on-disk (Ct) Applied biosystems (Ct)

106 19.4±0.2 19.9±0.2

105 23.9±0.3 23.9±0.2

103 28.5±0.5 29.9±0.4

the DNA quantification, result from a perfect synergy between the specific chip
architecture and the smart detection software used for the analysis.

4 Conclusions

In this work, we introduce a Lab-on-Disk system for the extraction and detection of
Hepatitis B Virus genome. The system is composed by a reader and a polycarbonate
disk integrating all reagents for Mag-Beads purification and a miniaturized silicon
chip for qPCR detection.

DNA extraction test revealed that the system is able to perform a complete purifi-
cation of HBV genome in one-step, since no actions of operator are required. In
parallel, detection test on integrated qPCR chip in Lab-on-disk, showed that the sys-
tem is also able to quantify HBV DNA with an improvement of sensitivity of about
1 Ct, respect to the commercial qPCR platforms, which means an optimization in
time and material consuming.

These results, together with the miniaturization and integration of all stuff inside
the portable disk-reader, are important features towards the identification of Lab-on-
Disk as new Point-of-Care technology suitable for infectious disease diagnosis.
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Abstract In the present work, we report on the fabrication of a diamond-based
device targeted to the detection of quantal neurotransmitter release. We have devel-
oped Multi-electrode Arrays with 16 independent graphitic channels fabricated by
means of Deep Ion Beam Lithography (DIBL). These devices are capable of detect-
ing the in vitro exocytotic event from neurosecretory cells, while overcoming several
critical limitations of standard amperometric techniques.
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1 Introduction

Exocytosis is a key process of synaptic transmission that occurs when the presynap-
tic terminal of a neuron is depolarized by an upcoming action potential. Presynaptic
Ca2+ channels open and the Ca2+ flowing into the nerve terminal triggers the exocy-
tosis of presynaptic vesicles. The released neurotransmitters diffuse into the synap-
tic cleft from the presynaptic terminal to the inter-synaptic space and activate the
post-synaptic receptors of neighbouring neurons [1]. Charged oxidizable molecules
released from single excitable cells are commonly detected using amperometry, an
electrochemical technique that allows resolving the kinetics of fusion and opening
of single secretory vesicles with high temporal resolution [2, 3].

Currently, carbon fiber electrodes are conventionally employed for amperometric
measurements of neurotransmitters release, but this technique has some limitations:
(i) its complexity requires trained operators; (ii) it needs long acquisition times in
(single-cell measurements) and (iii) detects only oxidizable molecules. Recently,
planar multielectrode devices have been developed to overcome these limitations by
exploiting several materials: indium, tin oxide (ITO) diamond-like carbon (DLC),
boron-doped nanocrystalline diamond, noble metals (Au, Pt) and silicon-based
chips [4].

A new promising substrate for cellular biosensors realization is diamond, that
offers a wide spectrum of properties such as an excellent optical transparency, from
infrared to near-ultraviolet [5], chemical inertness [6], biocompatibility [7, 8] and
the possibility of tuning its electrical properties by directly writing sub-superficial
electrodes by MeV ionic lithography [9–12].

In this paper, we describe the microfabrication of monocrystalline diamond sub-
strates for the realization of microelectrode array cellular sensors based on graphitic
micro channels (μG-SCD MEA).

2 µG-SCD MEAMicrofabrication

Ion beam lithography in diamond is a widely explored technique, which was
employed to realize several structures [13–15] and devices, such as waveguides
[16, 17] micromechanical resonator [18, 19], photonic structure [20, 21] particle
detectors [22–25] and microfluidic channels [26, 27]. This technique exploits the
metastable nature of the diamond by giving access to properties of various carbon
allotropes, which are completely different (i.e. diamond is an optically transparent
electrical insulator, while the graphite is an opaque conductor).

MeV collimated ions are employed to introduce structural damage within the
diamond lattice, by inducing the formation of vacancies that promote the progressive
creation of a network of sp3- and sp2-bonded carbon atoms. Above a critical level
which is usually calledgraphitization threshold (1 × 1022 ÷ 9 × 1022 cm−3 [28–30]),
the complete amorphization of the irradiated material is reached and therefore a high
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Fig. 1 SRIMMonte Carlo simulation: graphitization threshold is reported in dashed line, the zone
of interest is in correspondence of the intersection of the Bragg peak, with the correspondence
threshold

temperature thermal annealing (>900 ◦C) results in the conversion to graphite is
obtained. This phenomenon allows the formation of electrically conductive graphitic
paths embedded in an insulating diamond matrix.

The employed diamond substrates are typically single crystals with dimensions of
4.5 × 4.5 × 0.5mm3, cut along the (100) crystalline direction and optically polished
on the two opposite large faces. The crystals are classified as type IIa, with nitrogen
andboron concentrations lower than1ppmand0.05ppm, respectively. Ion irradiation
was performed at room temperature with a broad beam of light ions (i.e. He) with
energy comprised between 0.5 MeV and 2 MeV at the INFN National Laboratories
of Legnaro, facility equipped with linear accelerator employed for multidisciplinary
experiments [31, 32]. The implantation fluence must be defined in order to overcome
the critical damage density in correspondence of the Bragg peak [33].

Monte Carlo simulations performed with SRIM code [34] allow evaluating the
ion-induced to structural damage on the basis of specific irradiation parameters. For
example, Fig. 1 shows that an implantation fluence of 1 × 1017 cm−2 is sufficient to
amorphize the diamond with a 2MeV He beam.

The implantations are performed employing two high-resolutionmasks that define
the 3D geometry of the graphitic structures. The first mask ismade up of ametal sheet
on which apertures are created through high power laser ablation and it is employed
to block the ion beam with the exception of the aperture thus defines the length and
width of the graphitic channels. The second mask consists of a metal film deposited
directly on the diamond surface by means of thermal evaporation allowing the beam
energy modulation that affects the penetration depth. This is functional to connect
the buried structures with the sample surface (Fig. 2).
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Fig. 2 Deep ion beam lithography of synthetic diamond

With these masks, it is possible to implant simultaneously an array of 16 graphitic
channels, whose end-points are exposed to the surface acting as multiple bio-sensing
electrodes for in vitro cellular recordings [35, 36].

After implantation, high temperatures treatment is performed (>950◦) in high
vacuum (∼10−6 mbar) for 2 h in order to induce the permanent conversion of the
amorphized regions to a graphite-like phase. 16 graphitic micro-channels (width:
∼20µm, length: 1.4–1.9mm, thickness: ∼250 nm) were obtained at a depth of few
µm [37].

The graphitic channels are soldered by flip-chip technique to a polymer-ceramic
composite chip carrier (Roger 4003) to allow the connection with the custom front-
end electronics. The chip carrier is equippedwith an incubation chamber that contains
the culture medium necessary for in vitro experiments [38].

The front-end electronics consists of 16 low-noise transimpedance amplifiers with
an input bias current of∼2 pA and a gain of 100, followed byBessel lowpass filters of
the 6th-order with a cut-off frequency of 1kHz. The filtered signals are acquired with
an ADC module (National Instrument USB-6229) having 16-bit resolution over an
input range of±1V at a sampling rate up to 25kHz per channel. The data-acquisition
module is interfaced with a PC through a Hi-speed USB link and controlled by a
program developed in LabView environment [39].

Fig. 3 Current-voltage
characteristics of 16
graphitic electrodes
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Fig. 4 Figure4 a Bode plot of a representative channel. The black squares represent the measured
values, while the solid lines represent the fit considering the equivalent circuit reported in panel (c).
b Nyquist plot. The red circles represent the measured values, while the black squares represent
the values calculated using the fit results. c Equivalent circuit used to fit the experimental data. The
first circuit mesh corresponds to a double layer imperfect capacitor Q, placed in parallel with the
resistance due to charge transfer and the impedance due to the diffusion (the Warburg element ZW ).
In addition to these elements, a second RC circuit (to the right) is considered to account for the bulk
of the electrode

3 Electrical Characterizations

I-V characteristics of the graphitic electrodes were measured to identify their con-
duction properties. Figure3 shows linear trends indicating that the electrodes have
an ohmic conduction with resistances comprised between 5 k� and 9 k�, which
correspond to a resistivity of ρ ∼ 1.3m� cm, once the geometrical parameters are
suitably taken into account. This value is in very satisfactory agreement with that of
nanocrystalline graphite (ρ ∼ 1.3m� cm) [11, 40].

In Electrochemical Impedance Spectroscopy measurements (EIS), a sinusoidal
voltage of 10mV and variable frequency is applied, with the help of a potentio-
stat, between the working and the counter electrode and monitored by means of a
reference electrode (3-electrode cell), thus measuring the total complex impedance
of the circuit. EIS measurements were performed in a grounded Faraday cage to
avoid external electric interferences, using a water-based electrolyte (PBS, phos-
phate buffer saline). The AC signal frequency varied between 0.1Hz and 100kHz
with seven discrete points per decade, while the DC potential was kept constant at
0mV.

Figure4a, b reports the data of a representative channel. The module and phase of
the impedance |Z| as a function of the modulation frequent (Bode plot) were fitted
using the equivalent circuit reported in Fig. 4c.
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Fig. 5 Steady-state ciclic voltammograms of tyrode in control (0µm) and with dopamine solution
at different concentration (25, 100µm)

Best-fit parameters were used to calculate the imaginary part of the impedance as
function of the real part of the impedance and were compared with the experimental
data, as shown inFig. 4b, indicatinggood agreement betweenmodel and experimental
data. The capacitance of the double layer (Q) resulting from the fit is consistent for
all the channels (data not reported here) and his impedance is evaluated as ZQ =
(3.1 ± 1.2)� assuming the pulse ω = 1.

Cyclic voltammetry (see Fig. 5) was performed to evaluate the sensitivity of μG-
SCD MEA electrodes to detect dopamine. A physiological saline solutions, Tyrode
solution, containing (in mM) 128 NaCl, 2 MgCl2, 10 glucose, 10 HEPES, 10 CaCl2
and 4 KCl (pH 7.4), and a Tyrode solution containing dopamine at different con-
centrations (25 and 100µm), were employed in these tests. A triangular voltage
waveform, ranging from−0.5 and+1.1 V, and with 20mVs−1 scan rate was applied
to the graphitic electrodes.

The solution was grounded with a quasi-reference Ag/AgCl electrode. No redox
activitywas observedusing theTyrode solution in the anodic interval of the hydrolysis
window, i.e. up to a polarization voltage of+0.9V. Under these conditions, a leakage
current of less than 10 pA was measured at +0.6V.
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Fig. 6 An example of amperometric recording from PC12 cells

The electrochemical window of the graphitic microelectrodes allowed the detec-
tion of the dopamine oxidation peak, between +0.6 and +0.8 V [41], as shown in
Fig. 5.

4 Measurements of Quantal Dopamine Release

Ca2+-dependent neurotransmitter release from presynaptic terminals is one of the
main mechanisms regulating signal transmission between neurons. Its dysfunction is
at the basis of various neurodegenerative diseases. Thus, any technical improvement
that facilitates the study of synaptic activity is essential for better understanding the
molecular basis of neurosecretion.

Currently, the technique conventionally used to study catecholamine secretion
is the amperometric recording with carbon fiber electrodes (CFE). This approach
allows the study of quantal release associated to each single quantal event using a
redox reaction mechanism between the secreted substance and the carbon fiber. This
technique is limited to the measurement of a single cell at a time.

The μG-SCD MEA overcome these limitations recording by simultaneously
recording amperometric spikes from more cells, up to 16, maintaining the same
high sensitivity and submillisecond temporal resolution of CFEs [42–44]. Figure6
shows an amperometric recording from an exemplifying electrode. The amperomet-
ric signals are collected for 120 s at a sampling rate of 25 kHz. Each spike represents
the amperometric current (oxidation) associated with the catecholamine (dopamine)
content of a PC12 cells, plated and cultured on the μG-SCD MEA.
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PC12 cells are a cell-line derived from rat pheochromocytoma of the adrenal
medulla, used as a model of dopaminergic neurosecretory cell.

5 Conclusion

In the present paper, we have described the fabrication of diamond-based multi-
electrode array for in vitro measurements of quantal neurotransmitter release. The
presented technique allowed the microfabrication of graphitic channels that act as
sensing microelectrodes embedded into a single-crystal diamond matrix. An exten-
sive electrical characterization of these electrodes and typical recordings obtained
with the MEA μG-SCD biosensor are reported.

Acknowledgements We thank G. Bruno for help in EIS measurement.
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Ultrasensitive Non-enzymatic
Electrochemical Glucose Sensor Based
on NiO/CNT Composite

K. Movlaee, H. Raza, N. Pinna, S. G. Leonardi and G. Neri

Abstract Quantification of glucose is critical in healthcare applications. Herein,
in order to take advantage of both catalytic activity of NiO for glucose oxidation
and high conductivity of CNTs, NiO films with different thicknesses were deposited
on the surface of stacked-cup carbon nano tube (SCCNT) using atomic layer depo-
sition (ALD) technique. Using the NiO/SCCNT composites, we demonstrated the
fabrication of an electrochemical sensor with high sensitivity of 1252.3 µA cm−2

mM−1 and an ultrafast response (<2 s) for glucose determination in alkaline solution
(0.1 M KOH). Additionally, exploiting ALD technique provided us with an oppor-
tunity to deposit NiO on the SCCNT surface with different thicknesses, which in
turn, enabled us to evaluate thoroughly the effect of different thicknesses of NiO on
glucose measurement.

Keywords Glucose · Nickel oxide · Electrochemical sensor

1 Introduction

Glucose is a vital biochemical substance whose detection, quantitatively or qualita-
tively, is of great importance not only in clinical diagnostic tests but also in food,
textile and other industries [1]. Diabetes, as a widespreadmetabolic disorder relevant
to glucose, is being changed to a prevalent challenge for human healthcare due to
change in lifestyle and environmental pollutants [2]. Evaluation of glucose can be
useful as a diagnostic test for diabetes mellitus, which is a global health problem
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with devastating social and economic impact, as well as for cancer treatment. There-
fore, many efforts have been directed to evaluate glucose using different kinds of
organic and inorganic materials. Among inorganic substances, nanomaterials, such
as Au, Ni, Pd, Pt, Cu, RuO2, Co3O4, WO3 and NiO as well as a vast variety of their
compositions have been exploited in order to enhance the capabilities of sensors [3].
Herein, we took advantage of carbon nanotubes decorated nickel oxide, which had
been prepared by a very precisemethod named atomic layer deposition (ALD).Using
ALD technology gave us the opportunity to not only prepare a sensitive and selective
sensor for glucose but also to investigate effects of thickness of nickel oxide layer on
catalytic activity and performance of the proposed sensor for glucose determination.

2 Experimental

2.1 Preparation of NiO/SCCNT Composites

First, 120 mg of SCCNT were dispersed in 110 mL of HNO3 in a round bottom
flask and refluxed at 105 °C in an oil bath for 6 h with continuous stirring. The
mixture was filtrated and repeatedly washed with distilled water until the neutral
point, around pH 7. Oxidized SCCNTwere collected and kept in an oven at 80 °C for
16 h. Afterwards, samples for ALD were prepared by dispersing 1.5 mg of Oxidized
SCCNT in 2mLof absolute ethanol by ultrasonic agitation for half an hour.Dispersed
SCCNTwere drop casted on acetone cleaned aluminium foil (10 cm×10 cm). Then,
ALDwas performed in a hot walled, closed chamber type GEMSTAR-6 system from
ARRADIANCE, inc. using argon (Air Liquide 99.99% purity) as carrier and purging
gas for metal precursor. The temperature of the Ni(Cp)2 container was maintained
at 90 °C, while ozone (using pure oxygen in a BMT803 N ozone delivery system,
ozone was delivered at a concentration of 100 to 250 g/Nm3) was introduced as
generated. The temperatures of the metal precursor and oxidant manifolds and the
reaction chamber were maintained at 120 °C, 115 °C and 200 °C, respectively. ALD
cycles were performed by sequential pulsing Ni(Cp)2 and ozone for 2 s and 0.5 s,
with an exposure/purging time as 30 s/20 s and 20 s/10 s, respectively. After ALD,
samples were collected by meticulous scratching off the NiO ALD coated SCCNT
from the aluminium foil. Prepared composites were denoted as S25, S50, S100, S200
and S400 where the numbers indicate the number of deposition cycle in ALD.

2.2 Electrode Preparation

In order to modify bare SPE, 1.0 mg of each SCCNT/NiO composites, i.e. S25,
S50, S100, S200 and S400, were ultrasonically dispersed in closed polyethylene
vials containing distilled water (1 mL). After obtaining homogeneous dispersion of
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all CNT/NiO composite, desirable amount of CNT/NiO dispersions were directly
dropped cast onto the surface of carbon working electrode and left at room temper-
ature to dry until further use.

3 Result and Discussion

3.1 TEM

The detailed structure and morphology of the as synthesized NiO/SCCNT samples
was analysed by transmission electron microscopy (TEM). Figure 1 shows TEM and
high-resolution TEM (HRTEM) images for some samples, i.e. coated by 25, 50 and
100 layers of NiO. The diameter of the SCCNT as found by TEM images is around
75–110 nm. To differentiate between the samples, a thorough investigation wasmade
by taking the TEM images of individual SCCNT/NiO composites. It can be clearly
seen that, SCCNT are equally and conformably coated from the inner and the outer
surfaces with NiO nanoparticles. The thickness of the NiO coating increases with the
no. of ALD cycles, the average thickness calculated for samples coated with 25, 50,
100, 200 and 400 cycles is 0.9 nm, 1.8 nm, 4.1 nm, 6.8 nm and 13.9 nm, respectively.
The layer thickness increase proportionately with the no. of ALD cycles and the
growth per cycle (GPC) is calculated as 0.034 nm), proving the self-limiting growth
behaviour of the ALD process.

3.2 Electrochemical Behavior of Glucose at CNT/NiO
Modified Electrode

The effect of the different thickness of deposited NiO onto CNT toward monitoring
of glucose was explored by preparing different modified electrode using S25, S50,
S100, S200 and S400. Here, we put our attentions on two important figure of merits
i.e. sensitivity and linear dynamic range (LDR) for glucose measurement using these
modified electrodes. For achieving this, calibration curves for measurement of glu-
cose with different modified electrodes were obtained using cyclic voltammetry and
sensitivity (slope of calibration curve) and LDR were extracted from them. As can
be seen in Fig. 2, sensitivity of glucose determination increases with increasing the
thickness of NiO up to S100, however, for higher thickness, i.e. S200 and S400, sen-
sitivity decreases to some extent. This behavior can be explained as follows: for S25
sensor, the response to glucose is lowest due to the lack of sufficient active species
for glucose oxidation. Increasing the NiO thickness endows higher sensitivity, and
finally, for S100 the response reaches the highest value because available active sites
for glucose oxidation reached the maximum. For higher thickness, e.g., S200 and
S400, the available active sites in the proximity of surface cannot increase further,
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Fig. 1 TEM images of NiO
coated SCCNT after
deposition of 25 ALD cycles
(a), 50 ALD cycles (b) and
100 ALD cycles (c, d)

Fig. 2 Effect of different
amount of deposited NiO on
sensitivity of glucose
determination
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therefore, sensitivity curve reaches a plateau. On this basis, modified electrode with
S100 composite was chosen for further sensing measurements.

The performances of S100 electrode in amperometric mode were assessed by
successive addition of glucose aliquots to stirring solution of 0.1MKOH.Best results
regarding sensitivity and linearity were obtained when applied potential was held at
0.65 V. Accordingly, 0.65 V was selected for subsequent amperometric analyses.

Figure 3 exhibits that amperometric measurements of glucose result in the well-
defined steady-state shape responses using the proposed sensor.

An attractive aspect of this sensor is ultra-fast response time toward glucose
oxidation. The sensor respond almost immediately after addition of glucose and
reaches 95% of steady-state current in less than 2 s. The obtained calibration curve
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Fig. 3 Current-time responses ofNiO/CNTmodified electrode acquired in 0.1MKOHand increas-
ing concentrations of the glucose at Eapp�0.650 V. Insets illustrate a the current-time responses
in the low glucose concentration; b calibration curve

from amperometric data is shown in the inset of Fig. 3. A good linearity is obtained
for this modified electrode over a large range (from micro to millimolar) of glucose
concentration. The calibration curve is linear over the concentration range of 2 µM
to 2.2 mMwith sensitivity of 1310.75µA cm−2 mM−1 and determination coefficient
(R2) of 0.9979. Form calibration tests, limit of detectionwas calculated to be 0.10µM
considering signal-to-noise ratio of 3. These figures of merit compare favorably with
literature data, as demonstrated in Table 1.

4 Conclusion

Herein, we took advantage of carbon nanotubes decorated with nanometer nickel
oxide layer, which had been prepared by a very precise ALD method. Using ALD
gave us this opportunity to not only prepare a sensitive and selective sensor for
glucose but also to investigate effects of thickness of nickel oxide layer on catalytic
activity and performance of the proposed sensor for glucose determination. These
results will be very critical due to the basic knowledge that can be extracted from
them in order to design more efficient sensors for glucose.
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Table 1 Comparative study of different modified electrode for glucose sensing

Electrode LDR LOD (µM) Sensitivity
(µA cm−2

mM−1)

Response
time (s)

References

NiO/GNSa 5.0µM–4.2 mM 5.0 666.71 5 [4]

NiO QDsb 1 µM–10 mM and
10–50 mM

26 13.14 and
7.31

– [5]

NiNPs/
SMWCNTsc

1 µM–1 mM 0.5 1438 3 [6]

f-Ni(OH)2-
CNTd

100 µM–1.1 mM 0.5 238.5 3 [7]

Macro-
mesoporous
NiO

10 µM–8.3 mM 1.0 243 <5 [8]

NiO/CuO/PANIe20 µM–2.5 mM 2 – 5 [9]

ALD
NiO/CNTf

2 µM–2.2 mM 0.1 1252.3 <2 This work

aNickel oxide-decorated graphene nanosheet
bNickel oxide quantum dots
cNickel nanoparticles/straight multi-walled carbon nanotubes
dNickel hydroxide nanoflowers/carbon nano tube
eNovel nickel and copper oxide nanoparticle modified polyaniline
fAtomic layer deposited NiO/Carbon nanotubes
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A Silicon-Based Biosensor for Bacterial
Pathogens Detection

Roberto Verardo, Salvatore Petralia , Claudio Schneider, Enio Klaric,
Maria Grazia Amore, Giuseppe Tosto and Sabrina Conoci

Abstract The miniaturization of integrated nucleic acid testing devices represents
a critical step toward the development of portable systems able to offer sample-
in-answer-out diagnostic analysis. The conventional molecular testing workflow
involves laboratory infrastructures and well-trained staff. Here we present a ver-
satile, user-friendly miniaturized Lab-on-Chip device for the molecular diagnostics
of infectious diseases. It is composed of a polycarbonate ring and a silicon chip; a
customized reader integrating electronic and optical modules was developed for driv-
ing the thermal and optical processes.We report the results obtained using our device
for the sample processing and detection of gram-negative opportunistic pathogenic
bacteria.

Keywords Point-of-care diagnostics · Nucleic acid testing · Infectious diseases

1 Introduction

The detection of nucleic acids directly from biological samples and its integration
intominiaturized biosensors represents a technical challenge in Point-of-Caremolec-
ular diagnostics [1]. Its clinical utility is particularly relevant in developing countries
where infectious disease diagnosis is still a challenge due to poor laboratory infras-
tructures [2]. Great efforts have beenmade for the effective integration of all themain
steps of nucleic acid testing (NAT) inminiaturized devices, includingDNAextraction
[3], PCR amplification and detection [4]. Many PCR-based NAT systems have been
developed and reported in the literature; some of these were developed using plastic
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materials and include complex microfluidic modules [5], while a few PCR-free sys-
tems have been developed [6]. Plastic materials for integrated microfluidic devices
have the advantage of low cost but the miniaturization, integration and automation
required by the biological applications remain themain limitations towards the devel-
opment of fully integrated point-of-care devices. Various miniaturized systems have
also been reported for the detection of pathogenic bacteria such as Chlamydia tra-
chomatis and Escherichia coli [7], Salmonella enterica [8, 9] and Mycobacterium
tuberculosis (using surface plasmon resonance) [10].

In this study we have developed a fully integrated sample-in-answer-out system
based on a silicon device able to perform sample processing and real-time PCR
amplification in a single microchamber, without the need for nucleic acid purifica-
tion or movement between different reaction chambers. The system is composed of
a miniaturized silicon chip mounted on a polycarbonate ring to form microchambers
[11]. A portable and easy-to-use reader integrates an electronic board to drive the
silicon device and the optical components to capture the q-PCR fluorescence images.
This work reports the experimental results for the detection of gram-negative (Pseu-
domonas aeruginosa) bacteria from cultured samples. The DNA extraction was per-
formed by standard Lysozyme and Proteinase treatments, while the real-time PCR
amplification was performed using species-specific PCR primers. For comparison,
the same samples were analyzed using commercial q-PCR equipment (StepOnePlus,
Applied Biosystems).

2 Materials and Methods

2.1 Chemicals and Biological Reagents

All reagents were purchased from Sigma-Aldrich and used as received. The pro-
teinase reagent was purchased from ZyGEM (MicroGEM, United Kingdom). The
PCR reagents were purchased from Kapa Biosystems and used as received. The bio-
logical target: Gram-negative (Pseudomonas aeruginosa) bacteria come from cul-
tured samples internally prepared.

2.2 Biosensor Description

The biosensor system (developed by STMicroelectronics) is composed of aminiatur-
ized hybrid silicon-polycarbonate chip with six microchambers (each microchamber
with a total volume of 22 µl) (Fig. 1). The device, based on VLSI-technology, inte-
grating heaters and temperature control sensors in its silicon part allows to perform
PCR thermal cycles with an accuracy of 0.1 °C. A customized reader integrates an
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Fig. 1 Miniaturized silicon device composed of heaters and temperature sensors and 6 round
microreactors

electronic board to drive the thermal and optical module for PCR amplification and
detection, while a smart software was developed for data analysis.

3 Results and Discussion

3.1 Sample Processing and Detection

Gram-negative bacteria were lysed in a microchamber in the presence of lysozyme
and proteinase using the following thermal protocol: 15 min at 37 °C (lysozyme
activation), 15 min at 75 °C (proteinase digestion) and 15 min at 95 °C (proteinase
inactivation). Next, 5 µl of lysate were transferred to a second microchamber and
subjected to q-PCR with gram-negative specific primers using the following thermal
protocol: 3 min at 95 °C (initial denaturation), 30 s at 60 °C (annealing-extension),
for 45 cycles. For comparison, the same samples were run on a StepOnePlus Real
Time PCR System (Applied Biosystems).

3.2 Real-Time PCR Experiments

Crude lysates were obtained from bacterial cultures and employed as described in
materials and methods section. Five replicas were run for each sample, together with
the negative control, NTC (No Template Control). The q-PCR experiments were
performed on a miniaturized chip, which was thermally and optically driven by a
miniaturized electronic board. The fluorescence signals were collected by the CCD
detector inside the board and analyzed by a smart detection software. Figure 2 shows
an example of the q-PCR curves while quantitative results as reported in Table 1.
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Fig. 2 q-PCR curves

Table 1 q-PCR quantitative results. The experimental results demonstrate the applicability of the
new system based on the silicon biosensor compared to standard methods

Sample Ct from device Ct from standard
instrumentation

PA1 21.1 20.8

PA2 20.8 20.0

PA3 22.2 21.5

PA4 23.2 22.8

PA4 19.8 20.8

Negative control (NTC) 33.3 32.6

4 Conclusion

Herewepresent a versatile,miniaturizedLab-on-Chip device useful for themolecular
diagnostics of infectious diseases. The whole system is composed of a miniaturized
silicon-based chip, a reader and a software for data analysis. We report the results
obtained for the sample processing and detection of gram-negative opportunistic
pathogenic bacteria. The q-PCR experiments revealed that the proposed system is
able to perform the species-specific detection on the silicon-based chip. These results,
together with the miniaturization and integration are important features towards the
identification of an easy-to-use, Point-of-Care molecular diagnostic platform for
rapid and sensitive detection of bacterial pathogens without requiring major hands-
on time and complex laboratory instrumentation.
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M13 Bacteriophages as Bioreceptors
in Biosensor Device

Laura M. De Plano, Domenico Franco, Maria Giovanna Rizzo, Sara Crea,
Grazia M. L. Messina, Giovanni Marletta and Salvatore P. P. Guglielmino

Abstract New recognition probes sensible, specific and robust is one of the major
problems of biosensor assay. Detection biosensors has utilized antibodies or enzymes
as bioreceptors; however, these have numerous disadvantages of limited binding sites
and physico-chemical instabilities, can negatively affect capture and detection of tar-
get in diagnostic device. In this contest, Phage-Display provides a valuable technique
for obtaining large amounts of specific and robustness bio-probes in a relatively short
time. This technique relies on the ability of M13 bacteriophages (or phages) to dis-
play specific and selective target-binding peptides on major coat protein pVIII of
their surface. In this work, we used P9b phage clone, displaying a foreign peptide
QRKLAAKLT to selectively recognize Pseudomonas aeruginosa like bioreceptor.
We describe different methods of functionalization to realize a selective bacteria
biosensor surfaces. Several surfaces, such as latex andmagnetic beads and polymeric
surfaces such as mica, APTES and PEI, were functionalized by covalent bonds or
physisorption with P9b. The efficiency of the surface functionalization procedures
was evaluated by ELISA and AFM, while capture efficiency of the anchored phages
has been assessed by plate count and Fluorescence microscopy. The results of this
work pave the way to the use of phages as bioreceptor.
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1 Introduction

Advanced bio-selective sensors may meet the requests for isolation, concentration
of the agents and their immediate real-time detection. Several biosensors have been
described utilized, antibodies, as well as some antibiotics, proteins, DNA/RNA and
aptamers, as bioreceptors [1, 2]. However many of these are numerous disadvantages
including high cost of production, low availability, great susceptibility to environ-
mental conditions and the need for laborious immobilization methods to sensor sub-
strates. In this contest, Phage-Display provides a valuable technique for obtaining
large amounts of specific bio-probes in a relatively short time [3, 4]. Phage-display
allows to incorporate random peptide sequences into the major coat protein pVIII of
filamentous bacteriophages. The phage able to bind a cell target have been success-
fully used as molecular recognition agents [5, 6]. The M13 phage is approximately
6.6 nm wide and 880 nm long with circular single-stranded DNA encapsulated in
2,700 copies of the major coat protein pVIII and capped with 5 copies of differ-
ent minor coat proteins [7].The phages are structurally robust, and have a strong
resistance to pH and denaturing agents [8] and its polyelectrolyte nature permit to
change the spatial distributions of charges on its surfaces using different pHmedium.
However, the phages can be used as bioreceptors in sensor devices, as far as it nec-
essarily exposes the binding-peptides on their surfaces. This implies that a crucial
problem involves the capability to find the optimal conditions of immobilization on
the different surfaces, as it rules their sensing efficiency [9].

In this work, we describe different methods of functionalization to realize a selec-
tive bacteria biosensor device, based on immobilization of affinity-selected phage.
We used P9b phage clone, displaying a foreign peptide QRKLAAKLT to selectively
recognize Pseudomonas aeruginosa [10], to tie it on biosensor surfaces. We have
studied the use of functional groups present of the phage capsid surface to make the
covalent bonds on latex and magnetic beads. Furthermore the analyse of isoelectric
point (pI) has permit to optimize the physisorption on the polymeric surfaces such
as mica, APTES and PEI using different buffer and pH values. The efficiency of
the surface functionalization procedures was evaluated by means of AFM for the
morphology of the anchored phages and by means of ELISA assay for the immobi-
lized amount, while capture efficiency of the anchored phages has been assessed by
Fluorescence microscopy and plate count. The results of this work pave the way to
the use of immobilized phages as bioreceptor.

2 Materials and Methods

2.1 Bacteriophages

P9b phage clone, and St.au 9IVS5 were derived from M13-pVIII-9aa phage pep-
tide library, constructed in the vector pC89, and displayed the foreign peptide



M13 Bacteriophages as Bioreceptors in Biosensor Device 149

QRKLAAKLT and RVRSAPSSS, which represents a specific and selective probes
for P. aeruginosa [10] and S. aureus [11], respectively. The isoelectric points (pI) of
the predicted peptide sequences were calculated by ‘compute MW/pI,’ also present
on the ExPASy proteomics server.

2.2 Functionalization of Magnetic and Latex Beads

ScreenMAG-Amine superparamagnetic beads (1 µm diameter, Chemicell GmbH
(Berlin, Germany) and Carboxyl-polystyrene latex beads (0.8 µm diameter, SERVA
Electrophoresis GmbH (Heidelberg, Germany) were functionalized using protocol
described previous [12, 13]. Phage suspensions in ultrapure water were functional-
ized with the ratio about 360 phage clones/magnetic beads or with the ratio w/v of
320 µl of phage (title of 1.3 · 1012 PFU/ml) and 1 ml of beads (10% w/v in ultrapure
water). In order to verify phage coating of the beads, we performed an ELISA test
with M13-pVIII antibody.

In order to determine maximum capture efficiency, 103 Pseudomonas aeruginosa
ATCC 27853 cells/ml were incubated for 30 min against scalar concentration of
phage-coated beads (for latex beads: 5, 7.5, 10 and 12.5% w/v; for magnetic beads:
102, 104, 106 and 108 beads). Colony Forming units per millilitre (CFU/ml) counts
were determined before and after beads incubation with bacteria and the capture
efficiency percentage was calculated. The same capture test was performed with
unfunctionalized beads (Blank). Tests were performed in triplicate and results were
reported as percentage average of capture.

2.3 Binding of Phage to Polymeric Surface and Capture
of Bacteria Target

Surfaces such as quartz and polymeric surface mica, APTES and PEI were function-
alized using physisorption protocol described previous work [10, 11]. Phage suspen-
sions in ultrapure water at pH7 and Tris-buffered saline (TBS) (Tris hydrochloride
(7.88 g/L) and sodium chloride 140mM (8.77 g/L) at pI of the bacteriophage, 4.2, 6.3
and 5.4 for pC89 vector, P9b and St.au9IVS5 respectively. The organization of the
physisorbed phage layer on the surface was analyzed by AFM analysis. AFM mea-
surements were carried out in tapping mode by using a Nanoscope IIIA-MultiMode
AFM (Digital Instruments, Santa Barbara, CA, USA). A negative control, consist-
ing of surface functionalized with pC89 vector was also analyzed. An culture of P.
aeruginosa or S. aureus in PBS at ≈4×106 CFU/ml were pre-labeled with DAPI
fluorochrome, then was incubated for 15 min at RT with the functionalized surface;
washed for three times and observed by fluorescence microscopy (Leica DMRE).
Sequential digital images of cell binding were acquired using a CCD camera (Leica
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DC300F) and cells number estimated by Scion Image Software (Windows version
of NIH Image Software), in terms of integrated density (I.D.).

3 Results and Discussion

In this work, we describe different methods of functionalization to realize a selective
bacteria biosensor device, based on immobilization of affinity-selected phage. The
surface anchoring has been based on the following two approaches, covalent bonds
and physisorption tuned by optimizing pH, ionic force and species. It’s possible
obtained an optimal functionalization of phage clone using both amino or carboxyl
groups present on the its surface. The activation agent EDC in MES reacts with the
carboxyl groups, forming highly reactive O-acylisourea derivatives that react readily
with the amino groups. In particular to performed phage-coated latex beads the
activated carboxyl-groups, exposed on bead surface, covalently bond specific NH2

phage-chemical groups. On the contrary to obtain phage-coated magnetic beads the
P9b phage clone bond covalently the amino groups exposed on magnetic beads, due
to intermedia of reaction formed on the COO− phage-chemical groups. In both cases
the data show an efficient coupling of phage onto beads compared to the negative
control (Fig. 1a).

The results of capture efficiency were reported as percentage average of captured
bacteria (Fig. 1b, c). The phages, coated on the beads using both NH2 or the COOH
present on their surface, maintained the recognition capacity on both type of func-
tionalization despite the covalent bind. In particular, the percentage of cells captured
by the phage-coated latex beads increased from 13 to 39.63% as phage-coated beads
increased from 5 to 10% w/v. On the contrary, the capture efficiency decreases from
39.63 to 30% when phage-coated beads further increase, suggesting that the ratio
between phage-coated beads and P. aeruginosa cells was a major factor influencing

Fig. 1 a ELISA assay on phage-coated beads. Beads functionalized with P9b phage clone and
respective negative controls (not coated beads); b Dependence of capture efficiency on the amount
of used phage-coated latex beads; cDependence of capture efficiency on the amount of used phage-
coatedmagnetic beads. All tests were performed in triplicate and results were reported as percentage
average of capture
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the capture efficiency. Similarly, phage-coated magnetic beads, at same bacteria con-
centration, the capture efficiency were clearly increasing until 67% only until at one
optimal concentration of 106 phage-coated magnetic beads. This is possible because
the probability meeting between two elements is low when was presented both small
and high quantity of phage-coated beads in the solution with same bacteria concen-
tration. The data show that 10% w/v of P9b-coated latex beads and 106 P9b-coated
magnetic beads permit the better capture efficiency of bacteria target.

The wild-type phage coat protein pVIII of pC89 vector (a phage control without
the exogenous peptides), influences the isoelectric point (pI) calculated and experi-
mentally confirmed as pH4.2 [14]. However, the phage clones, present the exogenous
amino-acid sequence “in frame” the wild-type shifts the pI at a different value. To
evaluate the effect of physisorption for the different pI due to peptides exposed, we
used pC89 vector, P9b and St.au9IVS5 specific and selective for S. aureus in pro-
cess. The pI of the peptide sequences, exposed on the clones surfaces, were value at
6.3 and 5.4 for P9b and St.au9IVS5 by protein calculator, respectively. The protein
surface charge is positive at pH below pI, and negative at pH above pI, so in the
case of pH 7 resulted −3, −1 and −0.1 charge negative for pC89, St.au9IVS5 and
P9b, respectively. Our preliminary data showed as the peptide exposed on the pVIII
protein of the phages influenced the functionalization according to the phage used,
the pH, the buffer solution and the characteristics of surface (Fig. 2).

Only sporadic adhesion for pC89 vector on themica surface inH2OpH7, unlike of
St.au9IVS5which showed a bubbles disposition only when the functionalization was
conducted a pH 9. Instead, P9b phage clone showed an adhesion in insula disposition
at pH 7, condition in which his charge is near at neutrality. The repulsion between
phages clones and mica surface is attributable to electrostatic effects, mica has a
surface with negative potential and all the phage clones, in the pH medium used (pH
7), have negative charges exposed on their surfaces. When the phages clone were
in TBS pI buffer the ions present influenced the pC89 vector which covers whole
the surfaces; likewise St.au9IVS5 phage clone was a similar behavior, however, an
better arrangement was observed along the surface. Probably the peptide plays an
important role in the stabilization of salt–bridge, which are highly dependent upon
factors such as the cost of desolvating the charged groups and the relative flexibility
of the side chains involved in the ion pair.

On the contrary the peptide exposed on pVIII proteins of the P9b, influence
negatively the density of disposition of the phage on the mica surface. In this surface
P9b shows sporadic adhesion in elongated form and in insula disposition in both
buffer used.

On surfaceswith positive charge such as PEI andAPTES the functionalizationwas
conditioned with these charged exposed on the surfaces. Pc89 vector in H2O pH 7, is
strongly attracted of the positive surfaces permit the multi-stratification of the phage
on the surfaces. However, in TBS pI, the pC89 vector the present Na+ ions cover
phage surface, reduced the interaction with the positive charges exposed on surface.
On the contrary St.au9IVS5 clone has a better distribution in salts presence (TBS pI)
compared to H2O pH7where the phage clone was conditioned in the self-assembling
only for its negative charges exposed. The P9b clone, which is neutral in all the
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Fig. 2 AFM images of Pc89 vector, P9b and St.au9IVS5 on mica in H2O at pH 7 (the first line);
mica in Tris-buffered saline (TBS) buffer at pI (the second line), PEI in TBS buffer at pI (the third
line); APTES in H2O at pH 7 (the last line)

conditions tested, immobilization on positive surfaces produces the formation of a
highly reticulated phage-networks roughly covering the whole substrates; however
in TBS pI permits an organized stratification on the surface compared to H2O pH7.

Also in this case is possible notice that the peptides have an important role in the
formation of a shell on the phage structure obtaining the stabilization of salt–bridge
and consequently complete stratification compared to pC89 vector. Then the opti-
mal condition of immobilization were on PEI in TBS pI for P9b clone, on mica in
TBS pI for St.au9IVS5 and on APTES in H2O solution for pC89 vector. In these
surfaces phage networks show a two-levels organization, respectively corresponding
to a phage self-assembly in short fibers (less than 200 nm wide) and large bundles of
5.68±0.68 nm thick and 34.42±3.29 nmwide in the first-level; second-level organi-
zation mode occurring on the phage bundles with circular platelets of 3.13±0.24 nm
thick and with an average diameter of 40.04±2.56 nm (second-level). Thus, the
recognition capability of the targeted bacteria was performed on the optimal func-
tionalized surface. Statistical analysis in terms of I.D. shows a significant coverage of
the surface, in particular P. aeruginosa and S. aureus display the same pattern of the
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Fig. 3 P. aeruginosa captured on PEI physisorbed P9b at PEI; S. aureus captured on mica
physisorbed St.au9IVS5 at TBS pI

Fig. 4 a P9b immobilized on quartz;bPhase contrastmicroscopy images ofP. aeruginosa captured
on P9b-immobilized quartz 1000×magnification

P9b-coated and St.au9IVS5-coated surface confirmed that the P9b and St.au9IVS5
maintained the capacity to bind the targets (Fig. 3a, b).

In the quartz, which does not present litching characteristic, the phage suspension
in TBS pH7 permit an optimal functionalization to have a surface covered (Fig. 4a).
The phage functionalized maintains the ability to recognize and capture the target
as observed by high-power optical phase contrast microscopy (Fig. 4b). Also in this
case the salts play a fundamental role in the multilayer functionalization of phages
on the surface.
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4 Conclusions

The results of this work pave theway to the use of immobilized phages as bioreceptor.
In fact the phage probe could be used to build a micro-biosensor system in which
biological sensing element is the selected phage-displayed peptide. Through the use
of functional groups on the capsid surface or the analysis of the isoelectric point of
the phage clone it was possible to find the optimal conditions of functionalization
of different surfaces maintaining the ability to bind and capture target. Then phage-
based biosensor offer many unique advantages in the context of product development
and commercialization, low time and cost, sensibility and specific. Furthermore, the
nature of the bioreceptor layer holds potential utilization for detection of others
pathogens agents as bacteria, cancer cells, virus or toxin to which a corresponding
phage was selected for. Sensors prepared with phage as probes could be an effective
analytical method for detecting and monitoring quantitative changes of bacterial
agents under any conditions, including clinical based diagnostics, food monitoring
and industrial use.
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One-Step Functionalization of Silicon
Nanoparticles with Phage Probes
to Identify Pathogenic Bacteria

Maria Giovanna Rizzo, Laura M. De Plano, Sara Crea, Domenico Franco,
Santi Scibilia, Angela M. Mezzasalma and Salvatore P. P. Guglielmino

Abstract Optical biosensors are powerful alternatives to the conventional analytical
techniques, due to their particular high specificity, sensitivity, small size, and cost
effectiveness. Although promising developments of optical biosensors are reported,
new bioprobes of cheap and easy synthesis are required, for detection of eukaryotic
cells or dangerous infectious agents. In this regard, silicon nanoparticles (SiNPs) can
be used as nanoplatform owing to their high specific surface area, optical properties
and biocompatibility. They can also be functionalized with bio-probes and used in
diagnostic applications. Different methods are described to obtain a stable bond
between SiNPs and probes such as nucleotides, antibodies or peptides; however, the
latter show many disadvantages about folding instability and sensitivity during the
functionalization. Phage Display is a technique for the screening and selection of
peptide ligands, that uses an engineered filamentous bacteriophage, mostly made up
of 2700 copies of a major coat protein (pVIII) displaying a foreign peptide specific
for a target. The bacteriophage or its coat proteins alone can be used as probes to
functionalize nanomaterials such as SiNPs. In this work, we propose a new approach
to obtain fluorescent bio-probes that can be used for the realization of an optical
biosensor. By pulsed laser ablation in liquid (PLAL), SiNPs are functionalized in
a “one step” process with phages or isolated pVIII-engineered proteins, selective
for Pseudomonas aeruginosa. This process led to complexation of SiNPs with both
bioprobes proposed. The PLAL did not alter the biological function of phage probes,
maintaining their binding capacity to the bacterial target.
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1 Introduction

Nowadays, nanotechnologies are applied in medical field to design new probes for
obtaining innovative diagnostic and theranostic systems [1].

Furthermore, the combination of nanotechnology on microfluidic devices has
allowed the execution of different analyses with time saving and cost reduction. In
addition, the integration of nanoparticles arising from semiconductor materials into
different microfluidic based nanosystems may offer a viable alternative to fluores-
cently labeled particles. In particular, silicon nanoparticles (SiNPs) can be employed
in easy-to-use and cheap sensing systems, offer a lot of advantages for their physical
properties, their surface state can be easily activated, have stability against pho-
tobleaching and a distinctive photoluminescence, exhibit no toxicity and present
biocompatibility [2, 3].

Phage Display is a powerful tool used for the screening and selection of peptide
ligands to a wide variety of targets, therefore it has been used as a valid substitute
for the research of antibodies or peptides. This technique uses M13 filamentous
bacteriophage (phage), which consists in a cylindrical shell, mostly made up of 2700
copies of a major coat protein (pVIII) and other four minor coat proteins (pIII; pVI;
pVII; pIX), that enclose a circular single-stranded DNA molecule. The “in-frame”
insertion of exogenous DNA fragments in the gene encoding themajor capsid protein
pVIII allows the formation of largemolecular libraries, which can be used to discover
new bioprobes [4–7].

Bacteriophage or its protein alone can both be used as probes to functionalize
several metal (gold or silver [8]) and semiconductor nanoparticles. Furthermore, the
whole phage, the isolated pVIII protein or the exogenous peptide alone can be iso-
lated without loss of activity, maintaining their selectivity, specificity and biological
activity [9] at different conditions of temperature and pH, or in the presence of acid
and organic solvents.

In this work, we propose a new approach for biofunctionalization of SiNPs
with M13-engineered bacteriophage or isolated pVIII-engineered proteins, display-
ing specific peptides that selectively recognize Pseudomonas aeruginosa [10]. The
“one-step” functionalization is conducted during the pulsed laser ablation in liquid
(PLAL) of a silicon plate in a solution containing the bio-probes. This proposed strat-
egy demonstrates its potential use for in vitro applications and could be exploited to
realize an optical biosensor to detect a specific target.
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2 Results and Discussion

The phage clone used in this work has been selected from landscapeM13-pVIII -9aa
peptide library. This clone (P9b) displays the foreign peptide QRKLAAKLT which
recognizes and specifically binds the 42 KDa outer membrane protein (OMP) of P.
aeruginosa [10], the most common agent of nosocomial infections.

The two probes (the whole bacteriophage or the isolated pVIII protein alone) have
been used separately during PLAL.

The isolation and purification of the major coat protein pVIII of P9b phage clone
was performed according to the protocol of Pei Liu et al. [9].

SiNPs were generated and simultaneously (one-step) functionalised by PLAL
as follows. High purity (99.99%) monocrystalline silicon plate was immersed in a
glass vessel filled with 2.5 mL of an aqueous solution of pVIII protein (25 µg mL−1;
pVIII-SiNPs) or a phage suspension in TBS buffer (8 × 1011 PFU mL−1; phage-
SiNPs). The ablation process was performed using the second harmonic (532 nm) of
a neodymium-doped yttrium aluminum garnet (Nd:YAG) laser (model New Wave
Mod. Tempest 300), operating at 10 Hz repetition rate with a pulse width of 5 ns
[8, 11]. The silicon target was irradiated at the laser fluence of 7.5 J cm−2 and for
an ablation time of 30 min.

To separate the phage–SiNPs from the unbounded phages and free SiNPs, net-
works were purified by centrifugation at 20,800×g for 30 min, while to isolate the
complex pVIII-SiNPs ultracentrifugation at 44.700×gwas performed, according to
procedure described by Bagga et al. [12].

Preliminarily, we used the above mentioned parameters to test phage and protein
stabilities. Despite the high temperatures, a sufficient amount of the phage population
complexed with SiNPs and kept its structure intact, as demonstrated in our previous
work [13]. In particular, it has been noticed that the phage (800 nm length and 5 nm
diameter) was decorated with numerous SiNPs of different sizes as showed in SEM
image (Fig. 1).

The binding occurred due to the electrostatic interaction between the charges of
SiNPs surface and the phage surface [14], was mediated by ions present in buffer,
forming salt bridges in phage–SiNPs network.

EDX analysis showed the presence of N (nitrogen) atomic species typical of
proteins exposed on the surface of the bacteriophage; moreover, the presence of Si
(silicon), O (oxygen), Na (sodium) and Cl (chloride) confirmed the functionalization
of the nanoparticles with the bacteriophage.

Since the isolated pVIII protein can be easily isolated without loss of its activity,
we verifiedwhether it could be used as functionalizing agent for SiNPs during PLAL.
Although parameters have still to be optimized, the STEM image (Fig. 2) results show
the formation of SiNPs complexed with proteins. Furthermore, the interactions with
pVIII proteins caused changes in size, shape, and aggregation state of SiNPs. The
mean size of the SiNPs and complexes were estimated. The SiNPs had an average
diameter of ∼17.5 nm, while the pVIII-SiNPs of ∼20 nm. Although a portion of
these proteins was altered during the laser ablation, a large portion of pVIII proteins
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Fig. 1 SEMimage showsphage-SiNPs complexes (phages decorated bySiNPs) producedbyPLAL
in a phage suspension

Fig. 2 STEM images: a the SiNPs laser-ablated in H2O; b pVIII-SiNPs complexes produced by
PLAL in a pVIII protein solution

assembled with SiNPs and interacted with the target. The phage proteins are poly-
electrolytes and then tend to aggregate, but during the ablation process, the thermal
and electrostatic variations near the plume may initially determine the disaggrega-
tion of the proteins. As consequence, the proteins adsorbed on the SiNPs surface will
be arranged as monolayer due to the negative charges on the SiNPs (Zeta potential
−31 mV), creating a protein corona on every single SiNP [15].
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Fig. 3 STEM images: a binding of pVIII-SiNPs on P. aeruginosa cell; b detail of image (a)

On the other hand, STEM images showed that a fraction of pVIII-SiNPs could
generate clumps due to electrostatic attractions among the exposed groups of the
pVIII amino acids, leading to the formation of SiNPs-pVIII-pVIII-SiNPs complexes.
Despite this, both single pVIII-SiNPs and larger aggregates are able to recognize the
bacterial target. In fact, when the pVIII-SiNPs solution was tested against P. aerugi-
nosa, STEM images (Fig. 3) showed the binding of the nanoparticles on the surface
of the bacterium, whereas no binding was observed in the control (data not shown).
In addition, the image highlights the lytic effect of the peptide on the membrane,
confirming the maintenance of the structural and functional characteristics of the
exposed peptide.

Consequently, the PLAL did not alter the structure and the properties of the
functionalized bioprobes, so the specific peptide maintained its ability to recognize
and interact with bacterial target.

To evaluate the possibility of using pVIII-SiNPs complexes as fluorescent probes
in the identification of P. aeruginosa, a solution of pVIII-SiNPs was incubated with
P. aeruginosa for 30 min at RT in rotator mixer and then washed in PBS. Finally,
the samples were observed by epifluorescence microscope Leica DMRE (Excitation
filter BP450-490, Suppression filter LP 515).

Figure 4a shows the presence of P. aeruginosa cells covered by the yellow-green
complexes of pVIII-SiNPs, while in Fig. 4b, no fluorescence was observed when P.
aeruginosa cells were treated with SiNPs alone.

These results confirm that pVIII-SiNPs were able to provide a fluorescence
response through the luminescent signal to their bacterial target, then they may be
used as bio-functional nanoprobes.
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Fig. 4 Epifluorescence images at 63X: aBright, yellow-greenP. aeruginosa cells stained by pVIII-
SiNPs complexes, b (Control) P. aeruginosa cells with free SiNPs (absence of pVIII engineered
protein)

3 Conclusions

Fluorescent silicon-based nanoparticles can be functionalized with M13 engineered
bacteriophages or their isolated pVII proteins by a “one step” processwithout altering
their ability to bind the target.

Phages are cheap and easy to produce, and SiNPs luminescence could be a safer
and valid alternative to fluorochrome labeling. Moreover, these phage-SiNPs com-
plexes have demonstrated their potential use for in vitro applications and could be
exploited as an optical biosensor to detect prokaryotic or eukaryotic targets.

The physical and biological features of these complexes offer convenient multi-
functional integration within a single entity with potential for nanotechnology-based
biomedical applications.

Therefore, this strategy allows to obtain low-cost and highly-specific luminescent
complexes, which may be employed in LOC system for diagnostic applications.
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FITC-Labelled Clone from Phage
Display for Direct Detection of Leukemia
Cells in Blood
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Caterina Musolino, Guido Ferlazzo, Sebastiano Trusso
and Salvatore P. P. Guglielmino

Abstract Discovery of newmarkers for the identification and discrimination of cell
types is one of the principal objectives in cancer diagnostics. In the last years, many
researchers used phage-display technology in vitro and in vivo to obtain random
peptide probes able to bind towards cancer targets to be used in diagnostic systems
and new targeted drug. In this work, we proposed a Single Drop Biosensor based
on phage-labelled probes to detect leukaemia cells in blood from patients affected
by chronic lymphocytic leukaemia (CLL). Results show that phage-labelled probes
were able to recognize lymphocytes and lymphoblastic cells both in leukemic periph-
eral blood mononuclear cells and in whole blood from patients affected by CLL. The
“proof of concept” proposed, using the phage labelled as bio-probe, could be an
alternative way to produce new biosensor for monitoring of chronic pathology. Fur-
thermore the results may have translational relevance for identification and exploring
of new ligands directed against cancer hematological cells.
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1 Introduction

In recent years, the increasing availability of fluorescent dyes has directed researchers
to the development of non-invasivemethodologies in diagnostic imaging field. In this
context, extracorporeal (ex vivo) diagnostics provides a non-invasive, early, and accu-
rate detection of biological disease markers in the routine screening, thus enabling
the appropriate treatment regimen to be chosen. Various nanotechnology platforms
have been developed to allow the simultaneous real-time evaluation of a broad range
of disease markers [1]. Fluorescence imaging could have many advantages in diag-
nostic providing valuable information at the structural, functional and/or molecular
level of biological markers. Consequently, fluorescence remains one of most dif-
fused diagnostic tools, because extremely versatile and continuously improved by
new emerging techniques. The strength of this technique is the ability to identify the
target through the fluorescence visualization of labelled probes. Usually, antibodies
were used for immunostaining and identification of targets in vitro. However, they
expose only two recognition sites on their Fab and are sensitive to temperature, pH
and organic solvents that could denature their structure and their biological activity.
Other methods, instead, utilize purified peptides selected with phage display tech-
nique as imaging probes, which are able to recognize different type of cancer cells,
such as breast, colon, prostate cancer [2], or particular targets that are expressed
in neoplastic microenvironment [3]. Furthermore, peptides synthesized can be con-
jugated with radioisotopes [4], fluorochromes or paramagnetic iron particles [5] to
bind their target and allow their identification thanks to the tracer to which they are
linked. Peptides may be conjugated with drugs, nucleotide sequences [6] and other
molecules for drug and gene targeting or penetrate in the cells by exerting cytotoxic
activity [7]. Despite the advantages and versatility formany applications, the peptides
have the same susceptibility to chemical and physical conditions of antibodies.

Using whole phages rather than synthetic peptides allows overcoming all the lim-
itations discussed above. In fact phages are long term stable and resistant to temper-
ature, pH, organic solvents, denaturing agents and are easier to produce with shorter
and cheaper purification steps than peptides or antibodies. Furthermore, phagesmain-
tain their viability after conjugation and consequently the possibility to recognize its
target compared to synthetic peptides which could lose their tridimensional struc-
ture invalidating target recognition. Particularly, M13 phage, genetically engineered
on the pVIII protein, not only expose thousands of insert copies, but preserve the
folding of exposing peptides on its capsid proteins. In some studies, labelling has
been performed using entire M13 bacteriophages, which displayed peptides on PIII
minor capsid protein, able to specifically recognize cancer cells [8], osteosarcoma
[9], epithelial cell tight junctions [10], cells that early response to anti-angiogenic
treatment [11]. Labelling didn’t invalidate the recognition of the specific target on
PIII protein, since fluorochrome reacts mainly with PVIII capsid protein. Li et al.
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have usedM13 bacteriophage for dual-modification: fluorescent molecules FL-NHS
for bioimaging and folate-azide for giving specificity towards cancer cells overex-
pressing folate receptors [12].

Avoiding further engineering or chemical modifications of phage capsid proteins,
a labelling technique, simple, reliable, cheap and rapid, has been developed using
whole phagemid, without interfering on binding affinity and specificity toward cell
targets. In this way, an efficient bioactive and bio functionalized probe for ex vivo
imaging is obtained.

In this work, we propose a Single Drop Biosensor based on phage-labeled probes
to detect leukaemia cells in blood from patients affected by chronic lymphocytic
leukemia (CLL). First, we screened phage clone displaying peptides able to spe-
cific and strong bind leukemia cells from CLL patients. A labelling technique, with
fluorescein isothiocyanate (FITC) fluorochrome, cheap and rapid, has been devel-
oped using whole phage clone, without interfering on binding affinity and specificity
toward cell targets. Then, phage clone FITC-labelled were tested against leukemic
peripheral blood mononuclear cells (PBMC), separated by Ficoll gradient. Finally,
in order to realize a rapid and easy diagnostic system, label probe was assayed with
whole blood from patients affected by CLL.

2 Materials and Methods

2.1 Bacteriophage

A random M13-pVIII-9aa peptide library (kind gift of Prof. F. Felici) was used for
the selection of phage clones specific against leukaemic targets. Firstly, the library
was subtracted by pretreatment with PBMCs from healthy subjects then it was used
to the selection protocol-binding phage clones for four rounds of affinity selection
against PBMCs from two patients affected by chronic lymphocytic leukaemia (CLL),
according to our previous work [13]. The most reactive phage clones showing a
specific leukemic PBMCs-binding were amplified and their DNA was sequenced to
determine the amino acid sequences of the displayed peptides. Sequence similarity
searching was carried out by BLAST, an algorithm for comparing primary biological
sequence information, then sequences were treated with Epitope-Mediated Antigen
Prediction (E-MAP) tools to predict epitopes.

2.2 Phage Labelling with FITC

Phage labelling with FITC was carried out according to the procedure described by
Herman et al., and adapted to experimental condition of the present study [9]. 1× 1013

PFU (Plaque Forming Units) were resuspended in 200 µl Buffer Na2CO3/NaHCO3

(pH 9.2) with 5 µl of fluorescein isothiocyanate (FITC, 5 mg/ml). Clones were
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incubated for 2 h in the dark on rotator (8 rpm) at Room Temperature (RT) to allow
reaction with fluorochrome. Sample was incubated at 4 °C over night with 200 µl of
PEG/NaCl and then centrifuged at 15300×g at 4 °C for 1 h. The supernatant was
discarded and the pellet resuspended in 100 µL of Tris Buffered Saline [TBS, (7.88
gr/L Tris-HCl, 8.77 gr/L NaCl)]. Labelled clones were stored in the dark at 4 °C until
utilization.

2.3 Sample Preparation for Fluorescence Imaging

100 µl of peripheral blood mononuclear cells (PBMCs) (2 × 105 cells) were incu-
bated with 25 µl FITC-labelled phage clone stocks solution (titer 1011 PFU/ml,
cell/phage ratio 1:5000) for different incubation times (30′, 1 and 2 h) at 37 °C. After
incubation, cells were washed three times with Phosphate-buffered saline (PBS) to
remove excess unbinding phage and then put on Poly-L-Lysine (PLL) coated glass
slides.Wild-type vector pC89 served as negative control for evaluation of background
from nonspecific binding. The samples were analyzed by a fluorescence microscope
(Leica DMRE) at different magnifications. About imaging test in whole blood, a
preliminary step was added to recover blood elements. Blood cells were washed for
two times in PBS and then tested as described above.

3 Results and Discussions

Among all the selected clones, we found that sequence similarity searching by
BLAST show a statistically significant similarity (about 90% identity in the amino
acid sequence) between the foreign peptide displayed by a phage clone, named
CLL-1, and a motif of 182 KDa tankyrase 1-binding protein. Tankyrase is a protein,
belonging to the ankyrin protein family, with several functions in both the nucleus
and the cytoplasm where the majority of tankyrase molecules can be found [14, 15].
Since the tankyrase 1 interacts with several Bcl-2 family proteins in the modula-
tion of apoptosis pathway of the leukemic and other neoplastic cells [16, 17], the
subsequent experimental tests were carried out using CLL-1.

First, we evaluated by ELISA test that the CLL-1 bind leukemic PMBCs, using
the insert-less vector pC89 as negative control (data not shown). Then, phage clone
FITC-labelled were tested against leukemic PBMCs, separated by Ficoll gradient,
and the fluorescent detection was compared to insert-less vector pC89 (see Fig. 1).
FITC-labelled CLL1 was found to specifically bind leukemic PBMC as microscopy
observations revealed bright green fluorescent stained cells. Labelling procedure
involves a direct link between phage capsid protein and FITC amine-reactive fluo-
rochrome. On the contrary, only background fluorescence was observed in leukemic
PBMC by using FITC-labelled pC89 (insert-less phagemid), confirming leukemic
PBMC specificity by ELISA test of the peptide expressed by CLL-1. Although a
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Fig. 1 PBMC targeting byFITC-labelledCLL1 (a), selected by a 9-mer randomM13phage display
libraries compared to insert-less vector pC89 (b) (magnification 40×)

loss of the bond selectivity was expected, CLL-1 showed in vitro imaging a high
binding efficiency against their specific cellular targets, probably belonging to lym-
phocytes/lymphoblasts classes. Results are in agreement to our previous work for
neoplastic cells identification by fluorochrome conjugated phage clones [13]. There-
fore, the whole phage structure can be used as a robust and versatile probe, in which
the recognition sites are contained in each copy of the major coat PVIII proteins and,
consequently, homogeneously distributed on the whole phage surface. At a higher
magnification, we observed that in some cells green fluorescence was specifically
localized in subcellular sites (see Fig. 2) according to previous data about CLL-1
capacity to penetrate inside the cells, although informatics tool does not predict a
penetrating ability for foreign peptide (data not shown).

These findings are in agreement with Chang et al. about the distribution of tanki-
rase 1 in multiple subcellular sites, including telomeres and mitotic centrosomes
[18]. However further studies should be carried out to confirm the hypothesis of
interaction between the tankyrase 1 and CLL-1.

In order to realize a rapid and easy diagnostic system, FITC-labelled CLL-1 clone
was tested in whole blood from patients affected by chronic lymphocytic leukaemia.
The kinetic of reaction, evaluated at different incubation times (30′, 1 h and 2 h), are
showed in Fig. 3.

As shown in Fig. 3, activity of FITC-labelled CLL-1 clone is not influenced
by the presence of other blood elements, showing a recognition capacity as soon
as after 30 min. Moreover FITC-labelled CLL1 clone was found to specifically
bind/recognize lymphocytic and lymphoblastic cells, as microscopy observations
revealed bright green fluorescent stained cells as shown in Fig. 4.
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Fig. 2 Specific localization of FITC-labelled CLL-1in leukemic PBMC subcellular sites (magni-
fication 63×)

Fig. 3 Light phase contrast (a, b and c) and fluorescence (d, e and f) of leukemic PBMC by FITC-
labelled phage clone in blood from patient affected by CLL at 30′ (a and d), 1 h (b and e) and 2 h
(c and f) incubation times (magnification 20×)
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Fig. 4 Light phase contrast (a and b) and fluorescence (c and d) of lymphocytic (a and c) and
lymphoblastic (b and d) cells targeting by FITC-labelled CLL-1 (magnification 40×)

4 Conclusions

Detection of circulating cancer cells in the blood is very useful in order not only to
characterize leukaemia typologies but also for the monitoring of therapy, the control
of treatment efficacy and, after the therapy, the detection of the minimal residual
disease. The phage clone CLL-1, selected for binding CLL cells, exemplifies the
ability to use phages in biosensor technology for selective and specific recognition
of cancer cells. The “proof of concept” proposed, using the phage labelled as bio-
probe, demonstrates a wide detection range, good selectivity, and high reliability
for measurements of real blood samples, which may find potential applications in
chronic lymphocytic leukaemia control. Furthermore the results may have trans-
lational relevance for identification and exploring of new ligands directed against
cancer hematological cells.
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Organised Colloidal Metal Nanoparticles
for LSPR Refractive Index Transducers

S. Rella , M. G. Manera, A. Colombelli, A. G. Monteduro, G. Maruccio
and C. Malitesta

Abstract This work is focused on optimizing adhesion and distribution of colloidal
gold nanoparticles on silanized glass substrates intended as nanostructured plas-
monic transducer for sensing applications. This system will be used as platform for
subsequent functionalization and/or enzyme immobilization. All preparation steps
have been monitored by UV-Vis absorption spectroscopy and X-ray photoelectron
spectroscopy (XPS).

Keywords Gold nanoparticles · Silanized substrate · Surface plasmon resonance

1 Introduction

In recent years gold nanoparticles (AuNPs) have been studied intensively due to
unique physical, chemical, electrical and optical properties and for this reason they
have been investigated as platform for many applications in various fields such as
nanotechnology, materials science and chemical sensors. The development and char-
acterization of gold nanoparticles is very interesting from a scientific point of view.
In fact, the ease by which the size and the shape of AuNPs can be modified by
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tuning the synthetic protocols makes them attractive for sensing applications [1].
For example, the binding event between the recognition element and the analyte can
alter physicochemical properties of transducer AuNPs, such as plasmon resonance
absorption, conductivity, etc., that in turn can generate a detectable response signal
[2]. Surface plasmon resonance (SPR)-based biosensors are increasingly employed,
not only in gas sensing, but also in many other important applications in food safety,
biology, medical diagnostics and environmental analysis [3]. SPR sensors exploit
mono- or polychromatic polarized light, which excites themetal (typically gold—Au
or silver—Ag)/dielectric (e.g. target sample—usually a liquid) interface to generate
propagating plasmonic waves, highly sensitive to the refractive index (RI) changes
in the sample [4]. Different techniques have been used to assemble AuNPs on var-
ious surface trying to control nanoparticles dispersion and surface coverage. The
physical and chemical properties of these devices will depend not only on the size
and shape of the gold nanoparticles but also on their spatial arrangement and on the
nature of their interaction with the substrate surface. Usually, coupling agents such as
thiol-therminated, amine-therminated silanes are used to anchor gold nanoparticles
on solid substrates through terminal functional groups that interact electrostatically
and chemically with the nanoparticles [5]. Aminopropyltriethoxysilane (APTES) is
one of the most used organosilane agents for the preparation of amine-terminated
surfaces. The presence of three hydrolysable ethoxy groups ensure a robust anchor-
ing of the silane to the surface (silanization step), whereas—NH2 end groups from
the aminopropyl groups remain available to immobilize AuNPs through electrostatic
interaction. Aim of this work was to find the optimal experimental conditions for fab-
ricating gold nanoparticles layer on a glass substratewhich can then be used for LSPR
sensors and real applications in bio-chemical analysis. To this purpose we focused
on substrates based on gold colloidal nanoparticles immobilized onto silanized glass
plates. Stable and uniform substrates have been prepared by using aminopropyltri-
ethoxysilane (APTES) and citrate reduced gold nanoparticles prepared according to
the Turkevich method [6].

2 Experimental

2.1 Preparation of Gold Nanoparticles

AuNPs were prepared by sodium citrate (Na3-citrate, Sigma Aldrich) reduction of
the chloroauric acid (HAuCl4, SigmaAldrich) solution according to known literature
procedure [6]. 1 mM HAuCl4 and 38.8 mM trisodium citrate were prepared in pure
water (Milli-Q Element, Millipore) as stock solutions. 50 mL of HAuCl4 solution
was heated to boiling and 5 mL of Na3-citrate solution were added. The color of
the solution upon addition of citrate becomes black and then turns to light red color,
indicating the formation of AuNPs. The absorption spectrum of colloidal AuNPs
solution exhibit an extinction band located at approximately 520 nm, typical of
nanoparticles having a diameter of about 20 nm.
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2.2 Deposition of Colloidal Gold Particles on Silanised Glass
Substrate

The glass plates (1×1 cm2) were immersed in 1:1 MeOH:HCl for 30 min followed
by additional incubation (30min) in concentratedH2SO4 and subsequent rinsingwith
DI water and drying under N2. The plates were then immersed in ethanol solution of
3-aminopropyltrimethoxysilane (APTES; SigmaAldrich) in different concentrations
(0.1, 0.5, 1, 5% v/v) for 1 h at room temperature followed by rising in ethanol and
two times in water with sonication for ten minutes each and drying with N2. It is
very important to remove the excess of APTES from glass to prevent gold particle
aggregation during the deposition phase. Silanised glass plates were dipped in a tube
containing 1 mL of the gold colloidal suspension for 1 h. Afterward, the plates were
rinsed thoroughly with DI water and dried with N2. The glass plates were finally
thermally annealed for 2 h in ambient air at 550 °C to improve the adhesion of
AuNPs to the substrate and to make them more stable.

2.3 Characterization Techniques

Absorbance measurements of synthesized AuNPs solutions and of their planar
arrangements on glass substrates have been performedbyusing aCary500UV-visible
spectrophotometer. X-ray photoelectron spectroscopy (XPS) was used to character-
ize the formed layer. XPS provided quantitative information about the elements con-
tent following each functionalization step. Moreover, from the XPS high resolution
spectra information about the chemical bonds formed between the different species
involved in the functionalization was also inferred. XPS measurements have been
performed by an Axis ULTRA DLD Spectrometer (Kratos Analytical, UK) with
a monochromatic Al Kα source operating at 150 W. The morphology and distribu-
tion of NPs deposited onto the glass surface were characterized by Scanning Electron
Microscopy (SEM). A compact optical fiber system equipped with a deuterium halo-
gen light source, a portable spectrometer (Thorlabs CCS100/M, wavelength ranging
between 350 and 700 nm), and a system of optical fibers in transmission config-
uration, was used to characterize the plasmonic transducer in liquid phase. White
light emerging from the first optical fiber was perpendicularly shed onto the NPs
samples. The transmitted light was coupled into a detection fiber and analyzed by
using the compact UV–vis spectrometer. All spectra were taken from 450 to 700 nm
at room temperature. In order to avoid possible multiple reflections of light on fluid
surface, the fiber tip was entirely immersed into the liquid phase. The experimental
set-up allows acquiring the sensing response of gold nanoparticles by monitoring the
spectral shift in the typical LSPR absorption peak. The sensitivity of the plasmonic
transducers was investigated by recording LSPR spectra after their immersion in
solutions with different refractive indices: air (n�1.00), water (n�1.33) and dif-
ferent water/glycerol solutions at glycerol increasing concentrations (1.333, 1.338,
1.350, 1.365, 1.379 and 1.4).
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3 Results

Gold nanoparticles are commonly immobilized on amine-terminated layers through
electrostatic interaction. The absorption of AuNPs on the surface of glass substrates
was monitored by UV-Vis absorption spectroscopy. In Fig. 1a the absorption spectra
of the AuNP-modified surface with different concentrations of APTES are reported.

The absorption spectra of the deposited samples, are strictly related to their mor-
phology. In particular, the presence of large skewed LSPR absorption peak in the
UV-Vis spectral range, reveals the possible presence of NPs aggregates. By applying
a thermal annealing for 2 h at 550 °C, amore symmetric distribution of nanoparticles,
characterized by separation distances of few nanometers can be obtained from the
coalescence of closely spaced and aggregated NPs. The morphological evolution of
AuNPs is confirmed by a significant variation of their optical properties. As can be
noticed in Fig. 1b, after the thermal treatment, the deposited samples exhibit narrow
LSPR absorption bands characteristic of well-separated and symmetric nanostruc-
tures, as previously reported in literature [7]. In particular, the annealed samples
present LSPR absorption peaks centered around 540 nm, which is consistent with
the absorption spectra of a homogenous distribution of gold NPs nanoparticles with
diameters of few tens of nanometers. This can be confirmed by the scanning electron
electron microscopy (SEM) image as shown in Fig. 2. The sample prepared with
0.1% of APTES shows a homogeneous surface with well separated and symmetric
nanostructures. The size distribution indicates that themean size of AuNPs (≈30 nm)
is larger than that of sample pre-annealing (20 nm). This happens because annealing
leads to the formation of larger spherical particles by fusing of agglomerated ones
and to a partial embedding in the glass substrate. At contrary, the sample prepared
with a higher concentration of APTES (5% v/v) shows a substrate with non-spherical
NPs. This phenomenon has been already reported [7]. Also the optical images of pre-
annealed and post-annealed samples indicate a change of the LSPR band through a
change of color from dark red to pink (Fig. 1a, b inset).

Fig. 1 UV-vis spectra of AuNPs patterned on sinalized glass substrate: a first and b after annealing;
the inset shows the optical images of AuNPs deposited on APTES-functionalized glass surfaces
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Fig. 2 SEM images of silanized glass surfaces (a 0.1% v/v APTES; b 5% v/v APTES) after
nanoparticles deposition

Fig. 3 XPS survey spectra of aAPTES (0.1%) treated glass substrate and bAPTES (0.1%) treated
glass substrate decorated by AuNPs

The efficiency of silane binding and AuNPs deposition was investigated through
XPS analysis. The technique was used to characterize the chemical structure and
composition of the silane-treated glass surfaces before and after gold depositions.
Figure 3a, b shows XPS survey spectra of APTES-treated glass and gold-coated
silanised, respectively. On both survey spectra, are present oxygen, carbon, silicon
and tin. In Fig. 3a, a nitrogen peak is clearly present confirming the presence of
APTES on the glass substrates. Following gold deposition, Fig. 3b shows the pres-
ence of Au signal due to the immobilization of gold nanoparticles on the silanized
substrate. In particular, the Au 4f peak is centered at 84 eV confirming the presence
of metal gold [8].

For investigating plasmonic properties, APTES-treated glass substrates decorated
withAuNPswere contactedwithwater/glycerol solutions of different refractive index
(RI).

When exposed to solutions characterized by increasing RI (from 1.333 to 1.4),
spectral shift of the LSPR absorption peak from 540 to 544 nm, was detected (Fig. 4).
The optical response (Fig. 5) of the sample exhibits a linear dependence on the RI of
the external environment, confirming the ability of this system to detect even small
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Fig. 4 Absorption spectra of sample after the contact with glycerol-water mixtures of different
refractive indices

Fig. 5 LSPR peak shift
versus refractive index
change for sample prepared
with 0.1% of APTES

refractive index changes. From these curves, a quantitative information about the
Refractive-Index Sensitivity (RIS) can be obtained, considering the wavelength shift
of the signal per RI unit (nm RIU-1). In particular, a RIS of 64–77 nm/RIU was
estimated for the fabricated transducer, in line with literature results [9].
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4 Conclusions

We have demonstrated a simple nanostructured plasmonic transducer for sensing
application. Uniform substrates have been prepared by electrostatic binding of cit-
rate stabilized NPs on aminosilane terminated glass. The efficiency of silane bind-
ing and AuNPs deposition was investigated by UV absorption spectroscopy, SEM
and XPS analysis. The refractive index sensitivity (RIS) of obtained transducer is
64–77 nm/RIU. The result indicates the ability of the system to detect even small
changes in the refractive index of the environment confirming their perspective appli-
cations as functional transducer in plasmonic sensors.
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Human Organ-on-a-Chip: Around
the Intestine Bends

Lucia Giampetruzzi , Amilcare Barca , Chiara De Pascali ,
Simonetta Capone , Tiziano Verri , Pietro Siciliano , Flavio Casino
and Luca Francioso

Abstract The small intestine is the central component of the gastrointestinal (GI)
tract (gut) where nutrients are absorbed into the body. Its functional structure is
mainly based on its extremely extended surface area, further increased by a specific
carpet of villi, responsible for the translocation of nutrients from the GI lumen into
the bloodstream. Also, in the small intestine, the absorption processes of the orally
administered drugs are basically related to the pharmacokinetics [1]. The deficit of
cell culture methods to maintain in vivo–like functions forces researchers to opti-
mize and apply methods in which cells are seeded and cultured under controlled
and dynamic fluid flow [2]. Moreover, the lack of predictive human organ models
has increased the necessity of approaches for proper mimicking of organ function
in vitro, studying physiological parameters that regard mechanical, chemical and
physical stimuli crucial for differentiation, morphology and function of the epithe-
lia [3]. In this work we present a Gut-On-Chip (GOC) device, equipped with ITO
(Indium tin Oxide) electrodes patterned by wet etching techniques, as a multifunc-
tional microsystem for monitoring epithelial parameters. The potential to support
cells adhesion, growth and polarization of a functional monolayer is also investigated
in the Caco-2 epithelial-like cell line by in-device seeding and culture. In a perspec-
tive, this first prototype has established the basis for several technology integrations
to study complex cellular phenomena targeted in key physiological topics (e.g. the
tight interplay of different physical effects during mechanotransduction processes)
and in pharmacological open issues such as drug absorption and metabolism.

Keywords Gut-On-Chip (GOC) · Organ-On-Chip (OOC) · TEER
Mechanical stimuli · Epithelial-like behavior · Embedded sensors
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1 Introduction

The gastrointestinal (GI) tract shows extreme peculiarities at each (from micro to
macro) scale of structural-functional organization, due to its complex interplay of
residing cells, tissues and organs. The small intestine is one of the most important
component of the digestive system. It is a considerably extended tube combined
with the occurrence of peristaltic movements that are essential for solute and water
movements and/or elimination of waste products. The surface area of this “small”
tract is significantly enhanced, 30–600 fold, respectively, by the carpet of finger-
like projections called intestinal villi, as well as the microvilli, cellular membrane
protrusions present on enterocytes (i.e. differentiated epithelial cells).

Villi and microvilli are structural features specialized both for nutrient/ion/water
absorption and secretion, and for mechanotransduction. In this scenario, epithelial
tight junctions (TJs) are key elements in maintaining the epithelial barrier function
and in regulating the permeability of nano-/micro-/macromolecules. They are present
in between the epithelial cells keeping the luminal content from leakingbetween cells,
so almost all nutrients go through the gut epithelium to the circulatory system in a
strictly controlled manner.

The importance of the small intestine epithelium along the GI tract also concerns
the absorption of orally administered drugs into blood across the highly polarized
epithelial cell layer and the intestinal mucosa. In this respect, also the peristaltic
movements and the intestinal microbiota are primary modulators of the bioavailabil-
ity of the orally administered drugs [4]. This suggests that there are many intertwined
mechanisms that affect the therapeutic efficacy of drugs, especially in certain patho-
logical conditions of the GI, which comprehensively contribute to increase the diffi-
culty in reproducing accurately the cyto/histological features of the simple columnar
epithelium and the principal physiological processes occurring in small intestine [5].

To date the static planar culture models (in vitro, or ex vivo) and ethics issues
related to in vivo assays do not allow to take into account more than a few crucial
functions of the intestinal tracts. Moreover, due the peculiar geometry of intestinal
epithelium (i.e. corrugation, convolution), the fluid dynamics are missed in the static
two-dimensional (2D) in vitro models, which often fail to reproduce the physiology
of e.g. drug metabolism, drug absorption, drug–drug interaction, etc. [6].

Over time, this failure of reproducing several living organ aspects has fueled the
development of many organs on-a-chip approaches (Fig. 1).

Recently, microfabrication techniques have been used to replicate key functional
units of small intestine as: unique topography of intestinal epithelium and the 3D
cell physiology of intestinal crypts.

These micro-devices, based on micro-engineered biomimetic systems containing
microfluidic channels, human cell-lined in order to simulate intestinal epithelia, in
its properties, eventually combined with microbial symbionts.

The accurate reproduction of the in vivo environments, with controlled microflu-
idics parameters helps to reduce the delays and costs of research and to replace animal
tests.
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Fig. 1 The Human on a chip concept inspired form Wyss Institute (https://cdn.thenewstack.io/
media/2015/04/organs-on-a-chipwyss-institute-3.jpg)

The technology ismainly based on amicrofluidic technique,which enablesmanip-
ulating small amount of liquids, controlling fluid flows in order to deliver nutrients
to the biological matrices. The microfluidics is supported by microfabrication that
creates microstructures able to control cell shape and function [3].

Considering recent studies of an intestine on a chip, some models were adapted
from e.g. lung and heart to mimic the mechanical/structural properties, better repro-
ducing the in vivo environments, but presenting some disadvantages and open issues,
yet [7].

The principle limits are the inaccurate simulation of the intestine’s peristalsis
movements (inducing membrane curving, stretching, bending), the little standard-
ization among companies and research groups, the lack of extensive analyses and con-
siderations on cell culture procedures (cell seeding and attachment, growth, effects
of nutrients and stimuli) and the in situ sensing network still lacking [7, 8].

In the perspective of developing amultifunctionalGut-On-Chip (GOC) device,we
hereby propose a GOC with an integrated detection of monitoring in real-time sev-
eral parameters. The transcellular and paracellular transport processes are important
issues to investigate the tightness and the mechanisms of absorption and diffusion;
similarly, the role ofmembrane-trafficking/exchange and nutrient/drug fluxes remain
underappreciated and unexplored. The device is equipped with micromechanical
stimulation sensors that can apply physiologically relevant mechanical stimuli and
with electrodes able to control the pH gradients, the plasma membrane potentials
and solute gradients as metal ion uptake or translocation. This approach presents
many advantages, mainly related to the integrated detection possibilities and multi-
parameter investigation (Fig. 2).

https://cdn.thenewstack.io/media/2015/04/organs-on-a-chipwyss-institute-3.jpg
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Fig. 2 Potential integrated analyses enabled by Gut-On-Chip devices

Although this study cannot cover all parameters of the gut physiology, by imple-
menting a scheme of an integrated gut on-a-chip it hints the intention of elaborating
some microtools equipment to monitor important cell-interaction device parameters,
less investigated inmicrofludic platforms; where they appearmore critical and unpre-
dictable than in traditional in vitro cell culture. It also aims to overcome the limits of
the novel technology designing a device able to achieve the recent pharmaceutical
and medical challenge.

2 Materials and Methods

The GOC platform is composed of a customized commercial Topas polymer-made
base with two (lumen vs. blood) fluidic chambers separated by a PET (Polyethylene
terephthalate) porous membrane for cell culture (23 µm thickness, 200 nm pore
dimension, 5 · 108 pores/cm2 pore density) (Fig. 3). Membrane size is 11×8.5 mm2.
The fluidic platform is equipped with transparent ITO (Indium tin Oxide) electrodes
for TEER monitoring during the cell culture; in fact, that TEER (Transepithelial
Electrical Resistance) values are worth to measure integrity of cellular barriers and
tight junction dynamics of cultured cells monolayers.

Our re-sealable assembly allows start cell culture with the porous membrane
exposed to medium with no cover lid; once cell culture is stabilized, the chip cham-
ber is sealed on top and bottom sides with Corning or Topas slides equipped with
200 nm thick ITO electrodes patterned by wet etching technique. So, 2 independent
fluidic cham-bers, apical and basolateral, with a capacity of 50 µl per chamber were
created. Major advantage of our device is that it allows software-controlled mechan-
ical deflection of the membrane suspended between the two fluidic chambers, both
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Fig. 3 Modified commercial multifunctional platform for Gut-On-Chip Caco-2 cultures with
embedded ITO electrodes (a) and schematic of chip concept for multisensorial capabilities (b)

above and below themembrane, and simultaneous embedded sensors measurements;
which helps in reproducing local mechanical stretches and bends, comparable to an
in vivo situation, and monitoring effects in continuum.

We selected Caco-2 cells (human colorectal adenarcinoma-derived) as cellular
model [9], suitable to preliminarily investigate cell proliferation and monolayer-to-
chip interactions on the PET porous membrane.

The adhesion ofCaco-2 cells on chipmembranewas evaluated seeding at a density
of about 2.5×104 cells/cm2. Then, a flux to completely refresh the medium in the
chamber every 10 min was activated and sustained for 24 h post seeding at 37 °C.
After 24 h culture, the presence of viable cells was identified bymetabolization of the
MTT [3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium bromide] compound.

3 Results and Discussions

Considering the importance of creating a biomimetic chip device to expose cells to a
microfluidic flow, we basically evaluated the cell interaction with a PET translucent
porous membrane (a non-biological matrix), investigating the cell behavior on an
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Fig. 4 The Caco-2 enterocyte-like model

early GOC prototype in order to improve the weaknesses and the critical aspects
de-riving from biological components. For example, the maintenance of sterility in a
dynamic biological system, the viability of cells in a small medium volume for long
periods in order to form epithelial barriers and the presence of air bubbles effects
on culture are challenging issues deriving from the devices micrometric features
and peculiarities. Indeed, the multifunctional microsystem for monitoring epithelia
parameters has been set up with proper material and microfluidics tubes and it has
primary investigated in its ability to support cell adhesion and growth, for several
days, before electrical and mechanical test on the epithelium. Notably, the epithelial-
like behavior by spontaneous differentiation of Caco-2 into absorptive enterocytes
has been previously demonstrated (Fig. 4).

As Caco-2 cells are able to form a functional monolayer, our cell-to-device com-
bination may represent a useful tool to study: (a) the epithelial tightness and the
mecha-notransduction as key tools of the regulatory pathways at cellular and epithe-
lial level in the GI tissue districts; (b) solutes gradients and pH variations across the
apical and basolateral chambers for intestinal pharmacokinetics; (c) GI drug toxicity
and drug screening.

In our experimental setup, viable Caco-2 cells have been detected by metaboliza-
tion of the MTT compound producing the dark blue-to-black staining (i.e. formazan
crystals in viable cells) (see Fig. 5). Figure 5 shows the centripetal migration front of
the growing monolayer of cells, highlighting a growth surface coverage of 80–85%.
The MTT assay is a preliminary evaluation to demonstrate a considerable efficiency
of adhesion, viability andmigration of human-derived intestinal cells onmicrofluidic
devices.

The idea of in vivomimicking conditions in amore reliable way, provides the opti-
mization of the environmental constraints of on-chip cell cultures and the implemen-
tation of some enabling technologies to achieve a real time monitoring of parameters
that playing an important role in several physiological pathways.
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Fig. 5 MTT assay on Caco-2 cells loaded in-device, after cell adhesion and proliferation. Violet
dark-blue crystals indicate the presence of viable, proliferating cells in two sample replicates (a
and b)

To measure pH, Zn and Cu passage through the apical and basolateral cham-
ber, miniaturized Ion Selective Electrodes (ISE) will be implemented. Impedance
measurements will conduct to allow the detection and evaluation of the metal ions
concentrations in situ. To this purpose, themechanotransduction and sensitivity could
represent the keystone to understand important mechanisms to proper reproduce GI
tissue and to conduct pharmaceutical tests based on nutrient and drugs intestinal
interactions.
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Chemiluminescent Reaction
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Abstract This work presents a portable lab-on-chip system, based on thin film
electronic devices and an all-glass microfluidic network, for the real-time monitor-
ing of enzymatic chemiluminescent reactions. Themicrofluidic network is patterned,
through wet etching, in a 1.1mm-thick glass substrate that is subsequently bonded
to a 0.5mm-thick glass substrate. The electronic devices are amorphous silicon p-i-n
photosensors, deposited on the outer side of the thinner glass substrate. The photosen-
sors, the microfluidic network and the electronic boards reading out the photodiodes’
current are enclosed in a small metallic box (10 × 8 × 15 cm3) in order to ensure
shielding from electromagnetic interferences. Preliminary tests have been performed
immobilizing horseradish peroxidase on the inner wall of the microchannel as model
enzyme for detecting hydrogen peroxide. Limits of detection and quantification equal
to 18 and 60 µM, respectively, have been found. These values are comparable to
the best performances reported in literature for chemiluminescent-based optofluidic
sensors.
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1 Introduction

The combination of biosensing systems with microfluidic circuits improves the over-
all performance of the sensing analysis. The reduced dimensions and volumes in
microfluidic channels allow first of all to work with much less sample than using
standard equipment, making analysis on drops of blood or even the contents of sin-
gle cells possible. More importantly, the short distances between analyte molecules
and biorecognition elements reduce the diffusion times, which immediately yields a
great gain in response time, significantly improving conditions for diffusion-limited
processes [1]. Expanding from pure microfluidics to more fully developed lab-on-
chip (LoC) solutions, entire sample preparation procedures, biorecognition elements
and detection can be integrated in portable systems for health-care and diagnostics.
Antibodies, aptamers and enzymes were immobilized by us into lab-on-chip devices
for a variety of biosensing applications [2–4]. However, the integration of the sens-
ing element has to be adapted to the technological steps necessary to combine the
microfluidic network with the detection systems. For example, the integration of the
detection systemwith themicrofluidic network, can be an issue in terms of feasibility
and sensitivity. The most used techniques are electrochemical and optical methods.
In particular, optical methods rely on the use of fluorescence, absorbance and chemi-
luminescence. The last one is largely coupled with microfluidics since it does not
require an excitation source and does not give background signals [5]. Lately, some
groups started to work on the implementation of optical sensing elements directly
on the microfluidic platform for chemiluminescence detection. Photosensors where
integrated on silicon/PDMS chip for chemiluminescence detection [6, 7].

In this work, we present a novel lab-on-chip system based on a glass microfluidic
channel with on-chip amorphous silicon photosensors (a-Si:H) [8] for the moni-
toring of chemiluminescent based enzymatic sensing assays. The photosensors are
positioned underneath the microfluidic channel and allow monitoring the enzymatic
assay. A layer of polymer brushes was grown on the inner wall of the microchannel
and subsequently an enzyme was immobilized to it by peptide bond. As a proof of
principle, horseradish peroxidase (HRP) was used as model enzyme to be anchored
for detecting hydrogen peroxide (H2O2) in presence of luminol and 4-iodophenol.

2 System Structure and Operation

Figure1 reports a cross section of the proposed lab-on-chip. It is constituted by
two bonded glass substrates, which include both a microfluidic network and a-Si:H
photosensors. Substrate 1 is a 1.1mm-thick glass plate, that has been patterned by
wet etching, in order to define themicrofluidic network. Substrate 2 is a 0.5mm-thick
glass that has been anodically bonded to substrate 1. After the glass bonding, the a-
Si:H photosensors have been deposited on the outer side of the thinner substrate and
aligned with the microfluidic network. When a chemiluminescent reaction occurs
inside the channels, as a result of a biomolecular recognition, the emitted radiation



Portable Optoelectronic System … 191

Fig. 1 Cross section of the
all-glass lab-on-chip (not in
scale): the bottom glass
substrate hosts the the a-Si:H
sensors on the bottom side,
while the top substrate hosts
the microfluidic network

is absorbed by the a-Si:H photodiodes, which produce photocurrents proportional to
the emitted light. The a-Si:H are p-type doped/intrinsic/n-type doped stacked layers,
whose thickness and energy gap has been optimized to detect the spectrum of the
chemiluninescent spectrum.

The proposed lab-on-chip structure features therefore on-chip chemiluminescence
detection which offers several advantages with respect to off-chip methods and in
particular:

• reduction of the distance between the radiation source and the photosensors and
as a consequence limited light diffusion and optical losses;

• absence of focusing optics which implies a higher degree of compactness of the
system.

3 System Fabrication

The fabrication steps of the lab-on-chip have been optimized in order to keep the com-
patibility between microfluidics, microelectronics and biochemical requirements. In
particular, the deposition and patterning of the a-Si:H photosensors should not affect
the chemical surface composition of the glass channels, while the chemical proce-
dures needed to implement the biomolecular recognition and to produce the chemi-
luminescent signals should not degrade the optoelectronic performance of the a-Si:H
photodiodes.

Taking into account these specifications the fabrication of the lab-on-chip has
been performed through the following technological steps (see Fig. 2):

• realization of fluidic networks on the bondside of a 1.1mm-thick Borofloat 33
substrate by wet etching (25% hydrofluoric acid (HF)) yielding a 50 µm-deep and
110 µm-wide channel;

• definition of trenches, through the powderblast technique, in the 1.1mm-thick
glass (at the non-bond side). These trenches define the position of the inlets and
outlets but at this phase of fabrication they are not in contact with the microfuidic
channels (see Fig. 2b);
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Fig. 2 Fabrication steps of the lab-on-chip: aDefinition by wet etching of the microfluidic network
in substrate 1. b Definition of the trenches for the microfluidic access. The purple region is the part
removed by powderblasting. The green region is still glass. c Anodic bonding of the two glasses. d
Deposition of the Indium Tin Oxide bottom contact of the photosensors. e Deposition by PECVD
and patterning by reactive ion etching of the a-Si:H p-i-n junction. f Deposition and patterning of
the SU-8 3005 insulation layer. g Deposition and patterning of the TiW top contact of the sensors.
h Complete opening of the inlets and outlets of the microfluidic network by laser drilling

• anodic bonding of this substrates to a 0.5mm-thick BF33 substrates [9];
• realization of the a-Si:H photodiodes by standard microelectronic techniques,
including Plasma Enhanced Chemical Vapor Deposition for the deposition of the
amorphous silicon layers [8] on the not-bonded side of the 0.5mm-thick substrate;

• complete opening of the inlets and outlets by laser drilling.

Fig. 3 Picture of the portable optoelectronic system: the metallic box includes the lab-on-chip,
the chip holder for the inlet and outlet connections and the electronic boards for the photosensor
read-out. A cover lid (not shown in the figure) with two small holes (for microfluidic access) shields
the a-Si:H photodiodes from the external radiation
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The lab-on-chip and the read-out electronics havebeen connected together through
a custom made connector and enclosed in a metallic box (10 × 8 × 15 cm3) which
ensures shielding from external radiation and electromagnetic interferences. The
free-side of the lab-on-chip is also inserted in a Teflon-holder to ensure a sealed
connection to the external tubes providing the reagents for the chemical treatments
of the inner channels. A picture of the whole system is reported in Fig. 3.

4 Test of the System

The functionality of the entire lab-on-chip has been tested by using horseradish
peroxidase (HRP) asmodel enzyme for detectingH2O2. Recognition of thismolecule
is of great interest because it plays an important role in atmospheric and biochemical
processes [10]. The test has been performed by functionalizing, at first, the inner
walls of the microfluidic channels. The functionalization procedure envisages the
following steps:

• growth of PHEMA on the channel wall by atom transfer radical polymerization;
• flowingof succinic anhydride (SA) solution in order to obtain carboxylic functional
moieties PHEMA-SA;

• flowing of a solution of n-hydroxysuccinimide (NHS) to achieve NHS esters func-
tional groups (PHEMA-NHS);

• insertion of a solution of horseradish peroxide (HRP) and incubation over-night
at 4 ◦C to form the PHEMA-HRP brush layer;

• rinsing with blocking buffer for 30min at 1 µ L/min.

Once the functionalization was accomplished, the enzymatic reaction was con-
ducted bymixing into themicrofluidic chip, through two separate inlets, a solution of
luminol 1mM and 4-iodophenol 0.1mM and a solution of H2O2 at different concen-
trations. The HRP, immobilized on the microfluidic channels, acts as a biosensors
for the H2O2, catalyzing its reaction with luminol and yielding a chemilumines-
cent signal proportional to the concentration of hydrogen peroxide. The reaction
was monitored by reading-out the sensor photocurrents connected to the low noise
electronics. Results demonstrate a limit of detection (LoD) down to 18 µM and an
excellent linearity of photosensor response up to 250 µM. These values are within
the range of practical interest for this molecule and are comparable to the best per-
formances reported in the literature for chemiluminescent-based optofluidic sensors
[11]. We have also verified that, after washing with piranha (solution of sulfuric acid
and hydrogen perodixe) and rinsing with deionized water, the samemicrofluidic chip
can be re-used for further analysis.
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5 Conclusions

This work has presented a miniaturized lab-on-chip system for monitoring chemilu-
minescent enzymatic reaction. It is the combination of an all-glass microfluidic chip
and a-Si:H photosensors. Themicrofluidic chip is achieved by anodic bonding of two
glass substrates. The a-Si:H diodes are deposited directly on one side of microflu-
idic chip for the on-chip detection of the chemiluminescent signals generated inside
the channels. The whole fabrication process has been designed in order to satisfy
the compatibility between microfluidics, electronics devices and surface chemical
treatments.

The developed system has been tested in the detection of H2O2, achieving a LoD
of 18 µM. This result demonstrates the successful integration of the different tech-
nologies for detection and quantification of molecule whose biochemical recognition
exploits chemiluminescent signals.
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A Novel Paper-Based Biosensor
for Urinary Phenylalanine Measurement
for PKU Therapy Monitoring

Maria Anna Messina , Federica Raudino, Agata Fiumara,
Sabrina Conoci and Salvatore Petralia

Abstract Anovel paper-based biosensors for themeasurement of urinary phenylala-
nine (Phe) was developed and the experimental results here reported. The proposed
biosensor is featured by a silicon part integrating temperature sensors and heaters
and a polycarbonate ring to form a microchamber. The reagent-on-board format
allows a fast and easy self-testing directly from patients. The biosensors is thermally
driven by a customized instrument and software. The detection strategy employed is
based on the specific reaction of Phenylalanine Ammonia Lyase enzyme to produce
ammonia and trans-cinnamic acid from Phenylalanine. The increase of pH value is
proportional to the Phe amount and can be monitored by the color changes of a dye
solution. The proposed system is suitable to detect the phenylalanine levels in a linear
dynamic range concentration from 20 to 3000 µM.

Keywords Biosensors · Phenylalanine · Phenylketonuria

1 Introduction

Phenylketonuria (PKU) is a rare inherited inborn disorder of metabolism mainly
causedby adeficiencydue adefect in the gene that produce thehepatic enzymepheny-
lalanine hydroxylase (PAH) [1]. This deficiency provokes the increase of Phenylala-
nine level in blood causing injurious effects on brain and consequently severe and
irreparable intellectual disability [2]. The main treatment for PKU patients is based
on a dietary restriction of Phe. The patient with well-controlled Phe levels have nor-
mal development. Therefore the control of Phe level in blood or urine is the primary
marker for guiding available treatments [3].
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In this contextwe developed a novel integrated paper-based biosensor for the rapid
measurement of urinary Phenylalanine level for the monitoring of dietary therapy
efficiency for patients affected by Phenylketonuria disorder. The biosensor is com-
posed by a silicon parts integrating temperature sensors and heaters for temperature
control (accuracy of about 0.1 °C) and a polycarbonate ring to form the microwell
with a total volume of 200 µl [4]. A paper support for enzyme immobilization was
glued upon the silicon part. The device is thermally driven by a customized instru-
ment and software [5]. The PAL enzyme and reagents were properly immobilized at
paper surface substrate and the reaction performed at temperature of 35 °C and pH
8.3.

The system integrates a strategy based on the fast deamination reaction of Pheny-
lalanine catalyzed byPhenylalanineAmmoniaLyase (PAL) enzyme to produce trans-
cinnamic acid and ammonia. The amount of ammonia produced increase the pH
value of sample. This is easily monitored through by a pH indicator (Phenolph-
thalein) which induces a color change of sample solution. Thus the concentration
of Phe can be estimated via colorimetric comparison with a chromatic scale. The
proposed system permits the monitoring of Phe in a dynamic range concentration of
20–3000 µM, with a Limit of Detection of about 20 µM. The method was validate
by comparison with the standard MS-MS technique [6].

2 Materials and Methods

2.1 Chemicals

All chemicals used on experiments enzyme, salts and additives were purchased by
Sigma-Aldrich and used as received.

2.2 Instrumentation

All the analyses were carried out using the following equipments: Electrospray tan-
dem mass spectrometer “Quattro Micro”, equipped with 1525 µ Binary HPLC
pump and 2777 C auto-sample manager (Waters); Automatic “DBS Puncher”
(PerkinElmer); Thermo-shaker “NCS Incubator” (Wallac); pHmeter “FiveEasyTM
FE20-KIT” (Mettler Toledo); Analytical balance “ML204” (Mettler-Toledo) and
Single ray Spectrophotometer Nanodrop (Vmax �2 µL) (SpectraMax).
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3 Results and Discussion

3.1 Biosensor

The biosensors employed was developed by STMicroelectronics for genetic analy-
sis [7–9]. It is composed by a silicon part containing resistors for the heating and
temperature control, a paper substrate glued to the first and finally a polycarbonate
ring mounted upon the second layer to form the microchambers. A black plastic
holder guarantee the easily device handling and a polycarbonate slide lid guarantee
the microchamber sealing during the reaction. A first prototypes was produced used
glass slide as solid support and the reaction performed on standard oven. Figure 1
report the paper-glass biosensor (Fig. 1a), the components of paper-silicon based
biosensor (from Fig. 1b-1 to b-5) and the whole biosensor (Fig. 1c).

3.2 Phenylalanine Detection Strategy

The detection strategy is based on the deamination reaction of Phenylalanine, to
produce trans-cinnamic acid, catalyzed by PAL enzyme. This reaction produces a
quantitative amount of ammonia, (which involves a solution pH increasing) with an

Fig. 1 Paper-based biosensor: a paper-glass biosensor, b component of paper-silicon based biosen-
sor (1 paper membrane, 2 polycarbonate ring for microrector, 3 silicon part, front and rear view, 4
plastic holder and 5 transparent lid) and c whole biosensor
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Fig. 2 Phenylalanine detection strategy

increasing of the pH value of the sample. This increment is monitored through the
addition of phenolphthalein as pH indicator that induces color change of solution
(Fig. 2). Therefore, the Phe amount was estimated by colorimetric comparison with
the chromatic scale. Phenolphthalein was selected as the pH-indicator because the
colors of its protonated and un-protonated molecular species change at a pH value
(8.3) which correspond to the optimum PAL activity.

3.3 Detection Strategy Optimization and Chromatic-Scale

The detection strategy was properly optimized by means of UV-Vis spectroscopy
using standard solution of Phe at a concentration of 86 µM, dissolved in Sodium
Posphate 10 mM at pH 8.3, at 35 °C and room temperature. The enzymatic reac-
tion was monitored by optical absorption spectroscopy through the formation of the
absorption band centered at 273 nm diagnostic for the tran-cinnamic acid, Fig. 3c
report the kinetics trend for the reaction performed at 35 °C. The results as expected
indicate a better performance for the reaction at 35 °C.

Additionally the detection strategy was also tested via colorimetric method on
standard 96microplate and on biosensor (see Fig. 3a, c) employing 10µL of solution
containing Phe at concentration 20, 100, 300, 800, 900, 2500 µM, 75 µl of fosphate
buffer 10 mM, 5 µL of NaOH 0.1 M and finally 10 µL of PAL (2U/0.28 µl). The
solutions were mixed and heated at 35 °C for 20 min. Than a volume of 3 µL of
phenolphthalein (1% p/v) was added at each well and its color compared with the
chromatic scale previously prepared using standard solutions of Phe in the range
from 20 to 3000 µM (Fig. 3d).
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Fig. 3 Colorimetric assay: a on standard microplates, b on paper-glass biosensor, c optical absorp-
tion band of trans-cinnamic a during the enzymatic reaction at different time d chromatic scale

3.4 Phenylalanine Detection on Human Sample

In order to evaluate the assay’s performance, mock samples (prepared adding known
Phe amount to urine sample) were tested by our colorimetric method performed on
paper-based device and the results compared with standard MS-MS technique. The
finding data reported in Table 1 indicate a good correlation between the two method.

In details the urine sample tested on paper-based device report a Phe amount
in the range of 50–100 µM, data confirmed by the MS-MS measurement
(74.98±2.50 µM). Similarly, for the three mock samples containing an amount
of nominal Phe of about 302.5, 499.5 and 895.5 µM the follow concentration range
were found 100–400, 400–800 and 800–1500 µM. Again the MS-MS data shown a
Phe concentration within these range, indicating a good performance of colorimetric
method. Although the proposedmethod give a semi-quantitative response (range Phe

Table 1 Phe amount by proposed method and MS-MS technique on mock sample

Sample Phe (µM) nominal Phe (µM) paper-based
device

Phe (µM) by MS-MS

Urine sample endogenous 50–100 74.98±2.50

Mock sample 1 302.5 100–400 375.66±11.50

Mock sample 2 499.5 400–800 584.66±14.50

Mock sample 3 895.5 800–1500 828.33±11.51
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of concentration, see Fig. 3), it is appropriate for the PKU therapy monitoring, where
the measurement of Phe concentration with high resolution is not required. Against
that, the low cost of analysis, the easy-to-use procedure, and the reduced analysis
time makes this method a potential candidate for a further Point-of-care system.

4 Conclusion

In conclusion, here we reported a novel paper-based biosensor for urinary Phe mea-
surement for PKU therapymonitoring. The biosensor integrates the reagent-on-board
for a fast and easy to use self-testing for the detection of Phe concentration on urine
samples. The assay exhibits a dynamic range from 20 to 3000 µM. The method was
comparedwith standardMS–MS technique. This approach, paving theway for future
development of Point-of-care platform, able to improve the PKU patient’s quality
of life monitoring the efficiency of dietary therapy in real time without the needs of
specialized laboratory and personnel.
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Abstract In this paper, we present the magnetoencephalography system developed
by the Institute of Applied Sciences and Intelligent Systems of the National Research
Council and recently installed in a clinical environment. The system employ ultra
high sensitive magnetic sensors based on superconducting quantum interference
devices (SQUIDs). SQUID sensors have been realized using a standard trilayer tech-
nology that ensures good performances over time and a good signal-to-noise ratio,
even at low frequencies. They exhibit a spectral density of magnetic field noise as
low as 2 fT/Hz1/2. Our system consists of 163 fully-integrated SQUID magnetome-
ters, 154 channels and 9 references, and all of the operations are performed inside a
magnetically-shielded room having a shielding factor of 56 dB at 1 Hz. Preliminary
measurement have demonstrated the effectiveness of the MEG system to perform
useful measurements for clinical and neuroscience investigations. Such a magne-
toencephalography is the first system working in a clinical environment in Italy.
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1 Introduction

Magnetometers based on the superconducting quantum interference device (SQUID)
are very sensitive low-frequency magnetic field sensors, reaching a spectral density
noise of a few fT/Hz1/2 [1, 2].

Due to their ultra-high sensitivity, SQUIDdevices arewidely used in several appli-
cations [1, 2], such as from biomedicine, non-destructive tests, geophysics, magnetic
microscopy and fundamental science. One of the most important application is the
biomedical imaging. In particular, the interest is mainly focused onmultichannel sys-
tem formagnetoencephalography (MEG), which provide useful information on brain
functionality [2, 3]. MEG systems measure magnetic fields produced by neuronal
activity. Reflecting the intracellular electric current flowing in the brain, the MEG
measurements provide direct information about the dynamics of evoked and sponta-
neous neural activity. The magnetic fields generated by brain activity are minimally
distorted by the layers surround the brain, allowing for a temporally and spatially
accurate reconstruction of the neural signals within the brain (source space). Further-
more, the phase of such signals can be exploited in order to evaluate the amount of
information exchanged between brain areas. Among the available brain functional
imaging methods, MEG uniquely features both a good spatial and an excellent tem-
poral resolution, allowing useful investigation in neuroscience and neurophysiology.
In fact, by using suitable algorithms [4] it is possible to estimates synchronization [5]
between areas, thereby providing complementary information to the fMRI.m. Some
of the properties of the interactions among brain areas can be analyze through graph
theory [6]. In fact, the human brain can be modelled as a network, where the brain
areas are the nodes and their interaction are the edges. However, such metrics are
influenced by network size or thresholding, making difficult to give a topological
interpretation of the results, especially when they come to brain signals [7]. In this
paper we will present a multichannel system forMagnetoencephalography operating
in a clinical environment.

2 Magnetic Sensors

A SQUID is magnetic flux to voltage transducer. It consist in a superconducting loop
interrupted by two Josephson junction [1, 2]. At least the magnetic field sensitivity
is proportional to the loop area. However, it is not possible to increase the area
of loop to increase the magnetic field sensitivity, because the flux noise increases
with the ring inductance. An efficient way to increase the field sensitivity consists
of using a proper superconducting detection circuit (flux transformer) consisting
of a series of pickup coil having a flux capture area much higher than the SQUID
one, and an input coil inductively coupled to the SQUID loop [1]. Typically, the
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Fig. 1 a Fully integrated miniaturized dc SQUID magnetometer. bMagnetic flux anf firld spectral
density measured at T�4.2 K in flux locked loop configuration. Theoretical prediction for the white
noise is indicated by the straight blue line. The inset report the voltage-magnetic flux characteristic

pickup coil consists of a single square shaped coil including, in one of its sides,
a planar multiturn input coil which is located upper to the SQUID loop acting as a
secondary coil of flux transformer. A suitable SQUID loop design consists of a single
coil having a square “washer” shape. In such a configuration, the SQUID inductance
does not depend on external dimension of the washer but only on the hole dimension.
The coupling between the washer and the input coil is very good and the input coil
inductance is proportional to turn numbers and hole inductance. Hence, the input coil
inductance can be adjusted to match a particular load by varying the outer dimension
of the washer to accommodate the required number of turns in the input coil. In the
Fig. 1a, a fully integrated SQUID magnetometer employed in the MEG system is
reported. The above design has been optimized to keep a suitable sensitivity [8].
It has an area less than 10 mm2 and includes a superconducting flux transformer,
an additional positive feedback (APF) circuit and a bipolar feedback coil for low
crosstalk operations [9]. The sensing pickup circuit consisting of a superconducting
square coil is connected in series with a 8-turn input coil, which is coupled to SQUID
loop in a washer configuration. Apart from a better spatial resolution, a small pickup
coil minimizes its antenna gain, reducing the effects of radio frequency interference.
The spectral density of both flux andmagnetic field noise of the miniaturized SQUID
magnetometer is reported in Fig. 1b. The sensor exhibits a magnetic flux noise level
of 2.2 µ� 0/

√
Hz in the white region corresponding to 5.8 fT/

√
Hz [8]. In the inset

of Fig. 1b, the magnetic flux-voltage characteristic is reported. It is evident that there
are that there are not resonances ensuring a good stability during operation.



206 C. Granata et al.

3 Magnetoencephalography System

The MEG system shown in Fig. 3, consists of 163 fully integrated dc SQUID mag-
netometers, featuring adequate field sensitivity and bandwidth for brain imaging.
Since these sensors are placed close each to other, the integrated feedback coil for
Flux-Locked-Loop (FLL) operation have been properly designed in a bipolar mul-
titurn shape, in order to reduce the crosstalk effect between neighbor sensors. The
SQUID magnetometer are arranged on a multisensorial array designed and realized
in a helmet shape. The measurement plane consists of 154 SQUID-channels suitably
distributed over a fiberglass surface to cover the whole scalp and to record effec-
tively the MEG signals (Fig. 2b) [10]. Further 9 channels, installed on three bakelite
towers, are arranged in three triplet each having three orthogonal SQUID sensors
and are used as references in order to detect background residual magnetic field far
from the scalp (about 9 cm) and to subtract its contribution, via software properly
implemented to this aim, from the brain signal detected on the measurement plane.

The sensor array, as shown by Fig. 3a, is located in a fiberglass Dewar with a
helmet shaped bottom, at a distance of 18 mm from the outside, where the head
of patient is housed. The SQUID sensors are connected to the room temperature

Fig. 2 a General view of the Magnetoencephalographic (MEG) system in the shielded room; b
helmet-shaped array consisting of 163 fully-integrated SQUID magnetometers; c top view of MEG
system showing the read-out electronics
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Fig. 3 Preliminarymeasurement performedby theMEGsystem.The imaging refers to the activated
brain areas detected by the MEG (top row) and EEG (bottom row) during a spontaneous activity
(alpha rhythm) (a, d) and evoked activity (tapping of the left (b, e) forefinger and the right (c, f)
forefinger

read-out electronics by means of more than 800 copper wires having a diameter of
0.08 mm and twisted in pairs to avoid a parasitic area. The SQUID readout is a direct
coupled electronics and is integrated in low-power, miniaturized boards (Fig. 3c). A
single card drives six channels and is plugged in a shared motherboard located on the
top of the dewar. In turn, the motherboard containing also the control logic unit and
the filtering stage before the A/D conversion up to 10 kHz. A remote console allows
to manage the electronics parameters setting digital filtering, amplification, under-
sampling, on-line average, and on-line software gradiometer composition based on
selectable configuration files.

The system is equipped also with a 32 channels system for EEG allowing to
record simultaneous both magnetic and electrical signals. To eliminate any ambient
disturbance the system operates in a suitable magnetic shielding room (MSR). The
MSR consists of an external aluminum layer 12 mm thick and two inner layers of
soft magnetic material having a thickness of 1.57 mm. designed on the basis of the
environmental magnetic field measured on site before the installation. The resulting
shielding factor is about 35 dB at 0.01 Hz, that increases up to 107 dB at 20 Hz.

4 MEG Acquisition and Test Measurements

Before to acuire MEG data, it is necessary to perform the following procedure.
Using a suitable tool (Polhemus FASTRAK®) is detected the position of four coils,
placed on the forehead and behind the ears of the participants, and of four reference
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points on the head (nasion, right and left preauricular points, vertex).Hence, electrical
currents passing through the four coils are recorded by theMEG sensors. Participants
to a study are seated inside a magnetically shielded room to reduce background
noise Electrocardiographic (ECG) and Electrooculographic (EOG) signals are co-
recorded, for subsequent artefacts removal. Spontaneous brain activity is recorded for
almost 5 min, in resting-state condition, with closed eyes. The system has a sampling
frequency of 1024 Hz. Data are then band-pass filtered at 0.5–49 Hz. Environmental
noise, recorded by the 9 references, is subtracted from the signals through Principal
Component Analysis (PCA). Noisy channels are removed manually through visual
inspection of the whole dataset by an experienced rater [11]. Independent component
analysis (ICA) [12] is performed to eliminate the ECG and the EOG component from
the MEG signals.

The data is reconstructed in ninety areas of interest, applying a linearly constrained
minimum variance beamformer [13] based on a template atlas or on the native MRI
[14] and a modified spherical conductor model [14, 15]. This procedure yield epochs
made of 90 time series, one per area of interest (just the cortical regions and the basal
ganglia).

In the Fig. 3, preliminary measurements are reported. The first one (Fig. 3a)
concerns a spontaneous activity. The so-called alpha rhythm, which appears in a
human’s brain awake but with eyes closed, has been recorded. The frequency range
involved is 9–11 Hz. The second one (Fig. 3b, c), concerns an evoked activity:
the brain imaging during the forefinger tapping of a volunteer, has been recorded.
Figure 3b refers to the left finger tapping and, as expected, the activate motor cortex
area is in the right hemisphere. In the Fig. 3c, instead, the imaging related to the
movement of right forefinger is reported; as in the previous case, the contralateral
area is involved. In this case the frequency signal are located around 7–9 Hz. The
good agreement between EEG and MEG imaging indicates that the system operates
properly.

5 Conclusions

A muitichannel system based on high sensitive quantum magnetic sensors for neu-
rological applications has been described. The ultra-low noise of the magnetometers
allow to measure the weak magnetic fields associated with the neurological activ-
ity. Preliminary test measurements have shows the effectiveness of the magnetoen-
cephalographer. Very interesting measurements concerning Alzheimer disease (AD)
and amyotrophic later sclerosis (ALS) on a large cohort of patients are in progress.
The connectivity will be obtained bymeasuring synchronization between brain areas
and a graph theoretical approach will be used to study disease staging in ALS. We
will compare ALS patients and controls in order to verify that the topology of the
brain networks brain show appreciable differences according to the disease stage.
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Calibration System for Multi-sensor
Acoustical Systems

Orsola Petrella, Giovanni Cerasuolo, Salvatore Ameduri,
Vincenzo Quaranta and Marco Laracca

Abstract In recent years, themulti acoustic sensors systems have had amajor devel-
opment thanks to their versatility in different fields. These systems, also called acous-
tic antennas, consist of a set of microphones distributed according to linear, planar
or three-dimensional geometries. The acoustic signals detected by the microphones
are processed in order to define the location of an acoustic source. The acoustic
antennas find large applications in different fields. In automotive they are used to
highlight the noise propagation path; in the multimedia, these sensors allow localiz-
ing a speaker without portable microphones. Also the civil safety and military fields
benefit from these systems: gunshots detection in city areas, fire prevention inwooded
zones (Blaabjerg et al. in IV International Conference on Forest Fire Research,
2010), soldiers protection from enemy attacks are just some possible applications
(ShotSpotter Gunshot Location System® (GLS). http://www.shotspotter.com). Even
in the aerospace field, there are interesting applications such as the monitoring of
the air traffic zones (ATZ), locating a plane and tracing its trajectory (Quaranta
et al. in ESAV2011-Tyrrhenian InternationalWorkshop onDigital Communications-
Enhanced Surveillance of Aircraft and Vehicles, 2011 and Petrella et al. in ICSV19,
2012). The identification of the position of the source requires the knowledge of
right acoustic locations of the microphones in the array, generally different from
the geometric locations, to this scope a suitable calibration procedure. The proposed
method was tuned in a simulation environment to predict signal produced by each
microphone. An optimization process was adopted to identify layout configuration
guaranteeing the right calibration. The proposed solution was experimentally vali-
dated on a two-dimensional acoustic antenna.
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1 Introduction

The development of acoustic arrays ofmicrophones today is of great interest formany
applications in different fields and, as a result, under completion in many research
projects. The acoustic antenna, through an advanced processing technique called
“beamforming” define the position of the source based on the location of the micro-
phones in the antenna and the time delay with which the acoustic signal reaches each
microphone with respect to a reference microphone. One of the limitations of these
systems is caused by the difference between the geometric and acoustic positions
of the microphones due to their position inside the array and the internal features
(electronics, inertia of the components). This difference has a dramatic impact in
terms of uncertainty in determining the position of the acoustic source. For this rea-
son the acoustic antennas need a dedicated calibration procedure to determine, with
appropriate uncertainty, the acoustic position of each microphone used [5, 6]. Com-
paring with conventional radar, an acoustic system provides some advantages like
lower costs, low environmental impact from the point of view of electromagnetic
pollution, capacity to detect objects with small radar signature. In military applica-
tions, it offers the advantage of being passive, thus non-detectable. In ATZ control
applications, and in all those situations where it is required, as well as acoustic source
detection, also its spatial localization, a significant aspect is the accuracy that can be
achieved in the localization. Logically, the accuracy is connected to acoustic antenna
design and realization and it could be improved through a suitable calibration pro-
cedure. Various calibration methods and setup are proposed in the literature [7–11]
but they do not fully solve the problem of large size acoustic antenna. In this work a
methodology and measurement setup is described, tailored for calibration acoustic
antennas. The work starts with a brief description of the principles at the basis of the
acoustic antennas, to allow a complete understanding of the problems to be solved by
the calibration procedure; then a parametric analysis of the proposed methodology
was carried out to face its design and realization. Then an optimization procedure
was addressed, to spare special size anechoic room, demanded by the large size of
the array. Finally, preliminary experimental results on a simplified linear acoustic
antenna are reported.

2 Problem Statement

An acoustic antenna is constituted by a set of N microphones allocated in the space,
an example is shown in Fig. 1. The microphones allocation could be linear, planar or
three dimensional, and with different geometric distributions (random or following
specific laws). The acoustic antenna detects the position of the acoustic source by
means of a suitable processing of the signals detected by microphones. The signal
generated by an acoustic source get to array with a delay that is function of the sound
speed and on the distance between each sensor and source. The detection of the
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Fig. 1 Microphone array

source location can be done by different way like Acoustic intensimetry, Acoustic
Holography, Time Delay of Arrival or Beamforming depending on the number of
sources and on the distance. This work focuses on the beamforming technique.

2.1 Acoustic Antenna Calibration

Several critical aspects must be taken into account during the calibration of acoustic
antennas. Thefirst one is the right evaluation ofmicrophones positions, strictly related
to signal delay detected at each microphone. The delay is in fact a primary parameter
due to its greater contribution to the measurement uncertainty in the acoustic source
measure. It depends on the electrical and mechanical characteristic of the micro-
phones, on their reception pattern and on the direction the signal coming. Figure 2
shows the effects of these parameters through the distinction between the so called
geometric and acoustic locations of the sensors. For the microphone on the left, the
source signal crosses the array pattern on a local minimum, differently from what
happens for the microphone on the right. This has an impact on the effective time
of reception of the signal, thus not depending only by the geometric location of the
sensor, but also by its specific array pattern, function of its internal features.

Fig. 2 Difference between
acoustic and geometric
position

Source
Geometric position 
Acoustic position 
Reception pattern 
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The result of this behavior is an error on the signals delay estimation and, hence,
of the locations. Another problem is due to time shift delay.

In fact the triangulation method connotes the cross correlation algorithm based
on the assumption that the space shift delay, L, to be estimated is lower than the ratio
between the sound speed c and frequency f:

L <
c

f
(1)

The signal generated by the ith source is received with a certain delay from the
reference microphone r and the jth array microphone. We’ll call this delayWi,j, and
is estimated through a cross correlation algorithm [8]. After collecting all delays, we
can compute the array vector positions x̄ aj by minimizing the relation

N∑

i

∣∣∥∥x̄ si − x̄ aj
∥∥ − Wi, j | (2)

With x̄ si the vector position of the ith source. If the time delay is larger than the
period T of the acoustic signal, the cross correlation algorithm gives incorrect results:
a time delay of T +φ is erroneously computed as φ, this is due to the periodic nature
of evaluated signal [12, 13].

In addition, the arrays considered in this work are also too big and integrated
with many microphones; as a consequence, the satisfaction of condition (1) must be
carefully verified with respect the anechoic room available space (15×20×15 m)
and operational frequency bandwidth of the array (1–2 kHz).

2.2 Experiment Setup

To solve the aboveproblems, a dedicated strategywas developed.Thefirst necessity is
to identify geometric positions that emphasize the array performance. Due to the high
number of parameters involved (number and positions of the sources, number and
positions of reference microphones) a heuristic strategy based on genetic logic was
adopted [14]. The geometric positions were used in the numeric model to obtain the
standard deviation and then the acoustic positions. The experimental setup shown in
Fig. 3. It is made-up by the acoustic array under calibration, a source array generating
the calibration acoustic signals and a reference microphone. A Personal Computer
(PC)manages both the generation of the source signals through a signal generator and
a power amplifier, and the acquisition of the signals received by the acoustic antenna
and the reference microphone. Figure 4 in illustrates a block diagram adopted for
the calibration procedure.

Sliding frommicrophones and sources positions measured through a laser sensor,
the pressure signal, p, received by each microphone is estimated as a solution of the
spherical wave Eq. (3).
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Fig. 3 Experiment setup

Fig. 4 Calibration strategy
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p
(
xaj , t

)
� 1

4πc

t∫

0

˚
1

ρ
δ[ρ − c(t − t0)]δ(x0 − xsj ) sin(ωt0)d

3x0dt0 (3)

Being ρ the distance between the jth microphone and the position x0 of the dis-
tributed source element, t the current time, t0 the time at which the signal is produced,
ω the angular frequency and δ the Dirac function. As showed in Fig. 4, moving
from an initial approximated position of the array sensors (geometric locations), the
acoustical pressure is calculated with wave equation solution; the cross-correlation
algorithm is used to estimate the delay between the signals of each array microphone
and the reference one. By applying the triangulation algorithm onto the signals pro-
duced by all source triplets, it is possible to have an estimate of the location of each
microphone. Finally, calculating the standard deviation of the space shift delay on
all measurements achieved by all the triplets per each microphone, an estimate of
the uncertainty can be obtained.

3 Experiment Result

To validate the methodology, a number of experimental tests were carried out. The
experiment setup reported in Fig. 3 was developed considering an Agilent 33220A
signal generator connected to a power amplifier 2716 Bruel & Kieran, an LMS
International SCADAS SC 310 data acquisition system, an Omnisource 4295 Bruel
& kier acoustic source.

The previously described calibration method had already been tested for linear
arrays [6], and it had already been established that the source localization improved
considerably by using the acoustic positions as input of the realized numerical model
(Figs. 5 and 6).

Fig. 5 Schematic (a) and picture (b) of experiment setup for linear array
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Fig. 6 Comparison between source location measured from both geometric and acoustic micro-
phone positions and the effective source location

At present work a square shape acoustic antenna (two-dimensional array) was
used as device under calibration (Fig. 7a). It was constituted by 30 microphones,
MPA466 ¼” by BSWA TECH, equally distributed on a linear shape of 1 m length.

The two-dimensional array consists of a wood panel of 1.20 × 1.20 m supported
by a wood scaffolding. The two-dimensional array after the realization of the holes
for the microphones was covered of sound-absorbing material. All the microphones
(Fig. 7b) were numbered and connected to the Data Acquisition System.

To carry out the measurements, the sources distribution used is showed in Fig. 8.
Thegeometric positionswere used in the numericmodel (Fig. 4) for the determination
of acoustic positions. The reference microphone is in a central position.
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Fig. 7 Front side (a) and rear side (b) of square shape acoustic array

Fig. 8 Sources distribution

The difference between the geometric and acoustic positions obtained with our
technique is shown in Fig. 9.

In particular, as we can see from the results of the location of the source, shown
in the Figs. 10 and 11 in which the black triangle represents the real position of the
source. The blue circle represents the position of the source identified considering the
geometric positions of the microphones as input of the localization technique. The
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Fig. 9 Geometric (blue) and acoustic positions (red) of the microphones in the two-dimensional
array

Fig. 10 Localization of the source for the two-dimensional array when the source is positioned at
21 cm from the axis origin

red circle represents the position of the source identified considering the geometric
positions of themicrophones as input of the localization technique.Using the acoustic
positions, the absolute measurement error is reduced by up to 30% compared to that
committed with geometric input.
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Fig. 11 Localization of the source for the two-dimensional array when the source is positioned in
the origin (x�0, y�0.2)

4 Conclusions

In this paper, a calibration strategy for arrays of acoustic antennas is shown. The
suggested strategy, based on the triangulation method, relies on the comparison of
the time delay between array sensor and reference microphone received signals, pro-
duced by an assured sum of sources. The accuracy depends on some parameters,
like sampling frequency, number of sources, distribution and the distance. A dedi-
cated model was developed, capable of forecasting the pressure signal versus time
at each sensor. Two measurement set up were correctly have been made to validate
the aforementioned model. The first with a linear array, the second with a square
array. An experimental campaign made with both array has confirmed the validity
of the method, improving the accuracy and the acoustic source localization after the
calibration. In fact, using the acoustic positions instead of the geometric ones, the
measurement error decreases by 30% compared to the use of the latter. Additional
stepswill be focused on testing thewhole calibration procedure on large size antennas
and on the formulation of the calibration uncertainty.
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Pyroelectric Sensor for Characterization
of Biological Cells

S. A. Pullano , M. Greco , D. M. Corigliano , D. P. Foti , A. Brunetti
and A. S. Fiorillo

Abstract Nowadays, cell characterization represents a fundamental task widely
diffused in different fields. The main purpose of this paper is the design and devel-
opment of a device for cellular characterization based on a pyroelectric sensor. After
a brief introduction dedicated to the methods actually employed for cell counting,
the pyroelectric sensor, the electronic readout unit, and the prototype will be intro-
duced. Different cell concentration samples have been analyzed in order to highlight
how the induced pyroelectric response is related to the cell properties. Experimental
results shown that sensor output is strongly affected by cell type, concentration and
viability. Particularly, it has been observed an increase in output signal related to
an increase in cell concentration, mainly due to a lower thermal conductivity. No
significant variation has been observed by the drastic reduction of cell viability also
by varying cell concentration. The aforementioned results are probably due to the
induction of a decrease inmitochondrial activity. Obtained results are very promising
for the realization of a low cost laboratory device with all the characteristics listed
above.

Keywords Pyroelectric sensor · Biological cell characterization
Thin film devices · Cellular biophysics · Thermal factors
Sensor phenomena and characterization · Counting circuits

1 Introduction

Characterization of cell culture is a routine task accomplished every day on bio-
logical fluid for the monitoring of cell viability, concentration and other parameters
in order to assess quality control during in vitro experiments [1]. Historically, cell
counting is performed through calibrated counting chambers, the aid of a micro-
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scope, and a trained operator, resulting in a time-consuming task prone to large
errors (around 20–30%). Actually, different automated tools are trying to replace
manual counters, even though most of the laboratories still used the most dated cal-
ibrated chambers. This is mainly due to the large and costly equipment, the need
of trained personnel and the necessary maintenances [2]. Nevertheless, a growing
interest in the development of novel devices lead to alternative cost-effective tech-
niqueswith reduced sample-volume, reagents andmaintenance [3–5]. In this context,
the paper places its attention on an alternative approach for cell counting based on
light-induced pyroelectric effect. The sensor is composed by a Thin ferroelectric
film made of Polyvinylide-Fluoride (PVDF)-aluminum metalized and coated with
graphite. Infrared light illumination is used to induce a rapid rise in temperature
within PVDF and thus a charge generation at both surfaces. Current mode front-end
amplifier collect and condition the output signal while the dependences of the thermal
properties of the sample creates differences in the induced pyroelectric response.

2 Matherials and Methods

A 20 μm PVDF film with a circular geometry (r�0.25 cm) is placed at the bottom
of a sample well. The cylindric well is designed to be filled with 25 μL of sample.
On the opposite side, an infrared source centered at a wavelength of 850 nm is fixed
at a distance of 2 mm from the PVDF thin film (see Fig. 1). Infrared beam is used
to impose a rapid rise in temperature within the upper and lower surface of the
pyroelectric element inducing a pyroelectric response.

Fig. 1 Schematic representation of the pyroelectric sensor geometry in which part of the thermal
energy provided by IR source is dissipated through the series of PVDF and sample by radiation and
conduction mechanisms (a). Pyroelectric response and infrared stimulation electric signal and the
parameter evaluated (b)
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The sample and the PVDF film are thermally coupled, and can be modeled by a
heat capacity Cth, and thermal conductance Gth (that accounts for heat dissipation
through the PVDF and liquid sample). Electrical charge generated by the PVDF,
is acquired and processed by a front-end amplifier designed as a charge sensitive
amplifier topology. The pyroelectric sensor has been designed to be as minimal as
possible avoiding the use of microfluidic components, reducing the fluid handling in
just two simple operations: the pipetting of sample into the well and its washing.

Considering the equivalent thermal model and a temporally constant radiant flux,
the difference in temperature across the transducer is related to the radiant flux
itself and to the thermal conductance of the sample, and thus to its cellular content.
Figure 1b reports the pyroelectric response (red line), which is characterized by a
fast rise time, due to thermal properties (thermal time constant τ th), and a slower
decay which is due to the charge amplifier (electrical time constant τ e) [6, 7]. The
parameter evaluated during the experimental analysis was the area under the curve
(AUC), that is, the integral of the sensor output, that was evaluated during infrared
stimulation as highlighted in the shaded area (see Fig. 1b).

3 Results

Experimental tests were conducted on human prostate carcinoma cell line, LNCap,
widely used in oncology as an androgen responsive prostate cancer model [8]. Cells
were cultured in 10mL flaskwith commercial medium (RPMI 1640), in a humidified
incubator at 37 °C, with 5% CO2 [9]. Observation on light induced pyroelectric
response was obtained at different cell concentrations (Table 1) and by varying cell
viability. A 25 μL sample was pipetted into the well and a step-shaped IR beam with
a repetition rate of 1 Hz and a duty cycle of 2 and 5% was transmitted through the
sample obtaining the results shown in Fig. 2.

Experimental results showed an increase of pyroelectric response influenced by
cell concentration (see Fig. 2), while no significant variations were observed in
sampleswith low cell viability (see Fig. 3). As previously stated, as expected, induced
pyroelectric effect is mainly modulated by changes of thermal conductance due to
the higher concentration of cellular bodies. Consequently, higher cell concentration
results in an increase in heat capacity, due to a higher cellular mass per unit volume.
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Fig. 2 Pyroelectric sensor response obtained at different concentration by stimulating the PVDF
thin film with infrared pulse with a frequency of 1 Hz and a duty cycle (D) of 2 and 5%

Fig. 3 AUC analysis at few representative concentrations of living cells on raw at a duty cycle of
2 (left) and 5% (right)

Drastic reduction of cell viability due to necrosis (assessed through Tripan blue
dye exclusion test) results in a lower/absent mitochondrial activity, and thus in the
impairment of cellular membrane with a leakage of cellular content [10]. In this con-
dition, as expected, sensor output remains quite constant without significant variation
with cell concentration (see Fig. 4) [11].
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Table 1 Characteristics of
analyzed sample

Cell Line Volume Cell concentration

LNCap 25 μL 0.25 × 103

0.5 × 103

1 × 103

2 × 103

4 × 103

8 × 103

Fig. 4 AUC analysis at a
duty cycle of 2% on dead
cells

4 Conclusion

Thepaper presents the design anddevelopment of a pyroelectric sensor for the charac-
terization of cell culture. A low-level infrared light stimulation allows the evaluation
of a response which showed a dependence from the cell culture parameters (con-
centration and viability), thus highlighting the possibility of detecting variations of
the samples analyzed. Experimental results conducted on human prostate carcinoma
cell line showed good linearity of the sensor output vs. cell concentration. Moreover,
non-significant variations of the sensor output has been observed at low cell viabil-
ity. These preliminary findings suggest that pyroelectric sensor can be effectively
employed for the development of cell characterization device.
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Characterization of a TMR Sensor
for EC-NDT Applications

Andrea Bernieri, Giovanni Betta, Luigi Ferrigno, Marco Laracca
and Antonio Rasile

Abstract Non-destructive tests based on eddy currents (EC-NDT) are one of the
inspection techniques used to detect and characterize defects in conductive structures.
The EC-NDT technique is based on the induction of eddy currents in the material
under test and on the analysis of the reaction magnetic field that is generated. In this
way, it is possible to detect the presence of a defect and evaluate its geometric charac-
teristics. Generally, magnetic sensors such as AMR or GMR can be used to detect the
reaction magnetic field. Recently, magnetic field sensors based on the Tunnel effect
(TMR) have been introduced, which seem to have better performances than previous
solutions. In this context, the article illustrates the metrological characterization of
a TMR sensor for EC-NDT applications, as the information provided by the manu-
facturer is not complete and sufficient for this type of use. The results obtained show
that the TMR sensor is able to provide a higher sensitivity than the AMR and GMR
sensors, with a limited measurement uncertainty. This makes it possible to assume
that the TMR sensors can be usefully used in EC-NDT applications.
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1 Introduction

The Eddy Current Non-Destructive Testing (EC-NDT) technique is actually widely
used in the industrial applications in order to detect the presence of defects in con-
ductive structures. As it is known, the EC-NDT technique is based on the induction
of currents in the material under test through a suitable excitation system; these cur-
rents generate a reaction magnetic field which changes in presence of defects in the
material; by means of an appropriate magnetic field sensor and suitable processing
procedures, it is possible to detect the presence of a defect and evaluate its geometric
characteristics (length, width, depth) [1–9].

With reference to magnetic field detection systems, many solutions are provided
in the literature, based on both magnetic pickups [1] and magnetic field sensors
[2–5, 10]. Among the latter, magnetoresistive sensors are among the most used,
thanks to their characteristics of limited size, good spatial resolution and adequate
sensitivity for EC-NDT applications.

To this category belong the Giant MagnetoResistive sensors (GMR), formed by a
multilayermetallic structurewith alternating ferromagnetic and non-magnetic layers.
In presence of an external magnetic field, the GMR sensors provide changes in
electrical resistance that ranges from 10 to 20% up to 70% [11]. However, for optimal
use as magnetic field sensors, the GMR sensors require an external control circuitry
able to constantly ensure a proper reference magnetization axis and an output signal
offset compensation.

Another class of magnetic field sensors based on the magnetoresistive effect is the
AMR (Anisotropic MagnetoResistive) sensors. The sensor structure is composed of
a thin film of a ferromagnetic material (nickel-iron, permalloy) deposited on a sil-
icon wafer. In presence of an external magnetic field, the AMR sensor resistance
changes up to 2–3% [12–15]. Although they exhibit less sensitivity than GMR sen-
sors, AMR sensors are built with internal circuits to compensate for magnetization
and offset effects, allowing much easier development of magnetic field measurement
applications [12–15].

Recently, magnetic field sensors based on the Tunnel effect (TMR—Tunneling
Magneto-Resistance) have been introduced. The TMR sensors are based on a par-
ticular multi-layer junction (TMJ—Tunneling Magnetic Junction) composed of two
ferromagnetic layers separated by a non-magnetic tunnel barrier. The first ferromag-
netic layer is characterized by a “free” magnetic direction, in the sense that it can
assume a magnetic polarization with direction depending on the external magnetic
field. The second ferromagnetic layer, instead, is “pinned”, i.e. the polarization direc-
tion is fixed and does not depend, within certain limits, on the external magnetic field.
Applying an external magnetic field, the polarization of the free layer is modified
according the external magnetic field direction and intensity, determining a varia-
tion of overall junction resistance. Figure 1 shows the TMJ resistance against the
polarizations of the ferromagnetic layers.

In the presence of a magnetic field, the TMR sensors provide a greater resistance
variation than that provided by the previously described AMR and GMR sensors
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Fig. 1 TMJ resistance against the polarizations of the ferromagnetic layers

and do not require compensating circuits. Compared to a AMR sensitive element, a
TMJ element has a higher sensitivity and a wider linear range. Compared to a GMR
sensitive element, a TMJ element has a higher sensitivity, less energy consumption,
and a wider linear range.

Because of its recent production, the TMR sensor is not well known in terms of
metrology performance, and even manufacturers do not provide exhaustive informa-
tion. For this reason, in order to efficiently use TMR sensors in an EC-NDT probe,
the authors have made a preliminary metrological characterization of a TMR sensor
by Multi Dimension Technology (model TMR2905D), following the same approach
used for the previously characterization of a GMR sensor [10].

2 TMR Sensor Performance Evaluation

Figure 2 shows the measurement station developed to characterize the considered
TMR sensor. It is composed by a signal generator coupled with a Kepco bipolar
amplifier to feed a calibrated Helmholtz coil in order to generate a controlled excita-
tion magnetic field; the TMR signal output is then amplified and measured by means
of a digital multimeter. The TMR sensor is placed in the middle of the Helmholtz
coil in order to assure a uniform excitation magnetic field.

The tests are performed applying both DC and AC magnetic fields. Figure 3
shows the obtained DC TMR transfer function in the magnetic field range of ±30 G
and for a TMR supply voltage of 1 V. The analysis of the DC characteristic shows
a saturation effect for magnetic field values of ±10 G, together with a noticeable
linearity. Figure 4 shows the TMR sensitivity characteristic, with a mean value of
53.58 mV/G in the magnetic field range of ±4 G.
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Fig. 2 Measurement station for the TMR characterization

Fig. 3 TMR transfer function for DC magnetic fields in the range of ±30 G

Figure 5 shows the AC TMR transfer function obtained for magnetic field values
from 0 to 4 G, in the frequency range from 1 kHz to 50 kHz and for a TMR supply
voltage of 1 V. Figure 6 shows the corresponding AC TMR sensitivity characteristic.
A mean sensitivity of about 39 mV/G was obtained, together with a good linearity
with a maximum variability of 1.32 mV/G for the considered frequency range.

It should be pointed out that only some of these characteristics correspond to those
supplied by the manufacturer (when available).

3 Uncertainty Evaluation

For the correct use of the TMR sensor in EC-NDT applications, the main uncertainty
contributions that affect sensor performance were evaluated [16, 17], as the manu-
facturer did not provide any information about it. In particular, for the evaluation of
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Fig. 4 TMR sensitivity for DC magnetic fields in the range of ±30 G

Fig. 5 TMR transfer function for AC magnetic fields (0–4 G) in the frequency range from 1 to
50 kHz

the uncertainty contributions, repeated tests were performed in the magnetic field
range of ±4 G (where the considered sensor showed the best performances).

In detail, the uncertainty contributions due to repeatability (σTMR), sensitivity
(μSEN), hysteresis (μHYS), non-linearity (μNL) and frequency variability (μFREQ) of
the sensor response were examined.

The uncertainty due to the repeatability of the sensor response was calculated
using the (1), that is, by means of the standard deviation of the sensor response
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Fig. 6 TMR sensitivity for AC magnetic fields (0–4 G) in the frequency range from 1 to 50 kHz

(Vout) with respect to the applied magnetic field (G), evaluated on N repeated tests
(N>20):

σTMR �
∑N−1

i�0 Vout2i√
N

� 0.02mV (1)

The uncertainty due to the variability of the sensor sensitivity has been calculated
by means of the (2), where �MAX SEN is the difference between the maximum and
theminimumvalue of the sensor output obtained to the same variation of the imposed
magnetic field �G:

μ̇SEN � �MAX SEN√
3

� 0.20mV/G (2)

The uncertainty due to the hysteresis of the sensor response was calculated using
the (3), where �VMAX and �VMIN are the maximum and minimum output value of
the sensor at the same imposed magnetic field value, with respect to the overall range
of magnetic field �G in which the hysteresis cycle has been analyzed (±4G):

μHYS � (�VMAX − �VMIN )√
3

� 0.43mV (3)

The uncertainty due to the non-linearity of the sensor response was calculated
using the (4), where �MAXNL is the maximum deviation of the sensor response with
respect to the ideal output characteristic, depending on the applied magnetic field
�G:
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μNL � �MAXNL√
3

� 1.01mV (4)

The uncertainty due to the frequency variability of the sensor response has been
calculated using the (5), whereMAX _VAR_FREQ(VOUT ) is the maximum variation
of the sensor response with the same applied magnetic field G, in the considered
frequency range:

μFREQ � MAX _VAR_FREQ(VOUT )√
3

� 0.76mV (5)

Finally, the overall uncertainty of the TMR sensor due to all the aforementioned
contributions was assessed by (6):

μ̇TMR �
√

μ̇2
SEN + μ̇2

tot (6)

where

μ2
TOT �

√
σ 2
TMR + μ2

HYS + μ2
NL + μ2

FREQ (7)

4 Conclusions

The work reports a first characterization of a TMR sensor for EC-NDT applications.
The experimental results obtained show that the considered TMR sensor can be
usefully used for the measurement of continuous and variable magnetic fields. The
characteristics of good sensitivity and linearity and ease of use with respect to the
other types of magnetic field sensors (GMR and AMR) make it possible to develop
methodologies for analyzingdefects in conductivematerials bymeans of eddy current
which aremore efficient and less critical from the implementation point of view.With
this in mind, future research developments will concern the integration of the TMR
sensor into an EC-NDT probe for the identification of defects on conductive elements
in real operating conditions.
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Thermal, Mechanical and Electrical
Investigation of Elastomer-Carbon Black
Nanocomposite Piezoresistivity

Giovanna Di Pasquale, Salvatore Graziani, Guido La Rosa, Fabio Lo Savio
and Antonino Pollicino

Abstract Polymeric composites, where polymeric matrices are purposefully added
with suitable fillers, have raised the interest of the scientific community, since mate-
rials with characteristics that depend on the nature of both the polymeric matrix and
the filler can be obtained. The paper deals with the investigation of composites based
on an insulating polymeric matrix, realized by using polydimethylsiloxane (PDMS)
and carbon black (CB), as the filler, for realizing nanocomposites. The PDMS is an
insulating matter, while the CB has conducting properties. If a suitable concentration
of the CB is used, it is possible, therefore, changing the electrical properties of the
composite from insulating to conducting. Such a possibility is, e.g. described in the
framework of the percolation theory. Since a deformation of the composite causes
a corresponding change in the concentration of the filler, it is possible using the
described nanocomposites as piezoresistive elements. Based on the considerations
reported above, composites were realized by using different concentrations of the
filler, in order to obtain a reasonable value of the composite resistivity. The corre-
sponding thermal, mechanical and electrical properties where, therefore, investigated
in typical laboratory conditions.
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1 Introduction

In the past years, sensing systems, based on polymers, have raised a significant inter-
est in the scientific community [1].More specifically, compositematerials, consisting
of insulating polymeric matrix and a conductive filler have been used for realizing
pressure, tactile sensors [2] and gas sensors [3]. In [4], a conductive mixture has been
proposed for realizing a glove capable of posture and gesture monitoring. Further
applications can be envisaged in themonitoring and preservation of cultural heritage.
In [5], a device has been proposed by some of the authors to realize flexible tailored
sensors for large deformation monitoring. Results obtained in the characterization
of natural rubber, loaded with carbon black, as a piezoresistive material have been
reported in [6].

Here, the possibility of using a silicone matrix, loaded by using carbon black
nanoparticles, to realize piezoresistive sensing elements is investigated.More specifi-
cally nanocomposite based on polydimethylsiloxane (PDMS), loaded with acetylene
carbon black (CB), have been considered and the characterization of such composites
will be described in the following.

2 The Composite Synthesis and the Thermal
Characterization

Samples analyzed in the following, were produced using PDMS, as the matrix, and
various amount of CB as filler. The experimental conditions have been verified in
order to obtain the most precise control of the degree of crosslinking, which has
a high importance, since it influences the mechanical properties of the final poly-
mer. The samples were fabricated using a linear poly(dimethylsiloxane)-hydroxy
terminated (PDMS-OH, viscosity 18,000–22,000 cSt from Aldrich). The crosslink-
ing reaction was carried out at room temperature from a mixture of PDMS-OH in
presence of 4% (by mass) of TetraEthOxySilane (TEOS) and 1% (by mass) of Tin
(II) 2-ethylhexanoate (SNB), as catalyst. A scheme of the crosslinking reactions is
shown in Fig. 1.

CB (acetylene 100% compressed, bulk density 170–230 g/L from Alpha Aesar)
has been utilized as filler (see Fig. 2). This type of CB is obtained by thermally
decomposing acetylene gas. This method provides CB with higher structures and
higher crystallinity, good for electric conductive agents.

The PDMS/CB composites have been obtained by solution blending. A small
volume (about 2 ml) of dichloromethane was added to a weighted amount of PDMS-
OH (4 g) in a Teflon mold, in order to decrease the viscosity of the starting matrix,
and then to get better dispersion of the filler. Then, CBwas added and themixturewas
sonicated at 15W for 10 min. Samples have been prepared with different percentage
by weight of CB (6, 8, 10% of CB).
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Fig. 1 A scheme of the crosslinking

Fig. 2 A view of CB, used
as filler for the composite
fabrication

Table 1 Weight percentage of CB used for composite realization

Samples

Neat crosslinked PDMS-OH PDMS-OH (%)

PDMS-OH + 6% by weight of CB CB 6

PDMS-OH + 8% by weight of CB CB 8

PDMS-OH + 10% by weight of CB CB 10

Details about the composites investigated in the following of the paper are reported
in Table 1.

Finally, 4% by weight of crosslinking agent (TEOS) and 1% by weight of SNB
catalyst were added and the mixture was mixed for 10 min. The composites were
then transferred into metal molds in order to obtain a better control of the thickness
of the samples to be subjected to characterization. The crosslinking time was fixed
in 4 h. A view of the molding system, along with a produced sample, is shown in
Fig. 3.
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Fig. 3 The molding system
and a sample as obtained
after the crosslinking phase

Table 2 Degradation temperatures (Td10) of PDMS-OH/Carbon Black composites

Samples Td10 (°C) Gain in terms of Celsius
degrees, compared to the neat
matrix

PDMS-OH 389 –

CB 6% (A4106C CB) 405 +16 °C

CB 8% (A4108C CB) 405 +16 °C

CB 10% (A4110C CB) 421 +32 °C

2.1 Thermogravimetric Analysis (TGA) of the Obtained
Composites

The Thermogravimetric analysis was performed in order to obtain information on
the thermal stability of the nanocomposites. TGAs were carried out in static air in
the range 25–700 °C, with a heating rate of 10 °C min−1. The combined action of an
oxidizing atmosphere and of high temperatures causes the initiation of degradative
processes in the polymers which involve the breaking of the chains and/or variations
of the structure and of the terminal groups. From these degradative processes, volatile
gaseous products are obtained, which result in a decrease in the residual weight of
the sample under test.

A measure of thermal stability can be obtained from the comparison of the degra-
dation temperature determined on the basis of the weight loss. Considering as degra-
dation temperature the one at which a weight loss of 10% (Td10) is recorded, some
information can be drawn on the effect of the filler presence.

Td10 of neat PDMS-OH is 389 °C (see Table 2), while TGA data for the filler
containing samples testify to the good dispersion of the filler as evidenced by the
increase of the thermal stability of the composites with respect to the virgin matrix.
In fact, Td10 of CB 6% and CB 8% samples are 405, 16 °C higher than PDMS-OH,
while the one of CB 10% sample is 421, 32 °C higher than neat matrix.

The comparison, between the thermogravimetric curves obtained for PDMS-OH
and for the CB 10% samples, is shown in Fig. 4.
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Fig. 4 Comparison between
the thermogravimetric curves
of PDMS-OH and composite
with 10% by weight of CB,
respectively

The higher thermal stability found in these samples is due to the fact that dispersed
carbon black hinders the formation of radicals so that the temperatures at which there
is 10% loss in weight are higher.

2.2 Mechanical Dynamic Analysis (DMA) of the Obtained
Composites

Further insight on the chemical structure of the nanocomposites was investigated by
performing the Mechanical Dynamic Analysis (DMA) of the samples. Tests were
carried out in compression mode at a frequency of 1 Hz in the temperature range
−135 ÷ 30 °C (scan rate 10 °C min−1). Tritech2000, from Triton Technology Ltd,
was used for the experiments. The presence of the CB determines a shift at higher
temperatures of the melting of the crystalline domains of the PDMS (fall of the
module~−40 °C in the PDMS-OH, and~−38, 36 and 29 °C in the CB 6%, CB 8%
and CB 10% composites, respectively) and an increase in the storage modulus of
the composite at room temperature. A comparison between the storage modulus as
a function of temperature in PDMS and CB 10% nanocomposite is shown in Fig. 5.

3 Investigation of the Composite Piezoresistivity

The electric properties of samples based on PDMS and different concentrations of
CB, as the filler, were investigated in order study their piezoresistive properties.More
specifically, while in a first production phase, the CB varied in the interval 0.1–10%
in weight, it was found that relevant changes in the composite resistivity occurred in
a smaller range of concentration values. For such a reason, the investigations were
further focused for CB concentrations in the range 6–10%, as reported in Table 1.
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PDMS-OH

PDMS-CB10%

Fig. 5 Comparison between the storage modulus, as a function of temperature, in PDMS and CB
10% composite, respectively

Fig. 6 A CB based sample,
extracted from the molded
composite

3.1 The Measuring System for Piezoresistivity Investigation

Ameasurement campaign has been executed in order to investigate the piezoresistive
behaviors of the samples. More specifically, all samples have been cut from the
molded composites by using a punch and samples thickness has been determined by
using a gauge. A view of a sample extracted from a produced composite, as obtained
by the molding phase, is reported in Fig. 6.

A system was realized for imposing the deformation to the devices under test.
Both a CAD representation and a picture of the set up are reported in Fig. 7. A
micrometer (Mitutoyo, model n. 148–316) was used for applying the deformation to
the device. The systemwas, also, equipped with two copper electrodes for measuring
the corresponding values of the device resistance.

Loading cycles have been, therefore, applied to the samples with a constant com-
pressive step equal to 2.5%, up to a maximum compressive value equal to 25%.
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Fig. 7 A scheme of the set up (a) and a picture of the realized set up (b)

Experiments were performed in hydrostatic conditions. The corresponding values of
the sample resistance were measured both by using a linearized Wheatstone bridge
and with Agilent 33301A digital multimeters.

3.2 The Experimental Results

It has been reported in the literature that resistive devices, based on polymeric com-
posites, even in the presence of a constant load, show a change in the value of the
resistance with time, which is known as resistance creep [2, 6]. For such a reason,
a preliminary investigation was performed in order to determine the time scale of
such a phenomenon. In Fig. 8, the time plot of the changes in the resistivity values
for a sample with 10% of CB, following the application of a 5% compressive load
are reported.

More specifically, the results of three experiments are reported in the figure. From
the results reported in Fig. 8, it can be concluded that the changes in the resistivity
value can be considered occurring in a time interval smaller than about 10 min.
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Fig. 8 Time evolution of the resistivity of the CB 10% sample, after applying 5% compressive load

According to the considerations reported above, data used in the following have
been acquired 10 min after the application of the mechanical deformation.

Devices have been realized by using the CB concentrations reported in Table 1.
The changes in the resistance value as a function of the applied deformation d have
been recorded. The corresponding changes in the resistivity value have been, finally,
estimated. As an example, in Fig. 9, the results obtained for a device with CB equal
to 8% are reported. More specifically, Fig. 9a reports the values of the resistance,
while in Fig. 9b, the corresponding resistivity values are shown. In Figs. 9a and
9b, the results obtained by using a polynomial interpolation are also reported. The
corresponding modelling RMSEs are equal to 61,7 k� and 1.23 * 103, respectively.
Similar results have been obtained, also, for samples CB 6% and CB 10%.

From the analysis of the results shown in Fig. 9, it can be observed that for
small values of the applied compressive deformation, a piezoresistive effect has
been observed, with a reduction of both resistance and resistivity. Nevertheless, for
larger values of the deformation, both parameters increase their values.

A further elaboration has been performed for investigating the piezoresistivity
the devices, as a function of the CB volume concentration. More specifically, using
the density values of the main components (0.97 g/cm3 and 0.56 g/cm3, for PDMS
and CB, respectively), the values of the volume concentrations for samples CB 6%,
CB 8% and CB 10% in absence of any deformation, become 10%, 13%, and 16%,
respectively.
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Finally, the applied deformations have been transformed into corresponding val-
ues of the CB volume concentration [7]. Obtained results are reported in Fig. 10.

The analysis of results reported in Fig. 10 show that though the devices show a
piezoresistive behavior, the phenomenon cannot be described as a function of the
applied volume filler concentration and further investigations are required for better
understanding the involved phenomena.

4 The Viscoelastic Characterization of the Composites

The analysis was carried out in order to characterize the composites from a mechan-
ical point of view, with particular attention to the viscoelastic aspect. The work
performed, therefore, should be inserted into a broader context that concerns the
study and complete characterization of new types of CB filled polymers.

As previously stated, nanocomposite devices with CB content ranging from 6%
to 10% have been investigated and have shown a change in the resistance with the
applied deformations. Among the mentioned composites, the results obtained in the
viscoelastic characterization of the CB 10% will be reported. More specifically, the
investigation is intended to evaluate the influence of the kinematic viscosity of the
filled PDMS on the relaxation of the system.

4.1 Description of the Testing Machine

The testing machine used to carry out stress relaxation tests on polymeric materials
consists of:

• Aluminum frame on which the various components are fixed;
• Electrostatic actuator Physik Instrumente M-230.25, with relative software, to
impose the desired deformations on the specimens;

• Controller Mercury II C-862, to maneuver and control the actuator via PC;
• Load cell Tekkal L2320/50LBS, to measure the force applied to the specimen;
• Board Transducer Techniques TM0-1, to amplify the load cell signal;
• Laser Baumer OADM 12U6460/S35A, to measure the displacement imposed by
the actuator;

• Acquisition board NI-DAQ USB-6009 for detecting, processing and transmitting
signals from the load cell and the laser to a PC;

• Steel plate, fixed to the base of themachine, to host the specimens to be compressed;
• Calibrated screw, fixed to the load cell and having the task of transmitting the
compression force to the specimens, prepared ad hoc in order to have the same
diameter of the screw itself;

• A dedicated NI-LabVIEW 2017 software to capture, filter, save and instantly
display the output signals (from the load cell and the laser) has been implemented.
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Fig. 9 Dependence of the electrical properties of a CB 8% nanocomposite based device as a
function of the applied deformation d. Resistance values (a), and resistivity values (b)
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Fig. 11 The set up for themechanical investigation of the nanocomposite. The compressing system
(a), and the sample casing (b)

The tests were performed under compressive load in confined way inside a steel
constraint; in this way, the specimen was compressed under conditions of hydrostatic
pressure. Figure 11a, b show the mechanical set up and the casing system used for
performing the mechanical investigation.

4.2 The Testing Procedure Acquisition

Relaxation tests were performed with duration of just over an hour each. The tests
were carried out under displacement control. Each test requires the actuator to per-
form a series of movements (loading and unloading cycles, 0.1 mm pre-loading step,
compression and unloading steps), as shown in Fig. 12. These phases are commonly
used for the initial conditioning of the viscoelastic material, mainly for biological
tissues and elastomers. In particular, the following phases were observed: five cycles
of loading and unloading at 30% of the specimen thickness, 0.1 mm preloading,
compressive loading (start of relaxation test). Between the end of the last loading-
unloading cycle and the beginning of the pre-compression, as well as between the
end of the latter and the beginning of the final relaxation compression, a waiting
time of 10 s has been set, to allow the redistribution of internal stresses created in
the polymer by the imposed deformations.

Since deformations of different entities (20, 40 and 50% of the thickness) were
imposed on each specimen, it would not have been possible to carry out the unloading
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Fig. 12 Initial (a) and final (b) phases of the relaxation test on CB 10%

phase in the same way for the different types of tests. In all cases, the last step has
the same amount (0.1 mm), so as to cancel the effect of the initial preload and return
the actuator to the total rest position. Among all the steps, a waiting time of 15 s has
been set, to check the elastic response of the material.
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Fig. 13 Relaxation curve of the CB 10% sample

4.3 Results of the Relaxation Phase

The results shown in Fig. 13, obtained by the direct measures (displacement imposed
on the specimen, force by the load cell) allow to define the stress-strain behavior.

From the experimental data obtained, assuming an isotropic sample subjected to
hydrostatic pressure, it was possible to derive the value of the Young Modulus (E)
and Bulk Modulus (K) of the CB 10% sample [8]:

E � 5.1 ± 0.2MPa

K � 2, 820 ± 5MPa

From the equation �3 (1–2ν) the value of the Poisson coefficient for the material
has been obtained (ν):

ν � 0.499699 ± 1 · 10−6

Once the experimental data were acquired, some types of parametric models
were studied, in order to choose the model that best suited the real behavior of
the material. The experimental data was first filtered using MATLAB. Then, the
fitting has been completed using both polynomial and exponential fitting, by spring
and damper models in series (Maxwell), in parallel (Kelvin-Voigt, Zener) or more
complex. The model with the highest value of R2, as well as the lowest Root Mean
Square Error (RMSE) was the generalized model of Maxwell with three elements in
parallel (Fig. 14). The results obtained find excellent concordance in the literature
[9].
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(a) (b)

Fig. 14 Scheme of a three-elements of Maxwell generalized model (a) and comparison between
experimental data and this model (b)
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Polishing Process Analysis for Surface
Plasmon Resonance Sensors in D-Shaped
Plastic Optical Fibers

Nunzio Cennamo, Maria Pesavento, Simone Marchetti, Letizia De Maria,
Paola Zuppella and Luigi Zeni

Abstract In this work we want to compare performances of different plasmonic
sensors, obtained by different polishing processes of D-shaped Plastic optical fibers
(POFs). Three D-shaped POF plasmonic sensor configurations, obtained by three
different polishing processes, have been created and experimentally tested. The pro-
posed devices are based on the excitation of surface plasmons at the interface between
the under test medium and a thin gold layer directly deposited on plastic fiber core
(D-shaped area). The experimental results have shown that the performances are
influenced by surface roughness variations in the D-shaped POF region.

Keywords Plasmonic sensors · Plastic optical fiber (POF) · D-shaped POF

1 Introduction

Optical fiber sensors based on surface plasmon resonance (SPR) are today widely
proposed for applications in different areas of bio-chemical and chemical sensing
[1–4]. Among them, SPR sensors based on plastic optical fibers (POFs) can offer
advantages due to their low cost, flexibility, robustness and simplicity of fabrication.
Authors reported several bio-chemical applications [5–7] based on an SPR sensor
platform in D-shaped POF [8].
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In this work, we compare the optical performances of different hand polished
D-shaped POF platforms SPR sensors, in order to establish a mechanical polishing
procedure. In particular, three D-shaped POF-SPR sensor configurations, obtained
by three different polishing processes, have been created and experimentally tested.
In the first case we used only 1μmpolishing paper to obtain the sensor, in the second
one only 5 μm polishing paper and, finally, in the last case, we used both 5 μm and
1 μm polishing papers (first 5 μm, then 1 μm).

2 Optical Sensor Configurations

The adopted D-shaped fabrication procedure is based on the insertion of a portion of
the POFfiber (about 10mm long) in a resin support and on a successive hand grinding
of the fiber surface. This procedure guarantees an easy and low-cost effective strategy
for the removal of the cladding layer in the POF sensing region and for the reduction
of the exposed core. In the end, a thin gold film (60 nm thick) can be deposited on
the flat hand ground D-shaped POF core, by sputtering process, for exciting SPR
resonance at the metal/external medium interface. Figure 1 shows the outline of the
D-shaped SPR sensor.

For all three considered platforms, mentioned above, the total depth of the D-
shaped POF region and the thickness of the gold film are the same. This analysis
is interesting because the performances are influenced by small variations in the
morphology of the D-shaped region (i.e. roughness and total depth) resulting from
the manual process used for the preparation of the sensor [9, 10].

The proposed devices are characterized by exploiting a halogen lamp
(HL–2000–LL, Ocean Optics) to illuminate the optical fiber sensor, observing the
transmitted spectra by a spectrometer (FLAME-S-VIS-NIR-ES, Ocean Optics) and
normalized to the spectrum transmitted when the outer medium is air [8].

Fig. 1 Outline of the SPR
sensor based on a D-shaped
POF
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3 Experimental Results

Figures 2, 3 and 4 report, for the three different D-shaped sensors, the experimental
SPR transmission spectra (normalized to the spectrum recorded with air as the sur-
rounding medium) referring to five different water-glycerine solutions, with refrac-
tive index ranging from 1.332 to 1.380.

In the first case (Fig. 2) we used only 1 μm polishing paper to obtain the sensor,
in the second one (Fig. 3) only 5 μm polishing paper and, finally, in the last case
(Fig. 4), we used both 5 μm and 1 μm polishing papers.

The experimental results indicate that the configuration created by both polishing
papers (Fig. 4) shows better performances.

Table 1 reports the sensors’ sensitivity and the detectable refractive index range,
obtained by the slopes of the linear fittings of the data (resonance wavelength shift
versus refractive index) obtained by the three different polishing processes. Only in
the last case (5 μm and 1 μm polishing papers) the linear fitting is a representative
fitting of the data (R2 �0.99) in all the refractive index range.

Fig. 2 SPR spectra of the sensor created by 1 μm polishing paper
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Fig. 3 SPR spectra of the sensor created by 5 μm polishing paper

Fig. 4 SPR spectra of the sensor created by 5 μm and 1 μm polishing papers
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Table 1 Parameters of the linear fittings of data

Polishing paper (Slope of linear fitting)
S � δλ/δns (R2)

Detectable refractive index
range

1 μm 822 [nm/RIU], (R2 �0.78) 1.35–1.38

5 μm 205 [nm/RIU], (R2 �0.55) 1.33–1.35

1 μm+5 μm 1437 [nm/RIU], (R2 �0.99) 1.33–1.38

4 Conclusions

The experimental results indicate that the configuration created by exploiting both
the polishing papers shows better performances. In the future, amechanical polishing
procedure will be set-up starting from these experimental results.
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AMolecularly Imprinted Polymer
on a Novel Surface Plasmon Resonance
Sensor

Maria Pesavento, Simone Marchetti, Luigi Zeni and Nunzio Cennamo

Abstract As a proof of principle, we have developed a novel surface plasmon reso-
nance (SPR) sensor used to monitor the interaction between a molecularly imprinted
polymer (MIP) and a small molecule as the substrate. This plasmonic platform is
based on a removable polymethyl methacrylate (PMMA) chip with a thin gold film
on the top, two PMMA plastic optical fibers (POFs) and a special holder, designed
to obtain the plasmonic phenomenon. We have experimentally tested whether the
optical sensitivity is sufficient for monitoring an MIP receptor. The advantage of
MIPs is that they can be directly deposited on a flat gold surface by a spin coater
machine, without modifying the surface, as needed for the bio-receptors. With this
new sensor, it is possible to achieve remote sensing capabilities, by POFs, and also
to realize an engineered platform with a removable chip sensor.

Keywords Surface plasmon resonance sensors ·Molecularly imprinted polymers
Slab waveguides

1 Introduction

Optical chemical sensors and biosensors have been shown to be able to play an
important role in numerous fields, especially the biosensors based on optical fibers
and surface plasmon resonance (SPR) phenomenon [1–3]. They selectively recognize
and capture the analyte present in a liquid sample so producing a local increase of
the refractive index of the dielectric layer in contact with the metal film. The use of
SPR sensor devices often requires replaceable parts and disposable chips for easy,
fast and on site detection analysis.
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In this framework, we propose a novel low-cost SPR sensor platform for selective
detection of analytes in aqueous solutions. It is based on a PMMA slab waveguide
covered with a thin gold film and inserted in a special holder, designed to produce
the plasmonic resonance at the gold-dielectric interface [4]. On the gold film an
MIP receptor has been deposited by a simple procedure, only based on a spin coater
machine and an oven [5].

MIPs are synthetic receptors with many favorable aspects with respect to bio-
receptors, such as an easier and faster preparation, the possibility of application
outside the laboratory and, for example, a longer durability under environmental
conditions [6]. The advantage of MIPs is that they can be directly deposited on a flat
gold surface without modifying the surface (functionalization and passivation), as
needed for the bio-receptors.

In this work, as proof of principle, a selective MIP was considered as the receptor
for furfural (furan-2-carbaldehyde, 2-FAL) and the possibility of using the device
obtained for detection of 2-FAL in aqueous media was investigated.

The determination of 2-FAL in wine or beer, aqueous matrices of interest in food
industry, is becoming a very crucial task in relation to its toxic and carcinogenic
effect on human beings. Moreover, 2-FAL is also relevant for food flavor and aroma,
which are important factors in terms of quality control and quality assurance. Inwines
for example, this factor is among the most important ones [7]. During the ageing,
the concentration of some compounds, formed during the alcoholic fermentation,
decreases and new compounds appear, some deriving from the evolution of the
wine components themselves and some extracted from wood. Furanic compounds,
in particular 2-FAL, which can be formed in wine by sugar dehydration, and can be
extracted from wood as well, has a high impact on the aroma. Moreover, they can be
used as ageing markers as well.

2 Plasmonic Platform

Figure 1 shows the novel SPR sensor configuration. It is based on a slab waveguide
(a layer of PMMA of 1 cm×1 cm×0.5 mm in size) with a thin gold film on the top
surface (60 nm thick deposited by the sputter coater Baltec SCD 500) inserted in a
special holder, designed to produce the plasmonic resonance at the gold-dielectric
interface [4]. As shown in Fig. 1, the light is launched in the slab waveguide through
a trench, realized into the holder, and illuminated with a POF, to excite the surface
plasmon waves. The output light is then collected by another POF, positioned at the
end of the slab waveguide, at an angle of 90° with respect to the trench, and carried
to a spectrometer. In this configuration, the trench has been used because a large
incident angle is required for SPR excitation [4].
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Fig. 1 Sensor system outline and top and cross section view of the chip

On the gold filmof the removable chip (slabwaveguide) anMIP layer is deposited.
The experimental setup is based on a halogen lamp (HL–2000–LL, Ocean Optics),
used to illuminate the first POF, and a spectrometer (FLAME-S-VIS-NIR-ES, Ocean
Optics) connected to the second POF, used to observe the transmitted spectra (see
Fig. 1).

3 Experimental Results

About 50 µL of solutions with different concentrations of 2-FAL were dropped over
the MIP layer and the spectrum recorded after ten minutes incubation. The SPR
transmission spectra were normalized to the reference spectrum byMatlab software.
In particular, the transmission spectra have been normalized to the spectra obtained
in air before MIP deposition, in which no plasmon resonance is excited. The dose-
response curves were obtained by plotting the resonance wavelengths versus the
2-FAL concentrations.

In a semi-log scale, Fig. 2 shows the resonance wavelengths versus the 2-FAL
concentration (ppm) together with the Hill fitting. The obtained results have shown
the good performance in terms of sensitivity and limit of detection (LOD) of this
novel approach.
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Fig. 2 Resonancewavelengths (nm) versus the concentrations of 2-FAL (ppm), in semi-logarithmic
axes, with Hill fitting of data

4 Conclusions

The removable PMMA chip, with gold film on the top, is suitable for chemical appli-
cations after the deposition of a specific receptor (MIP). This chip can be changed and
optimized for each test. The easy replacement of the chip allows for the production
of an engineered platform by simplifying the measurement procedures.
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Design of a Label-Free Multiplexed
Biosensing Platform Based
on an Ultracompact Plasmonic Resonant
Cavity

Francesco Dell’Olio, Donato Conteduca, Maripina De Palo, Nicola Sasanelli
and Caterina Ciminelli

Abstract A multi-analyte biosensing platform for the selective label-free detection
of protein biomarkers has been designed through a three-dimensionalmodel based on
the finite element method. The sensing element of the platform is a planar plasmonic
nanocavity, consisting of a one-dimensional periodic structure (Bragg grating) in
gold, with a defect, placed on the buried oxide of a silicon-on-insulator substrate.
The footprint of this sensing element, which has a good chemical stability, is only
1.57 μm2. The sensor has a detection limit of 128 pg/mm2 and a surface sensitivity
of 1.8 nm/nm.

Keywords Biosensor · Plasmonics · Bragg grating

1 Introduction

Several diseases, including neoplastic and cardiovascular ones, require early med-
ical diagnosis, in order to detect the pathologies at their first stages, so increasing
the chances of survival for patients. Large-scale screening of at-risk patients by bio-
logic fluid analysis throughminiaturized lab-on-chipmicrosystems is a very effective
approach to achieve this early medical diagnosis in a noninvasive way [1]. Biologic
fluid analysis typically aims at detecting any traces of diagnostic biomarkers [2], but
the detection of a single marker at abnormal concentration usually has poor diagnos-
tic valuewhile the identification of abnormalities relevant to the concentration of a set
of properly selected biomarkers (biomarker panel) can be strongly correlated to the
actual existence of the disease [2]. This is the reasonwhymultiplexed biosensing plat-
forms able to detect abnormal levels of biomarker panels are strongly demanded [3].
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Label-free optically-based biosensors have demonstrated several advantages with
respect to the competing technologies, i.e. higher sensitivity and accuracy, very low
detection limit and wide dynamic range, so allowing the detection of low biomarkers
concentration (<100 ng/mL) [4, 5]. Furthermore, the strong device compactness and
their high suitability for on-chip integration allow realizing multiplexed analysis of
several biomarkers with high specificity [6].

The plasmonic biosensing configurations and, in particular, surface plasmon reso-
nance (SPR) biosensors, have been largely used in the field of ultra-sensitive detection
of bio-molecules because of their ultra-low resolution, down to 1 ng/mL, which is
suitable for almost all emerging applications in medicine [7]. However, SPR biosen-
sors are typically bulky and their miniaturization is challenging. Therefore, different
approaches have been proposed in order to enable theminiaturization and the on-chip
integration of the plasmonic biosensors. Among these approaches, planar resonant
nanocavities, where light is confined in surface plasmon polariton (SPP) waveguides
[8–10], are very advantageous because a biosensor with such configuration can be
easily arrayed due to a footprint of the order of 1 μm2, and has a resolution that
is compliant to the requirements of many applications in the field of medicine. In
addition, a biosensor in which the light beam is confined in planar SPP waveguides
exhibits the most attractive advantages of the integrated optical devices, including
the possibility to be fabricated by the standard fabrication processes and techniques
widely utilized in micro- and nano-electronics.

Here, we report on the design of a newmetal-insulator-metal (MIM) ultracompact
integrated plasmonic platform, based on multiple label-free plasmonic biosensors
for multiplexed biomarker analysis. The platform can be integrated on a silicon-on-
insulator (SOI) chip.

2 Design

The configuration of the biosensing platform for detecting and monitoring a number
of biomarkers is shown in Fig. 1 [11].

The system includes an array of nanoplasmonic biosensors, assuming to be func-
tionalized with different receptors for the multiplexed biosensor analysis. A mode
converter is placed at both the input and output of each biosensor to convert the mode
in the plasmonic cavity into a guided mode propagating in a SOI waveguide. At the
input of the system there is a 1×M SOI multimode interferometer (MMI), with M
the number of output branches, used as beam splitter to enable the light propagation
in each cavity and the biomarkers multi-detection.

In the selection of the platform operating wavelength, two possible values, 1550
and 1300 nm, have been compared. We have verified that tunable laser diodes with
low-cost, narrow-linewidth, stable and sufficiently high output power are available at
both wavelengths. In addition, at 1550 and 1300 nm the absorption loss of the silica
substrate is negligible. Since the cover medium of each nanoplasmonic biosensor is
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Fig. 1 Schematic of the label-free multiplexed biosensing platform based on the plasmonic biosen-
sor realized by a defective1D Bragg grating for M �3

the plasma where the biomarkers are dispersed, we have preferred the latter option
because the plasma absorption at 1300 nm is significantly lower than at 1500 nm.

The key element of the system is the plasmonic biosensor, realized by 1D Bragg
grating with two closely-spaced gold (Au) rails, whose distance is periodically mod-
ulated with a defect in the middle to obtain the resonant behavior (see Fig. 2) [12].
The cavity has been designed to obtain the best compromise between the Q-factor
and the resonance transmission. A Q-factor of about 20 and a transmission T �19%
(optical loss αcav �7.2 dB at λ �1330 nm) were calculated by three-dimensional
finite element method with a number of periods N �8. The total on-chip optical
losses for each biosensor is 18 dB. The value of T is appropriate for an accurate
measurement of the resonance condition. The archived Q-factor is quite typical for
the plasmonic cavities (Q <102). With an N value of 6, a T improvement up to 32%
can be achieved at the expenses of a Q decrease down to approximately 10.

The Lorentz-Drude model [13] has been selected to derive the wavelength-
dependent gold dielectric constant. Themain reason of this choice is that the Lorentz-
Drude model, unlike other models (e.g., Drude or Johnson and Christy), takes into
account the interband transitions and, consequently, allows obtaining numerical
results matching very well the experimental ones [14].

Theperformanceof the label-free biosensingplatform for several protein biomark-
ers has been calculated. In particular, we have considered the early diagnosis
and monitoring of coronary artery diseases as specific application, by simulta-
neously sensing three protein biomarkers: C-reactive protein, β2-microglobulin,
and adiponectin. The surface sensing calculated by assuming the selective bind-
ing between the target proteins and the bioreceptor molecules attached to the cavity
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Fig. 2 Configuration of the plasmonic biosensor

Table 1 Parameters and performance of the label-free biosensing platform

Optical device Parameters and performance Value

Plasmonic cavity Cavity length (Lcav) 3.3 μm

Q-factor (Q) 20

Transmission (T ) 19%

Resonance wavelength (λR) 1320 nm

Cavity optical loss (αcav) 7.2 dB

1×3 MMI Length of the MMI (LMMI ) 37 μm

Footprint (AMMI ) 250 μm2

MMI optical loss (αMMI ) 0.28 dB

Mode converter Length (LMC) 10 μm

Mode converter loss (αMC) 3 dB

Label-free biosensing platform On-chip optical loss (each branch)
(αTOT )

18 dB

Total footprint (ATOT ) 0.011 mm2

Surface sensitivity (Ss) 1.8 nm/nm

Limit of detection (LOD) 0.42 μg/mL

surface is SS �1.8 nm/nm, while the limit of detection (LOD) of the biosensor is
0.42 μg/mL, much lower than the risky value of the investigated biomarkers.

Table 1 summarize the geometrical parameters and the performance of the
designed biosensing platform.
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3 Conclusions

The design of a label-free multiplexed biosensing platform based on an ultracom-
pact nanoplasmonic planar cavity has been reported. The achieved result in terms of
LOD (=0.42 μg/mL) confirms that this platform is very suitable for the detection of
the specific biomarkers for the diagnosis of cardiovascular diseases at early stages,
obtained with a very compact footprint of the system (ATOT � 0.011 mm2). In fact,
the selected specific application demands a LOD of 0.5 μg/mL. The simultaneous
detection of several biomarkers and the suitability of on-chip integration improve
the efficiency of the medical analysis, reducing false-positive cases, which can be
obtained more frequently with a single biomarker detection. This improves the pre-
vention and reduces thewaiting time for the beginning of the therapy, alsominimizing
the hospital stay of false-positive patients, who do not require any treatment.
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A Novel Intensity-Based Sensor Platform
for Refractive Index Sensing

Nunzio Cennamo, Francesco Mattiello and Luigi Zeni

Abstract In the present investigation a new intensity-based sensor platform for
refractive index sensing is presented. It is based on a special holder, a slab waveguide
and two Plastic optical fibers (POFs). In particular, we present a comparison between
two different configurations: the slab waveguide with and without a buffer layer.
Advantages of this new approach are the possibility of sensing with a removable
chip, the easy production of an engineered platform and the use of a special holder,
which is also suitable for thermo-stabilized flow cells implementation.

Keywords Optical sensors · Plastic optical fibers · Slab waveguides

1 Introduction

Refractive index sensors based on optical fibers have more advantages than those
based on different approaches, for example, the possibility of remote sensing. Optical
fiber sensors are today widely proposed for applications in different areas of bio-
chemical and chemical sensing [1–5]. Several optical sensors based on plastic optical
fibers (POFs) have been recently proposed by the Authors [6–8]. For example, a
plasmonic sensor based on a D-shaped POF is realized with a buffer layer between
the exposed POF core and a thin gold film [6].

In this work, the POF is used only to launch the light into the slab waveguide
and to collect the light emerging from the waveguide, conveying it to a spectrometer.
The sensing region is realized on the PMMA slab waveguide inserted in a special
holder. A photoresist (Microposit S1813) buffer layer is deposited over a PMMA
chip (slab waveguide) by a spin coater. This photoresist buffer layer is required in
order to increase the performances of the sensor. The experimental results indicated
that the photoresist layer improves the performances and this configuration could be
used for chemical sensing applications.
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Fig. 1 Top and cross section view of two sensor configurations with and without the photoresist
buffer layer

2 Optical Sensor System

Figure 1 shows two novel sensor configurations. They are based on a slab waveguide
(a layer of PMMA1cm×1 cm×0.5mmin size andwith 1.49RIU)with a photoresist
buffer layer (Microposit S1813 Photoresist, 1.61 RIU, 1.5 µm thick deposited on its
surface by spin coating) in the first one and without the buffer layer in the second
one.

The slabwaveguide (with orwithout the buffer layer) is inserted in a special holder.
As indicated in Fig. 1, the exciting light (halogen lamp, HL–2000–LL, OceanOptics)
is introduced in the slab waveguide by a 10 mm long trench (size: 1 mm×1 mm),
realized in the holder, illuminated by a POF (1 mm in outer diameter). On the other
hand, another PMMA POF, kept at the end of the slab waveguide at a 90° angle to
the trench, is exploited to carry the output light to a spectrometer (FLAME-S-VIS-
NIR-ES, Ocean Optics). The trench “air waveguide” has been designed because a
large incident angle is required to improve the evanescent field excitation.

A similar approach has been already exploited to realize an innovative, low-cost
and simple plasmonic sensor [7].

3 Experimental Results

Figure 2 reports the experimental transmission spectra (normalized to the spectrum
recorded with air as the surrounding medium) referring to different water-glycerin
solutions, with refractive index ranging from 1.332 to 1.401, for the sensor config-
uration without the buffer layer. Figure 2 clearly shows that the amplitude of the
output decreases when the refractive index increases.

Figure 3 shows the output responses for the same refractive indices when on the
PMMA waveguide is present the photoresist buffer layer.

Figure 4 shows the normalized output at 567.5 nmwavelength versus the refractive
index for both the sensor configurations. In the same figure is also presented the
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Fig. 2 Sensor configuration without buffer layer. Normalized output for different refractive indices
of the aqueous medium

Fig. 3 Sensor configuration with buffer layer. Normalized output for different refractive indices of
the aqueous medium

linear fitting to the experimental data. The sensitivity (the slope of the linear fitting)
changes when the buffer layer is present. In particular, the buffer layer improves the
performances of the sensor system, because the high value of the buffer’s refractive
index (larger than the PMMA one) improves the interaction between the evanescent
field and the aqueous medium.
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Fig. 4 Normalized output (at 567.5 nm wavelength) versus refractive index and linear fitting

4 Conclusions

The experimental results showed that the sensor’s performances improve when the
PMMA slab waveguide is coated with a high refractive index buffer layer. In the
future, for selective detection of an analyte, we want to deposit by spin coating a
chemical receptor layer (Molecularly imprinted polymer) on the slab waveguide. So,
the selective detection of the analyte could be possible exploiting an MIP receptor
combined with this new optical platform, through intensity-based configuration. In
fact, this new sensing platform could be used with a very easy and low-cost experi-
mental setup based on LEDs and photodetectors.
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An Optical Sensing System
for Atmospheric Particulate Matter

Luca Lombardo, Marco Parvis, Emma Angelini, Nicola Donato
and Sabrina Grassini

Abstract Atmospheric particulate is one of the main responsible for the environ-
mental pollution of highly populated cities. The particulate matter can be considered
an aerosol of many particles, with different shapes, morphologies and sizes down
to few micrometers. These small particles are responsible for climate changes and,
when inhaled, can reach the lungs causing respiratory and cardiovascular diseases.
Usually commercial sensors are based on passive filters and are designed to measure
only particles whose size is below a certain value. Therefore, a measuring system
capable of assessing the quality of air and evaluating not only the amount of par-
ticles, but also the size distribution of the particulate matter in urban atmospheres
could be extremely helpful. This paper describes a simple and cheap optical solution,
which is able to detect the total amount of solid pollution particles and classify them
according to their average size, giving a fast response to the users.

Keywords Optical system · Atmospheric particle distribution
Particulate matter · PMxx · Air pollution monitoring

1 Introduction

Nowadays, atmospheric particulate matter is one of the most dominant factors in
air pollution, especially in large cities and industrial sites. Particulate matter (PM)
consists in a complex mixture of small solid particles dispersed in air, which have
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heterogeneous physical-chemical characteristics and whose size largely vary from
hundreds of micrometers down to the sub-micrometer range.

Particulate matter is released in the atmosphere both by natural and anthropic
sources. Anthropic sources are typically associated to the human industrial activities
and to the combustion of fossil fuels and biomasses. Instead, the principal natural
sources of particulate in air are erosion of the Hearts crust, sea-salt sprays, volcanic
activities and pollen produced by vegetation [1].

Main problems related to the increase of particulate matter in the atmosphere
involve its negative effects on the human health and on the climate change. In partic-
ular, a great correlation between the level of atmospheric particulate matter and the
onset of respiratory system diseases, such as asthma, emphysema and lung cancer,
has been demonstrated. Especially ultra-fine particulates (with average size lower
than 2.5µm) can deeply penetrate in tissue and also enter in the blood stream caus-
ing cardiovascular problems and intoxication [2]. The World Health Organization
(WHO) has estimated that about two millions of people die every year for particulate
matter pollution [3, 4]. The European Union establishes health based standards for
the different pollutants present in the air and since 2008 introduced PM2.5 exposure
limits; in 2010 the average exposure indicator (AEI) for PM2.5 has been assessed to
be over 20µg/m3, but actually appropriate measures have to be taken for achieving
18µg/m3 by 2020.

Measuring particulate matter, taking into account the particle size distribution in
a easy and cheap way, is therefore a big challenge.

In principle, measuring the particulate amount is easy and the gravimetric tech-
nique is usually employed. A sampler aspirates a constant air flow through a sampling
head; the particulate fraction is collected by a filter. The filter is weighted in fixed
temperature and relative humidity conditions (20 ◦C; 50% RH), before and after the
air exposure, and the particulate concentration, expressed in µg/m3, is calculated by
dividing the total mass of the collected particles for the volume of the sampled air.

The desired dimensional particulate fraction (PMxx) is selected by using a passive
filter, which is positioned in front of the weighted one. The passive filter has a mesh
suitable to stop particles whose sizes are greater than those required. This way,
only particles having dimension smaller than the passive filter mesh are effectively
collected and measured, and for example the so-called PM10 value can be easily
obtained.

The described solution is currently employed in most of the commercially-
available measuring systems, but suffers from some drawbacks: the measurements
can be obtained only after some time, theweighting sensitivitymust be atmicro-gram
level, theweighting procedure is complex and requires a long conditioning procedure
to prevent temperature and humidity from affecting the measurements. In addition,
if the particulate amount at different sizes is requested several measuring units are
required thus increasing the overall cost. Several other simple and low-cost solutions
[5, 6], based on solid-state lasers and photo-diodes, have been proposed. However,
generally, these devices are capable only to count the particles, without determining
their size distribution. A solution suitable to discriminate among different sizes is
therefore still required.
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2 Proposed Architecture

The particulate matter measuring system realized at Politecnico di Torino can be
considered a hybrid between an optical particle detector and a classic gravimetric
meter. This device is able to detect in quasi-real time the atmospheric particulate
matter and to classify it according to the average particle size. Figure 1 shows, as an
example, one of the realized prototypes, which contains all the components described
in Fig. 2.

Figure 2 shows the block diagram of the measuring system. A small air pump
forces a known and constant flow of air through a glass-fiber filter (Grade GF 10
Glass Filter byGE Healthcare’s Life Sciences) and the particulate matter is captured
on its surface. The filter is able to trap particles down to 2.5µm.

Fig. 1 Prototype of the
particulate matter measuring
system

Fig. 2 Block diagram of the
proposed measuring
architecture



278 L. Lombardo et al.

A collecting chamber, realized in ABS by a 3D printer, acts as filter holder and is
connected to the pump outlet in order to force the air flow onto a defined area of the
filter surface. The collecting chamber provides also a back-lighting system designed
to illuminate the filter with a set of seven LEDs at different wavelengths from IR to
UV.

The results reported in the following are obtained by using a uEye(TM) video
camera with a resolution of 3840 × 2748 pixels, to take picture of the filter surface.
The camera is equipped with a dedicated low-cost optics to focus a small filter area
(500 × 500 µm2). This setup allows reaching a resolution of about 1µm/pixel, but
other cheaper devices can be easily employed.

The images are taken by changing the lighting wavelength. A RaspberryPI is
used to control both the camera and the lighting system, and to perform the imaging
processing in order to identify the particulate particles present on the filter surface,
which appears as dark spots.

The figure also shows the block implementing the wireless connection, which is
still under development, and takes advantage of a cloud architecture [7, 8] and of an
specific architecture [9–11] already developed by the authors. Eventually, a lithium
battery supplies the energy for the entire system so that a completely portable device
can be arranged.

The image processing software is written in the Python language and takes advan-
tage of the free OpenCV library [12]. The OpenCV library simplifies the image pro-
cessing making the identification of the particulate particles and the estimation of
their size easy. The low-cost lens employed to focus the image and the simple light-
ing system let to capture a focused and uniformly lighted image only in the center
of the acquired area. Even though this limits the number of captured spots, such a
selection let to both open the system to a much cheaper approach and to greatly limit
the processing time. By using an image portion of 250 kpixels (i.e. 500 × 500 pixels
corresponding to about 500 × 500µm) it is possible to limit the processing time of
each image to less than 1 s.

The processing selects an image area, converts it to gray-scale using the most
solicited color channel according to the lighting wavelength, performs a Gaussian
blur to reduce the visual impact of the mesh composing the glass filter, increases the
details using a moving kernel then identifies the spots and employs a minimization
process to find their equivalent diameter.

Figure 3 shows an example of the described imaging processing. Picture A shows
the glass-fiber filter after 24h of exposure to contaminated air. Only the center area
(about 37 mm in diameter in the described case) is interested by the air flow and
becomes dirty and gray colored, while the external area remains white. Image B
shows the 500 × 500 pixel image taken, on the filter center, by illuminating it with
the UV wavelength. The image is recorded by the camera as a blue image and this
channel is used for the subsequent processing. Image C is the gray-scale converted
image, while image D is the same area after the Gaussian blurring. On the bottom,
pictures C1 and C2 shown the corner areas of the previous two pictures at higher
magnification. These last two pictures highlight how the blurring reduces the visual
effect of the glass-fiber filter, without changing the aspect of the particulate spots.
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(a) (b) (c) (d)

(e) (f) (c1) (c2)

Fig. 3 Example of the image processing steps. The example refers to an image of the glass-fiber
filter, after 24h air exposure, taken by using a wavelength of about 370 nm corresponding to the
UV lighting

(a) (b)

Fig. 4 Example of two images of the same area of a glass-fiber filter after 12h air exposure, taken
with different wavelengths

Finally, image E is the sharpened version of image D and image F shows the spot
identification performed by the software.

As already pointed out the entire imaging processing is performed by the Rasp-
berry embedded PC in less than 1 s, so that the entire processing for the seven wave-
lengths requires less than 7 s. By illuminating the filter with different wavelengths is
in principle possible to try to identify different particulate particles taking advantage
of the different level of transparency at different wavelengths.

Figure 4 shows as an example two images of the same area of the glass-fiber filter,
taken by using a red lighting (625 nm) and UV lighting (350 nm) after 12h of air
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exposure. The circles put in evidence the different light transmittance of some par-
ticulate particles at the two wavelengths. The difference in contrast of the particulate
particles is clearly visible.

3 Results

The proposed system has been tested during some measuring campaigns performed
in the metropolitan area close to Politecnico University in Turin, a city in the North
of Italy. In the case described here, the measuring system has been positioned at a
height of about 1 m very closed to a high traffic road.

Figure 5 shows as an example, the images collected on the glass-fiber filter exposed
for 12 h to the urban atmosphere.

Figure 5a shows the image taken on the glass-fiber filter; Fig. 5b shows the result
of the imaging processing described in the previous section; eventually Fig. 5c show
the particle size distribution. The total air volume fluxed through the filter is of about
0.3 m3. The total particle counts in the measured area is of about 80 and the obtained
size distribution is reported in the histogram, which highlights the presence of a lot
of particles with size in the order of 5–10µm.

(a)

(b)

(c)

Fig. 5 Example of particulate size distribution obtained by sampling the air for 12h close to a high
traffic road near Politecnico University, in the center of Turin (Italy)
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4 Conclusions

The proposed optical sensing system represents a simple and easyway to estimate the
particulate particle size distribution in urban atmosphere. The designed and devel-
oped prototype is capable of determining particle size down to about 3µm. Actually,
this limitation is due to the glass-fiber filter mesh.

In the prototype implementation a high resolution camera is used, but the measur-
ing campaigns carried out till now highlighted that a resolution of 512 × 512 pixels
is sufficient for providing reliable results, without increasing the cost of the entire
measuring system.

The preliminary results obtained by illuminating the glass-fiber filter with the
IR-UV multi-lighting system, allows concluding that this low cost spectrometer is
promising to provide information on the different nature and chemical composition
of the particulate matter, even though more experiments are required to define these
capabilities.

The authors are actually working in order to improve the system performance,
both reducing the measuring system size and increasing the capability to send the
collected data via bluetooth and LoRa protocols.
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Performances Evaluation of the Optical
Techniques Developed and Used to Map
the Velocities Vectors of Radioactive Dust

Andrea Malizia and Riccardo Rossi

Abstract Radioactive dust mobilization is a risk that can occur in many nuclear
plants and, in order to reduce the risk related to this event, it is necessary map the
velocity vectors of dust during its mobilization. The authors have designed and used
a chain of measurements for air pressure and velocity, temperature, and dust veloc-
ity used on the experimental facility STARDUST-Upgrade that can replicate the
thermos-fluidodynamic conditions of the loss of vacuum accidents with a pressur-
ization rate in a range of 10–1000 Pa/s and a temperature in a range of 20–140 °C. In
this work, the authors present the optical experimental setups and software used to
track dust velocities. These techniques are based on the particle tracking velocimetry
and flow motion algorithms. Two different experimental setups are used to take into
account the different optical properties of dust, each image obtained during the exper-
iments has been analysed with customized software. Three different of algorithms
are analysed and criticaly compared in this work: Lucas-Kanade, feature match-
ing and Horn-Schunck. The authors will evaluate the performances of these optical
techniques developed and used to map the velocities vectors of radioactive dust.

Keywords Velocity measurements · Flow motion · Dust hazards

1 Introduction

Mobilization of dust plays a crucial role in determining the security risk factors of
the nuclear plants and particular industrial plants. The Loss Of Vacuum Accidents
(LOVAs) in nuclear plants are events that can provoke themobilization of radioactive
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dust [1]. This dust is combustible, radioactive and toxic. Therefore, dust explosions
and dispersions must be avoided to guarantee the safety of the place [2, 3]. Dust
explosions is a security concern also for many industrial plants [4, 5].

These accidents are strongly influenced by the local properties of the multiphase
flow.Dust concentration, size and velocities are themost important variables together
with the analysis of turbulence. Therefore, it is fundamental map the evolution of
dust mobilization to predict the creation of critical situations [5, 6].

In the laboratory of the University of Rome Tor Vergata, there is an experimen-
tal facility (STARDUST-Upgrade) able to replicate different LOVAs conditions [7].
The fluid-dynamics of STARDUST-Upgrade has been deeply investigated by exper-
imental and numerical studies presented in our previous works [2, 7, 8]. The authors
implemented optical techniques onSTARDUST-U in order tomeasure dust velocities
and concentrations [8]. The measurements consist of frame recording and analysis.
Three different algorithms have been implemented in the analysis software:

1. The Horn-Schunck flow motion algorithm [9];
2. The Lucas-Kanade feature point tracking algorithm [10];
3. Feature matching algorithm [11].

In this work, the authors analyse and discuss the performances of these algorithm
to perform measurement of dust velocities.

2 Materials and Methods

2.1 STARDUST-Upgrade

STARDUST-Upgrade is a scaled facility able to replicate Loss Of VacuumAccidents
(LOVAs). It is a stainless steel cylindrical tank, with a radius of 24.5 cm and a length
of 92 cm. The vessel can reach a maximum vacuum level of 100 Pa, by means of a
vacuum pump. The vacuum leakage is simulated by one of the six inlet valves, that
allows air to flow inside [8]. It is possible set the pressurization rates (in a range
of 10–1000 Pa/s) by setting the air flow rates in the STARDUST-U facility. The
pressurizations rate is the main parameter of a LOVA severity. The pressure of the
vessel is monitored by two pressure gauges, an “Edwards” and a “Pirani”, which
work at different pressure ranges [8]. The temperature is measured by four thermo-
couples J-type, distributed in different regions of the vessel. STARDUST-Upgrade
is provided by quartz windows that allow to interface optical instruments inside
the vessel. Now, STARDUST-Upgrade is used to study the mobilization of dust in
case of LOVA. Four types of dust are analysed by the authors: flour, stainless steel,
carbon dust and tungsten. These dusts are dangerous for nuclear plants (carbon,
tungsten, and steel) or industrial plants (flour, carbon, and steel).
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The functional scheme of STARDUST-Upgrade can be resumed in three main
steps:

1. A weighted quantity of dust is placed on a tray and located inside vacuum
chamber;

2. The vessel is hermetically closed to achieve the desired value of vacuum;
3. Once that the desired vacuum is reached, the vessel is isolated from the vacuum

line; the iar start to flow in order to reproduce the LOVA conditions and all the
sensors and instruments that make the chain ofmeasurement start the acquisition.

All the devices (pressure gauges, thermocouples, valves, etc.) are connected by a
COMPAQ DAQ system of the National Instrument. The software that controls the
experiment is written in LabVIEW language.

2.2 Optical Measurement of Velocity

Measurements of dust velocity are performed by a dust tracking system. The images
of dust are recorded at high frame rates (5000 frame per second-fps) during the
accident replication. The acquired images are post-processed bydedicated algorithms
to extract information.

Experimental setup for the optical measurements. Two different approaches
are used to keep into account the optical properties of the different dusts used. The
scattering method is used for the flour and stainless-steel dusts because of their larger
scattering cross sections at laser wavelengths in the blue region. The shadow set-up
method is used for the carbon and tungsten dusts that have low scattering cross
sections.

Scattering setup. The scattering setup use the same principle of Particle Image
Velocimetry (PIV) or Particle Tracking Velocimetry (PTV). A diode laser (S3 Artic
Series, Wicked Lasers) working at 445 nm and a system of lenses are used to create
a light sheet. The system of lenses uses a piano-convex lens and cylindrical lens.
Changing the relative distance between the two lenses, the plane aperture can be
changed so as the intensity of light. A CCD fast camera (CamRecord 1000, Optronis,
Kehl, Germany) is placed orthogonally to the light sheet. When the light interacts
with a particle, it is scattered in all direction and then also to the fast camera. The
images acquired are represented by a dark background with white particles. Figure 1
shows the scattering setup implemented on STARDUST-U.

Shadow setup. The diode laser spot is converted to a cylinder of light that crosses
the vessel, and then it is sent to the CCD fast camera (CamRecord 1000, Optronis,
Kehl,Germany). The diode laser (S3Artic Series,WickedLasers)working at 445 nm,
the light cylinder, and the fast camera are on the same axis (Fig. 2). When the light
interacts with a dust particle, it is absorbed and scattered. The result is an image with
a white background and dark dust particles.

Image analysis algorithms. Three different algorithms have been used to track
dust. Each of them uses a different approach to the problem that is more suitable
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Fig. 1 Scattering setup applied to STARDUST-Upgrade

Fig. 2 Shadow setup applied to STARDUST-Upgrade

in certain conditions. These software tools are based on Feature Matching (FM)
algorithm, a feature point Lucas-Kanade (LK) algorithm, and a Horn-Schunck (HS)
algorithm.

Feature matching algorithm. The feature matching algorithm is based on the
principle of tracking the dust particles studying its features. There are a lot of different
features, such as greyscale value pyramid and geometrical features, andmost of them
have been tried and analysed in a previous work [6]. At first, the algorithm detects
all the particles in the frame i. It studies and extracts the features of each frame
and then it searches for particles with similar features in the following frame (i+1).
Known the initial (xi and yi) and final (xf and yf ) positions of each particle, the pixel-
meter conversion constant (Cm,p) and the frame rate of the fast camera (f ), velocity
components (u and v) can be calculated as follows:
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Feature point Lucas-Kanade [12–14]. This algorithm is based on the brightness
constancy hypothesis, so it supposes that the intensity of a particle does not change
from two consecutive frames. Note that this hypothesis is acceptable when large
frame rates are used, since brightness changes (due to particle rotation, agglomerated
disruption, etc.) are small. This hypothesis can be written as follows:
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where I(x, y, t) is the pixel intensity at the x and y position and at the time t. Since this
equation is an opened problem (two unknowns and one equation), a closure technique
is requested. The Lucas-Kanade approach solves the closure problem assuming that
pixels in a sub-matrix (called integration window) have the same velocity, and, by a
least square minimization method, the velocity equation becomes:
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where pi indicates the i-th pixel of the integration window. The Lucas-Kanade equa-
tion is applied to each detected particle. So, velocity is calculated again by Eq. (1).

Horn-Schunck. This algorithm does not perform particle measurements, but it
calculates field variables. It is based on the brightness constancy hypothesis, but
it solved the closure problem differently from Lucas-Kanade. It uses an iterative
approach to minimize the integral of the square of Eq. (2) over the entire image:
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At this equation is usually added a smoothing function to avoid meaningless
vectors. The output of this algorithm is two velocity fields, where the velocity is
expressed in pixels per frame. The conversion to meters per second is achieved
multiply the pixel velocity by the pixel-meter conversion constant (Cm,p) and the
frame rate of the fast camera (f ), analogously to Eq. (1).
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3 Results and Discussion

3.1 Fluid-Dynamics Characterisation of the Experiments

The authors provided information about the experiments performed in this work to
analyse the algorithm performances. The experiment has been performed without
flow meter, so there is a free and uncontrolled intake of air. Detailed analysis of this
accident can be found in a recent work in the literature [10].

Figure 3 shows the mean pressure and temperature with their error bars. These
values are obtained as the average of 20 measurements. Note that, excluding the
first 0.02 s of the experiment, where the pressure goes from 100 to 3000 Pa, the
pressurisation rate is constant at about 3000 Pa/s. That value is constant even without
the flowmeter because of the mass flow chocking, due to the sonic condition reached
inside the nozzle. The dispersion of the pressure values is not high (the maximum
relative uncertainty is 4%). The temperature is more dispersed since the temperature
boundary condition is not controlled in STARDUST-Upgrade in these experiments
(relative uncertainty around 7%).

3.2 Algorithm Performance Analysis

The analysis of dust mobilization properties is fundamental to understand which
software works better. Dust mobilization is a complex phenomenon, where the dust

Fig. 3 Mean pressure and temperature versus time during the first 5 s of accident replication
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Fig. 4 A frame of mobilized carbon dust with concentration region highlighted

Fig. 5 Mean velocity field of carbon dust in case of loss of vacuum accidents inside STARDUST-
Upgrade

is deposited on a wall and, when it mobilize, there is a non-homogeneous concentra-
tion distribution. So, in case of dust mobilization, there are regions where the dust
concentration is very large (deposited dust), a concentration gradient region and a
very low concentration area (see Fig. 4).

The distribution of dust concentration is usually correlated to the velocity field.
In fact, at high concentration values, the velocity of dust is very small because of
two reasons:

1. High concentration occurs near the walls, where the dust is deposited, and the
velocity is zero;

2. A large concentration implies an increase of the particle-particle interactions,
which can be seen as an increase in the viscosity of the multiphase flow.

Figure 5 shows the averaged velocity field of a carbon dust during an experiment.
In the image can be observed how the small velocities (in blue) are in the high
concentration region, the medium velocities (green) in the medium concentration
area, and the higher velocities (red) in the highest section of the image, where the
concentration tends to zero. Note that only few particles reach very higher velocities.

Uncertainty analysis has been performed to understand which algorithm works
better in each area. The relative error has been calculated as the uncertainty of the
measurement divided by the velocitymagnitude. The uncertainty has been calculated
performing the image computation several times and adding at each computation
random noise.

The results of uncertainty analysis are shown in Fig. 6. The uncertainty of feature
matching is always small (<2%)when a largematching score is required. In this anal-
ysis, the matching score is 95%. Lucas-Kanade algorithm has a medium uncertainty
that goes from 12 to 16%, so it seems to be not much influenced by the concentra-
tion value. Horn-Schunck uncertainty decreases when concentration increases, and
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Fig. 6 Error analysis of each algorithm versus the concentration region

Table 1 Number of detected and matched per frame by LK and FM algorithms

Concentrations
value

Particle
detected per
frame [a.u.]

Particle matched per frame
(%)

Particle tracked [a.u.]

FM and LK FM (%) LK (%) FM LK

Very Low 2 90.45 100 0.95 1.81

Low 5 9.73 100 0.49 5

Medium 115 1.00 100 1.15 115

High 20 0.00 100 0.00 20

it reaches the best performances in the high concentration area. Furthermore, the
number of detected particles plays an important role. In fact, the uncertainty of LK
and FM algorithms are calculated on the detected and tracked particles.

Table 1 shows the number of detected and matched particles per frame by each
algorithm (LK or FM). The number of detected particles in the low concentration
region is very low, according to the concentration value. At medium concentration,
the number of detected particles strongly arises (115 particles detected per frame).
At high concentration, the number of matched particles falls because they are indis-
tinguishable. The number of matched particles strongly differs between LK and FM.
The Lucas-Kanade algorithm tracks all the particles, since there is not a matching
score to reach. In the other hand, many of the tracked particles may be wrong, as
showed in the error analysis in Fig. 6. The percentage of matched particles of FM
is very large at very low concentration, then it drops to zero for high concentration
areas.
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3.3 Result Discussion

It is not possible havehigh resolution images of dust particleswhendust concentration
is very large, but there is a dust cloud. In this case, particles are not detected and
then both feature matching and Lucas-Kanade algorithms fail but the Horn-Schunck
algorithm has the best performances in this case because of two reasons:

1. It does not follow the particles, but the intensity of each pixel;
2. Smaller velocities values are expected at large concentration, since the particle-

particle interactions increase the friction of the disperse phase andHorn-Schunck
has good performances with very small velocities.

In case of dust velocities increase (at medium and low concentrations), particles
became distinguishable. In this case, the Horn-Schunck algorithm can works only
if the velocity is enough small, otherwise it underestimates the measurements. The
Lucas-Kanade and feature matching algorithmswork since the particles are detected.
However, in this case, the Lucas-Kanade is the best option because it is able to
track both small and large velocities (pyramidal implementation has been used [10])
and the presence of other particles (that can provoke overlays) does not affect in
significant ways the measurements, because the algorithm works on the intensity
tracking. Contrariwise, the feature matching algorithm is strongly influenced by the
velocity and the relative error usually decreasewith the increase of the tracked objects
velocities. Then, at these concentrations, Lucas-Kanade is preferable. Moreover, the
presence of overlapped particles usually implies a fail of the matching test, since
their movements change the features used by the algorithms.

At very low concentration, the velocity of particles may reach very large values,
unacceptable for Lucas-Kanade and Horn-Schunck algorithm. Furthermore, the low
density of particles makes impossible to perform statistical analysis of the velocities
and then high accuracy and certainty ofmeasured values is required. At these concen-
trations, the best method is the feature matching, because it allows to set the desired
matching score. When a large matching score is used (>90–95%), if the matching
test succeeds, the accuracy of that computation is very large, and the probability to
have a wrong matching is negligible.

The results clearly show that using only one algorithm to accurately measure dust
velocity is practically impossible, since each of them works better in different area
of the mobilization phenomenon. Therefore, the main idea is to develop a software
able to switch the algorithm used in function of the local particle concentration, in
order to give an accurate measurement of all the phenomenon.

4 Conclusions

Dust plays a crucial role in several accidentswhere radioactive, combustible and toxic
particles are produced, especially in the nuclear and industrial fields. STARDUST-
Upgrade, a facility developed at the laboratory of theUniversity of RomeTorVergata,
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is used to replicate LOVAs. The main scope of the actual and future experimental
campaigns of STARDUST-U is to improve the optical diagnostics for dust detection,
monitoring, and tracking.

Two experimental setups have been implemented on STARDUST-U: the scatter-
ing setup and the shadow setup, the first works with “bright” dusts, while the second
with “dark” dusts. The output of each setup is a sequence of images representing the
particles of dust at different instants, which must be analysed to extract information
about the concentration and the velocities of dust. The classical approaches used for
Particle Image Velocimetry or Particle Tracking Velocimetry have led to unaccept-
able results, since they are optimised to work in specific condition of particle density,
size and concentration.

In this work, the authors analysed three different algorithms to track dust veloc-
ity: feature matching, Lucas-Kanade, and Horn-Schunck algorithms. Analysis of
uncertainty and number of tracked particle have been performed and they showed
how each algorithm works better in specific mobilization regions. In fact, the image
representing the mobilization phenomenon can be divided into three different areas:

1. Low concentration and large velocity region;
2. Medium concentration and velocity region;
3. High concentration and small velocity region.

The analysis performed led to the following conclusions:

1. In low concentration regions, the Horn-Schunck algorithm can not be used
because of the large velocities. The Lucas-Kanade may be used, but the small
number of particle per frame detected in this region makes poor the statistical
analysis and so it is hard to exclude wrong vectors. The best option it is the
feature matching, since the percentage of tracked particles is very high, and the
matching score guarantees a good accuracy of the match.

2. At medium concentration, the best option is Lucas-Kanade, since there is a large
number of detected particles. So, statistical analysis is possible while feature
matching is usually confused by overlapped particles. Velocities are still large
for Horn-Schunck.

3. In large concentration areas, Horn-Schunck is the only working algorithm, since
the number of detected particles is too small.

Since there is not an algorithm able to work well in each mobilization area, the
next step is to develop a software which switch each algorithm in function of the
local concentration in the image.
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Printed and Flexible Sensors



Low Cost Inkjet Printed Sensors: From
Physical to Chemical Sensors

Bruno Andò, Salvatore Baglio, V. Marletta, R. Crispino, S. Castorina,
A. Pistorio, Giovanna Di Pasquale and Antonino Pollicino

Abstract Compared to traditional silicon electronics, printed sensors are cheap and
suitable for many low cost and disposable devices. Main printing techniques used
are screen printing and inkjet printing. In particular we focus on inkjet printing for
the rapid prototyping of sensors. Inkjet is a direct, contactless, printing process, with
high spatial resolution and compatibility with many substrates. Successful examples
of sensors developed by low cost inkjet printers and metal-based inks are reported
by authors. In this paper two examples of low cost inkjet printed sensors are given.
The first device is an accelerometer aimed to address typical applications in the field
of human and seismic monitoring. Main outcomes of the proposed solution are the
low frequency operation and the high sensitivity. The realization of a CO2 gas sensor
is also presented. The device makes use of a PEDOT/PSS and Graphene stack and
exploits resistive readout.

Keywords Direct printing · Printing techniques · Inkjet printing · Transducers
Low cost · Rapid prototyping · Sensors · Strain measurement · Gas sensors
PEDOT/PSS · Graphene · Interdigitated electrodes · PET · Accelerometer
Seismic monitoring

1 Introduction

Inkjet printing has been gaining considerable interest in recent years as an innovative
methodology for the production of low-cost electronic devices [1], in particular
sensors [2–6]. This is mainly due to a series of potential advantages offered by this
technique, such as rapidity of execution, low costs, low processing temperatures,
ease of use and low-cost equipment. Unlike other printing techniques, such as screen
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printing, inkjet printing can also be performed on flexible, or pressure sensitive
substrates, as it is a non-contact process. Moreover, inkjet printing does not require
the pre-fabrication of a mask. Instead, the pattern is designed using CAD software
and sent directly to the printer. Furthermore, due to the nature of the deposition
technique, inkjet printing allows for greater control over the pattern. Inkjet printing
technology exhibits direct printing feature, high spatial resolution and compatibility
with many substrates.

Compared to traditional silicon electronics, printed devices are really cheap and
can addresses awide set of applications requiring low cost and disposable devices [1].

The printing process requires three main components: the inkjet printer, the ink
and the substrate.

With reference to the first component, the inkjet printer, in order to implement
cheap inkjet printing facility, common office printers can be modified to be used
with custom ink. On the other hand, when greater precision and control are required,
sophisticated material printers are commercially available that allow for precise
adjustment of ink droplet volume, ejection speed, and spacing, allowing for incredible
control over the printing process, and are widely used for research purposes.

Commercial printers for inkjet process are typically based on piezoelectric heads
which allow for the deposition of functional and structural materials with resolutions
in the order of the tens of micrometers [7, 8].

As regards inks, they clearly represents the most important element of the printing
process, since the choice of a given material impacts on both the printing process and
the resulting device characteristics. In particular conductive inks are needed for elec-
trode fabrication. Common used conductive materials include metallic nanoparticles
and nanowires, carbon based materials such as carbon nanotubes and graphene. Sev-
eral conductive inks alternatives are available on the market, including nanoparticle
(NP)-based, organometallic and conductive polymer inks. The choice of the most
suitable material depends on its characteristics and the requirements of the specific
application.

NP inks commonly consist of a suspension of gold or silver particles, in water or
in an organic solvent. The presence of water in the suspension requires the addition of
an ionic surfactant to disperse the conductive materials and a heat treatment, known
as sintering, to be carried out after the printing process. On the other hand, water
based inks are safer and easier to handle compared to solvent-based inks, which
can be corrosive and potentially harmful, but exhibits faster dry times with respect
to water-based ones. NP inks are characterized by high chemical stability and high
electrical conductivity [9].

Organometallic inks are solutions of some kind of metallic compounds dissolved
in organic solvents. Since they are in form of a solutions rather than particle suspen-
sion, the risk of clogging of the printing head nozzles is eliminated.Moreover, higher
conductivity values can be achieved and lower sintering temperatures are required
compared to NP inks. Silver-based organometallic inks are quite common, but there
is an increasing interest in graphene-based inks [9].
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Among materials compatible with inkjet printing technology, polymers like
PEDOT-PSS (3, 4-ethylenedioxythiophene) and PANI (Polyaniline) are widely
used [6].

The combination of conducting and functional polymers has been proposed as a
convenient solution to realize inkjet printed sensors [2]. Metal inks in combination
with low cost printers have been successfully used for the rapid prototyping of sensors
and conductive patterns [3, 8, 10].

Depending on the printing equipment adopted, inkjet printing can be performed
on rigid or flexible substrates. Low-cost office type inkjet printers can handle only
flexible materials, while high-end printers can accept rigid substrates too. The latter
includes materials like plastic, glass, ceramics and silicon, while commonly used
flexible substrates include several type of polymers, such as polyether imide, poly-
carbonate, polyarylate, polyamide, polyethylene and terephthalate and even paper
[9, 11, 12].

In the next section of this paper an analysis of the state of the art in inkjet printed
devices, with main focus on sensors, is presented. Then the research activity on
inkjet printed sensor of SensorLab@DIEEI, University of Catania, is illustrated by
means of two application examples: a fully printed CO2 gas sensor and a printed
accelerometer with resistive readout strategy.

2 State of the Art

The analysis of the state of the art on inkjet printed device presented here is focused on
sensors and sensing applications. A wide research activity on inkjet printed chem-
ical and electrochemical sensors exploiting different set of materials and sensing
principles is documented in literature.

In [13] a commercial printer and silver- and gold-based inks have been employed
to fabricate the electrodes of an electrochemical sensor on paper substrate. Different
types of electrode modifications were carried out and the operation of such modified
devices as low cost PH sensor and glucose biosensor have been demonstrated.

A low cost, disposable, fully inkjet printed electrochemical sensor on paper which
consists of multiple layers of carbon nanotube-printed electrodes is presented in [14].
The operation of the device has been demonstrated in determining the concentrations
of analytes with potential step voltammetry method.

Another inkjet printed electrochemical sensor for the measurement of hydrogen
peroxide concentration, which is based on carbon nanotube ink and Ag nanoparticles
on paper substrate is given in [15].

Carbon based materials, such as graphene, exhibit measurable changes in their
electrical conductivity due to absorption of given analytes through their surface. Such
effect has been exploited to realize inkjet printed gas sensors based on functionalized
carbon-based electrodes (chemiresistive sensing), as reported in [16–18].

Another example of chemiresistive, inkjet printed gas sensor, which makes use
of SnO2 as gas sensitive material, has been demonstrated by Rieu et al. [19].
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Fig. 1 a Layout and b a real
view of one strain sensor
developed (reprinted from
[3] with permission of IEEE)

The ability of inkjet printing techniques to accurately place very small volumes
of liquids onto a substrate, makes it an ideal technology that could be used within the
medical sensor field. In [20]Wang et al. have reported on the fabrication of a glucose
biosensor by inkjet printing Glucose oxidase solution on screen printed carbon black
electrodes.

In [21] is described a flexible and lightweight chemiresistor made of a thin film,
inkjet printed, reduced graphene oxide, which can selectively detect chemically
aggressive vapors such as NO2, Cl2, etc.

A further example of inkjet printed carbon-based material, in particular single
walled carbon nanotubes, sensor is given in [22], where a pH sensor has been demon-
strated.

Inkjet printing of conductive inks has also been exploited in order to demonstrate
the feasibility of radio frequency (RF) operated passive devices, particularly planar
antennas which finds potential application in the field of radio frequency identifica-
tion (RFID), as reported in [23–25]. An inkjet printed humidity sensor for passive
RFID system has also been demonstrated in [26].

Another family of sensors that have received the attention of the scientific com-
munity is that of strain and stress sensors. In particular, authors have successfully
demonstrated the feasibility of low cost strain sensors through inkjet printing water-
based silver ink, bymaking use of a low cost, commercial, piezoelectric inkjet printer
to realize conductive patterns on flexible PET substrates. The fabrication process and
the experimental characterization of the devices are reported in [3, 4]. Strain and stress
sensors can be printed in several different patterns, including single devices and uni-
or bi-dimensional arrays.

In Fig. 1 a typical layout and a real view of strain sensors developed are shown.
Printing resolution has been estimated as 200 μm for both track width and spac-
ing, while an average track thickness of 1.90 μm has been evaluated through SEM
analyses.
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Fig. 2 Response of the low-cost inkjet-printed strain sensors developed at the SensorLab@DIEEI
of the University of Catania, Italy (reprinted from [4] under CC BY 4.0)

The sensor response in terms of the relative variation of the sensor resistance as
a function of the imposed strain is reported in Fig. 2.

Experiments conducted in order to characterize the sensors behavior have shown
considerably large gauge factor values (from 15 to 21, depending on the sensor
dimensions), resolution values ranging from 1.2 to 1.9 με and repeatability between
2.67 × 10−3 % and 3.04 × 10−3 %, which are coherent with the expected trend.

The next section of this paper will focus on two specific applications of inkjet
printing techniques to the fabrication of sensors, which have been developed by
the authors at SensorLab@DIEEI, University of Catania: a CO2 gas sensor and an
accelerometer.

3 Inkjet Printed Sensors Application Examples

3.1 CO2 Gas Sensors

In [6] we presented a CO2 gas sensor realized by ink-jet printing an interdigitated
electrodes patternwith silver-nanoparticle conductive solution through a commercial
printer, followed by a double layer of PEDOT/PSS conductive polymer andGraphene
onto a PET substrate. The sensor exploits the change in electrical conductivity of
graphene due to gas molecules adsorption (chemiresistive sensing).

The development of low cost sensors for Carbon dioxide (CO2) is becoming
mandatory for applications in several fields from greenhouse and agricultural to
exhalations monitoring also for food and air quality monitoring, and all those appli-
cation fields where the use of disposable devices is highly recommended.

PEDOT/PSS is one of the most promising conductive polymer, thanks to its water
dispersibility, good conductivity, high transparency in the visible range, excellent
solution processability and mechanical flexibility [27, 28]. It can serve as host and
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Fig. 3 a The real view of the sensor. Device dimensions: 1.8 cm by 1 cm with a thickness of about
140 μm. IDT fingers: width (200 μm), length (6 mm), thickness (200 nm), track spacing (350 μm);
b Schematization of the sensor structure. (Reprinted from [6] with permission of Elsevier)

guest materials in hybrid systems, in particular with carbon-based materials, as car-
bon nanotubes and graphene [29].

Graphene also exhibits unique electrical and optical properties that make it an
attractive candidate for use as a chemiresistor for chemical and biological detection
[21, 30, 31]. Examples of graphene based CO2 gas sensors are available in the
literature [32, 33].

Here we focus on a CO2 gas sensor device which exploits a stack structure made
by a sensitive layer of PEDOT/graphene deposited on inkjet printed electrodes, as
described in [6]. The device consists of a PET substrate, where an IDT structure
has been realized by a low cost inkjet printer and a silver nanoparticle based ink
(Metalon®JS-015byNovacentrix). ThePETsubstrate is theNovele™IJ-220Printed
Electronics Substrate for low-cost and low-temperature applications.

Onto the silver electrode, a double active layer has been deposited. As first a
layer of PEDOT/PSS, commercially available as an aqueous dispersion, CLEVIOS™
PHCV4 by H. C. Starck, has been deposited by a calibrated spreader (12 μm). The
PEDOT/PSS ink has been prepared diluting the starting solution with distilled water
(1:1, v/v).After heating at 80 °C for 50min, the remaining dark bluePEDOT/PSSfilm
is conductive, transparent and durable. Successively, a layer (12 μm) of a solution of
pristine graphene powder (N002-PDR purchased from Angstron Materials, USA),
concentration 0.1 mg/mL, containing Triton-X100 non-ionic surfactant (0.4 wt%),
has been deposited over the PEDOT/PSS coat by the a calibrated spreader. Before
use, it has been sonicated to obtain a fine dispersion. After deposition, the structure
has been annealed at 80 °C for 50 min.

The main role of the PEDOT layer is to optimize the nominal resistance of
the graphene layer in order to improve the sensor response. The sensitive layer of
graphene acts also as a shield for the PEDOT layer against the effect of exogenous
quantities, such as the humidity.

A real view of the sensor developed is shown in Fig. 3a, while the stack structure
of the device is given in Fig. 3b.
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The main outcome of the proposed solution is related to its low cost, conferred by
the technologies adopted to realize both the electrodes and the functional layer. Such
technology allows for the rapid prototyping of cheap devices on flexible substrates
which can be properly designed with different shapes.

The working principle of the sensor exploits the changes on the electrical con-
ductance of the graphene layer due to the adsorption of gas molecules on its sensing
surface. The resistive output of the sensor is then conditioned by a traditional bridge
configuration, followed by gain and demodulation blocks.

Since the printed sensor operation requires consecutive heating cycles, a heater
was placed under the substrate and a Pt100 sensor was used to measure the substrate
temperature. Each heating cycle allows for heating the device up to 60 °C which is
compatible with the PET substrate adopted.

The experimental set-up developed for the sake of the device characterization
consists of a CO2 tank and an insulated chamber with a controlled gas injection
system, equipped with flowmeters and electrically controlled valves, and managed
by a LabView based tool. The injection protocol consists of three steps; as first the
valve of the CO2 tank is open and the gas flows outside the chamber until the gas flux
reaches a steady state regime; in the second step the CO2 flux is switched into the
chamber to obtain the desired CO2 concentration. The flowmeter PFM710 by SMC
is used for monitoring the CO2 flux injection; in the third step all valves are closed
and the flux is stopped.

A reference sensor, with an operating range of (400–4200) ppm, was used to
perform an independent measurement of the CO2 concentration inside the chamber.

A data acquisition system is used to acquire signals provided by the reference
sensors and the printed sensor under test. The sampling frequency has been fixed to
40 kHz. The data acquisition system is managed by the same LabVIEW environment
implementing the flow control.

Before each experiment, clean air is forced inside the chamber in order to reduce
the CO2 concentration to typical environmental values (around 400 ppm). After ten
heating cycles at room gas concentration, a controlled quantity of CO2 is forced
inside the chamber, followed by 10 heating cycles.

The gas sensor response in terms of the relative variation of the output resistance
as respect to its value in clean air at 20 °C, dR/R, for increasing values of the CO2

concentration has been characterized for different values of the operating temper-
ature. The calibration diagrams for two operating temperatures (50 and 60 °C) are
shown in Fig. 4. The uncertainty band has been estimated in the 2-σ level. Linear
models, fitting the experimental data, for the two operating temperature have been
taken into account.

The device responsivity, in terms of the variation of the output resistance for a
variation of the gas concentration, in case of the two operating temperatures 50 °C
and 60 °C, is 4.0 μ�/�/ppm and 4.7 μ�/�/ppm, respectively. The corresponding
values of the resolution are 400 and 420 ppm. The resolution has been estimated by
considering the standard deviation of the output resistance, observed in case of clean
air, divided by the device responsivity. Of course this term represents the theoretical
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Fig. 4 The calibrationdiagram for twooperating temperatures:a 50 °Candb60 °C.Theuncertainty
bands are represented by the dotted lines

limit of the sensor, which is mainly constrained by the experimental set-up and the
conditioning electronics.

The experimental results obtained demonstrate the functionality of the proposed
sensor and encourage the development of CO2 sensors exploiting the suggested
sensing strategy.

Although the sensor has not been investigated to reveal cross-sensitivity to other
species, it must be observed that the basic idea of the proposed sensing methodology
is the development of a cheap and disposable device to be used for the EarlyWarning
of gas presence and for specific applications in controlled environments. Anyway,
future efforts will be dedicated to investigate the device cross-sensitivity and to
eventually implement further technology steps to reduce such effect.

Moreover, as demonstrated by the experimental results the device is able to work
at low temperature (in the order of 50 °C), which is a novelty as respect to few
examples of printed gas sensors already available in the literature. Actually, although
room temperature CO2 sensors have been already proposed [32], to our knowledge
the sensor developed is the first example of a low cost printed sensor which can be
operated at low temperatures.

3.2 Accelerometer

Inkjet printing technique has been used in [5] to demonstrate the feasibility of a low
cost printed accelerometer. The device consists of PETmembrane clamped to a fixed
support by means of four crab-leg springs. Membrane suspension has been achieved
by cutting away portions of the PET substrate used for printing. Four strain gauges,
one for each crab-leg spring, connected in series, have been patterned on the PET
substrate by means of a low cost commercial inkjet printer and a silver nanoparticles
based conductive inks. Thus the four strain gauges allows implementing a resistive
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Fig. 5 aLayout of the developed inkjet printed accelerometer. The dashed lines represent the empty
areas. b Real view of the assembled final prototype of the inkjet printed accelerometer developed
(reprinted from [5] with permission of IEEE)

readout strategy for the device. The accelerometer layout has beendesigned following
a rigorous approach, with given specifications in terms of frequency and device
responsivity values, fitting the needs of human and seismic monitoring application
fields.

The device layout is shown in Fig. 5a, together with the dimensions of each part.
The PET substrate used is 140μm thick. The dashed lines represent the empty areas.
While Fig. 5b shows a real view of the assembled final device prototype. As it can be
noticed in Fig. 5b, a proof-mass has been attached to the center of the membrane in
order to fit the frequency response and the responsivity of the device to the application
need. A 0.550× 10−3 kg mass has been used. Moreover, Fig. 5b shows also that the
printed device has been attached to a conventional PCB substrate carrying the signal
conditional electronics.

The experimental setup used to characterize the sensor response is shown in Fig. 6.
It consists of a mechanical vibration exciter with a moveable platform, driven by

means of a dedicated power amplifier, both produced by TYRA GmbH. Test signal
for the vibration exciter have been generated by a function generator. As a reference
accelerometer, a 333B40 Modal array, ceramic shear ICP®, has been used. Output
signals have been acquired by means of a digital oscilloscope.

Experiments on the device impulse response have shown an observed natural
frequency of 37 Hz. The frequency response of the accelerometer is reported in
Fig. 7 and shows a flat-band behavior up to 20 Hz, in line with the application
requirements.

The printed accelerometer responsivity is 9.4 mV/g at 10 Hz and 41 mV/g at
35 Hz. The resolution in the frequency band of interest, 20 Hz, is compatible with
the applications addressed by the developed device, 0.126 g at 10 Hz.
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Fig. 6 Experimental setup adopted to characterize the behavior of the inkjet printed accelerometer
(reprinted from [5] with permission of IEEE)

Fig. 7 Frequency response of the device: experimental (black dots) and predicted (solid line).
Reprinted from [5] with permission of IEEE

Specifications obtained during the device characterization are in line with devices
realized by more complex and expensive printed technology [34].

4 Conclusions

Whenever short production time, low cost, material saving, disposable devices, as
well as high spatial resolution and good reproducibility become essential application
requirements, inkjet printing represents the best solution for the rapid prototyping of
electronic devices, especially sensors.
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In this paper we provided a review a inkjet printing techniques, providing a survey
of available conductive ink types, substrate materials and printing equipment.

The state of the art of the technology has been analysed with particular focus
on the fabrication of sensors. Several examples of sensor devices, both fully inkjet
printed and hybrid fabrication processes, have been reported here.

Finally, the state of progress of the research activity of the SensorLab@DIEEI, at
the University of Catania, was presented here by means of two concrete application
examples: a CO2 gas sensor and an accelerometer realized by means of jet printing
of ink of conductive elements on a flexible PET substrate. For the CO2 sensor, inks
based on silver nanoparticles and PEDOT/PSS conductive polymers were used. The
sensitive element was made with an ink based on graphene. The device exploits the
graphene conductivity variation due to the absorption of gas molecules.

The accelerometer was made in the form of a PET membrane suspended through
four springs on each of which was printed a strain sensor with ink based on silver
nanoparticles. The device exploits the variation of resistance induced by the defor-
mation of the suspension elements due to accelerations.

Both devices have been characterized from the experimental point of view and
have shown characteristics and performances in line with the current state of the art
or with devices manufactured with more complex and expensive technologies.

These results encourage further research efforts aimed at a more in-depth knowl-
edge of materials and processes and the development of new sensors and devices
with inkjet printing.
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DNA-Based Biosensor on Flexible Nylon
Substrate by Dip-Pen Lithography
for Topoisomerase Detection
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Giovanni Marletta and B. Pignataro

Abstract Dip-pen lithography (DPL) technique has been employed to develop a
new flexible biosensor realized on nylon with the aim to detect the activity of human
topoisomerase. The sensor is constituted by an ordered array of a DNA substrate on
flexible nylon supports that can be exploited as a drug screening platform for anti-
cancer molecules. Here, we demonstrate a rapid protocol that permits to immobilize
minute quantities of DNA oligonucleotides by DPL on nylon surfaces. Theoretical
and experimental aspects have been investigated to successfully print DNA oligonu-
cleotides by DPL on such a porous and irregular substrate.
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1 Introduction

1.1 Flexible Devices

Flexible sensors can be envisioned as promising components for smart sensing
applications, including consumer electronics, robotics, prosthetics, health care,
safety equipment, environmental monitoring, homeland security and space flight [1].
Proofs-of-concept have been demonstrated from hazardous gas sensing to diagnostic
devices, from e-skin sensitivity systems to mechanical stress chips [2–5]. Flexible
sensors are typically realized on “paper-like” substrates, which are generally bend-
able and stretchable, often soft, cheap, not fragile, easy-to-transport, green and bio-
compatible. These properties make them suitable to be integrated into daily clothes,
allowing the user to receive valuable and timely information without compromising
the functionality or comfort of their garments [6]. Textiles represent the main class
of substrates for realizing such a kind of devices and others easy-to-handle sensors.
Among them, nylon has shown interesting properties at the biointerface and a surface
chemistry easy to manipulate and control in order to immobilize biomolecules on its
surface [7].

1.2 Printed Biosensor for Topoisomerase Detection

Printing techniques permit to easily immobilize biomolecules on substrate surface
in order to obtain ordered patterns or printed circuits at the micro-scale [8]. These
technologies provide cost-effective routes for processing diverse materials at tem-
peratures that are compatible with plastic and fabrics, simplified processing steps,
reducedmaterials wastage [9]. In this regard, dip-pen lithography (DPL) is an emerg-
ing printing approach based on the atomic force microscope (AFM) permitting to
print molecular inks on solid supports [10]. It is particular suitable for printing fragile
biomolecules because of the possibility to keep them in native hydrated conditions,
avoiding phenomena such as protein unfolding and nanostructure destabilization, e.g.
DNA-nanocages collapse after drying [11]. In addition, DPL offers a strongly reduc-
tion of material consumption, a particularly important aspect to limit the costs of sen-
sor fabrication, especially if based on expensive biomolecules, such as biomolecules.

Here, we focus on the fabrication of a flexible nylon-based biosensor byDPL,with
the aim to evaluate the human topoisomerase IB (hTopo IB) activity at the interface.
Topoisomerases are enzymes that alter the topological state of DNA by catalysing
the breaking and re-joining of the double helix strands [12]. Their activity can be
exploited to develop point-of-care systems for pathology diagnosis, e.g.malaria, with
the Plasmodium topoisomerase as biomarker, or for drug screening, e.g. anticancer
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molecules targeting topoisomerases. In particular, in the latter case, the strategy is
based on the selective interaction of anticancer drugs against hTopo IB. In fact,
small molecules, as camptothecin and its derivatives, act by stabilizing the hTopo
IB-DNA complex. This is done by binding to the transient covalent complex in a
way that slows the religation step and therefore increases the lifetime of the complex
[13]. The drug-complex interaction strongly reduces the probability for subsequent
hTopo IB catalytic steps, eventually leading to DNA damage and cell death [14]. A
surface bound DNA substrate can be utilized to quantify the hTopo IB activity after
interaction with an organic compound, to obtain information about the ability of the
ligand to inhibit or poison the enzyme acting as anticancer drug.

In the following, we present a strategy based on dip-pen lithography to fabri-
cate our platform. Taking advantage of the selective interaction between DNA and
topoisomerases, a proof-of-concept system was developed by assembling a DNA
substrate on nylon that can be selectively recognized and bound by hTopo IB. We
use fluorescence to confirm the correct assembly of the DNA substrate.

2 Experimental Aspects

2.1 Materials

Positively charged nylon membranes (Amersham Hybond-N+)
were purchased from Life Science. Oligonucleotides (CL35linker:
5’–NH2—ACCCCTATTTGTCGCTCACAGGAAAAAAGACTTAG–3’,
CP25Cy5:5’-TAAAAATTTTTCTAAGTCTTTTTTC–3’, R11ATTO488:5’-
AGAAAAATTTT-ATTO488-3’) were provided by IBA Lifesciences. Glyc-
erol, urea, sodium dodecyl sulphate, sodium hydroxyde and all the reagents of
buffers MESTBS (20 mM TRIS, 150 mM NaCl, 4,5% milk powder, 5 mM EDTA,
0.2% NaN3, 1 mg/mL herring DNA, pH 7.35), TETBS (20 mM TRIS, 150 mM
NaCl, 5 mM EDTA, 0.05% Tween-20, pH 7.5), Hybridization buffer (10 mM TRIS,
300 mM NaCl, 1 mM EDTA), TE (300 mM NaCl, pH 7.5) were from Sigma
Aldrich. The ink droplets were deposited by DPL (BioForce Nanoenabler) through
a surface patterning tool characterized by an open microfluidic system connected to
a micro-channel that goes through the tip.

2.2 Fabrication Protocol

The CL35linker sequence was spotted by DPL (Nano eNabler™Molecular Printing
System—BioForce Nanosciences) on the as-received nylon (GE Healthcare Amer-
shamHybond-N+)membranes in form of ordered arrays at different concentration of
oligonucleotide (1, 10, 100 µM) and 30% v/v of glycerol as co-solvent in water. The
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Fig. 1 Schematic representation of the biosensor fabrication steps

relative humidity and the dwell-time were fixed at 70% and 10 s respectively. Then,
membranes were exposed to UV crosslinking (Hoefer Ultraviolet Crosslinker) twice
and soaked in MESTBS (30 min) and TETBS (15 min) buffers under stirring. The
buffers are needed to block the unreacted sites at the photo-activated nylon surface
and wash unbound molecules, respectively. Then, the covalently bound CL35linker
was hybridized with CP25Cy5 (200 nM in the TE buffer). Hybridization was carried
out as follows: 10 min at 65 °C, cooling at 35 °C, then 1 h at room temperature, and
4 °C overnight. Finally, the sequence R11ATTO488 was annealed in 10min at 37 °C.
Stripping tests were carried out by soaking the membranes in aqueous denaturants
solutions for 15 min. Dot blots spots were imaged by Transilluminator tool (Bio-Rad
Gel Doc). Spots fabricated by DPL were imaged by the laser confocal fluorescent
microscope Olympus FV1000 at 10X magnification, and fluorescence signal was
evaluated with IMARIS software.

2.3 Biosensor Assembly

DNA can be considered an ideal molecule for nanoscale engineering, since it pos-
sesses many unique properties, including its programming capacity between com-
plementary strands, its biological function, biocompatibility and excellent stability
[15]. The biosensor was realized by exploiting the high specificity of the DNA single
strand (ssDNA) complementarity. The first step is the printing and immobilization
of the CL35linker oligonucleotide on nylon by DPL. Subsequently, the CL35linker
is hybridized with CP25-Cy5 and R11-Atto488 to form the final DNA substrate
(Fig. 1).

The process of droplet deposition on nylon surfaces by DPL can be described
according to an imbibition process of a liquid droplet on a deformable porous sub-
strate [16]. When the tip approaches the surface, a liquid meniscus composed of the
liquid ink itself and water from the atmosphere is formed between the tip and the sur-
face [17]. In particular, the tip of the DPL deforms the receiving surface of the nylon
in order to favour liquid droplet imbibition. Accordingly, a gradient in pressure in
the liquid across the wet substrate induces a gradient in the solid matrix which leads
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Fig. 2 Confocal microscopy pictures of 0.5 µL dot blot experiments after CP25-Cy5 (a) and R11-
Atto488 (b) hybridization. DPL deposited spots of CL35linker before (c) and after CP25-Cy5
hybridization (d). Scale bars are equal to 150 µm

to deformation of the nylon substrate. Droplets can be optically visualized as fainted
stains on the nylon surface (Fig. 2). The relative humidity (RH) is a fundamental
parameter to control in order to obtain a reproducible printing process. We found
optimal deposition at RH as high as 70%, whereas lower humidities did not permit
an efficient deposition of the molecular ink. Moreover, the ink formulation is also
important for a proper ink deposition. First, the presence of high boiling point co-
solvent allows to avoid evaporation phenomena during the printing. Here, we chose
glycerol as co-solvent (30% v/v) for our aqueous inks, because of its biocompati-
bility, high miscibility with water, and its ability to stabilize biomolecular structures
limiting intermolecular interactions [18]. In addition, it is important to highlight that
DNA oligonucleotides deposition can be accomplished by DPL in diffusive or liquid
writing modes. The present fabrication protocol uses the latter because the large size
and the lowmolecular diffusion rates of DNAmolecules through the water meniscus
(i.e.,10−12–10−13 m2/s) make the deposition in diffusive regime less efficient than
writing DNA via liquid inks, where the molecules are transferred within the liquid
meniscus at higher diffusion rates (i.e., 10−5–10−6 m2/s) [17]. To print the CL35
linker on nylon N+, which is positively charged to enhance DNA binding, the ink
was formulated in ultra-pure water. The analogous formulation in TE buffer showed
a low deposition yield, likely due to the charge shielding effect of the ions between
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Fig. 3 Schematic representation of the biosensor working principle. The DNA substrate assembled
by the three oligos (CL35linker, R11-Atto488 and CP25Cy5) is an optimal binding sequence for
hTopo IB (here depicted as a yellow cartoon) which can covalently bind CL35linker and R11-
Atto488

the positively charged substrate and the negatively charged oligonucleotides which,
accordingly, make droplet imbibition in nylon significantly less efficient. We found
that a 10 µM oligonucleotide concentration permitted to obtain spots deposition
with good reproducibility. Finally, the dwell-time is also an important parameter to
control the spots size and, for porous substrates as nylon, to limit the indentation of
the tip into the fibres of the fabric. For a dwell-time 10 s, the spot dimensions are
typically~40 µm (Fig. 2c).

After deposition, CL35linker was hybridized with CP25-Cy5, the cyanine-5
fluorescence-labelled complementary probe (red fluorescent dye), and subsequently
the free CP25-Cy5 end was hybridized with R11-Atto488, an Atto-488 fluorescence-
labelled sequence (green fluorescent dye). The hybridization experiments were car-
ried out before as preliminary dot blot experiments (Fig. 2a, b) by deposition of 0.5
µL of CL35linker ink on nylon and after on DPL functionalized substrates (Fig. 2c,
d).

Cyanine5 and Atto488 form a well-known common pair of fluorophores used for
FRET. For this reason, the green fluorescence for Atto488 is weak when both CP25-
Cy5 and R11-Atto488 are bound to the substrate, and difficult to be detected for DPL
spots (Fig. 2b). The assembled biosensor is designed to be selectively recognized
and bound by hTopo IB in serum sample (Fig. 3).

The biosensor working principle is based on the selective sealing of the assem-
bled DNA substrate by hTopo IB. After printing of the CL35linker on nylon, the
oligonucleotide is hybridized with CP25-Cy5 and R11-Atto488 to form the final
DNA substrate. The choice of DNA sequences was based on the well-known tetrahy-
mena hexadecameric sequence, which represent a highly preferred binding sequence
for hTopo IB [19]. In addition, the DNA substrates were chosen to have a nick a few
bases downstream to the preferred cleavage site for hTopo IB. Thus, the enzyme
can cleave and religate the nick by covalently binding CL35linker and R11-Atto488.
Finally, the stripping process removes the non-covalent bound CP25-Cy5 and green
fluorescence can be detected and directly related to the enzyme activity when the



DNA-Based Biosensor on Flexible Nylon Substrate … 315

Fig. 4 Transilluminator pictures of CL35linker/CP25-Cy5 dot blots of 0.5 µL on nylon (a) and
fluorescence signal quantification (b) after stripping. Red circles indicate dot blots prepared on
nylon

reaction is done in a Mg2+ depleted buffer, where only hTopo IB is known to seal
the nick in the substrate. Therefore, in a sample from a human patient, the green
fluorescence after stripping can be exploited to evaluate the hTopo IB activity on the
DNA substrate, and potentially predict the chemo-response of the patient. To achieve
the CP25-Cy5 removal from the complementary sequences, we tested four different
solutions of denaturant agents, such as sodium dodecyl sulfate (SDS) 1% w/v, urea
8 M and NaOH 0.2 M for 15 min (Fig. 4).

The quantification of fluorescence signal decrease for the CL35linker/CP25-Cy5
0.5µL dot blots showed that the best result was obtained after membranes treatments
with NaOH, that interferes with H-bonds between the DNA base pairs [16]. Good
results were also obtained with SDS, while urea led to a lower fluorescence decrease.

3 Conclusions and Future Perspectives

In conclusion, we defined a fabrication approach to obtain an inexpensive, flexi-
ble and easy to integrate biosensor, based on DNA substrates assembled on porous
nylon substrates by DPL. These DNA substrates can measure the hTopo IB activity
in biological fluids. The present biosensor is an example that shows as DPL can
play a fundamental role in fabrication of biochips and more in general of lab-on-
chip systems, offering a suitable solution for point-of-care diagnostic on chemically
modified platforms. In fact, DPL allows to strongly reducematerial consumption and
obtain biomolecules functionalized interface with a high density of spots per unit of
area, that can be examined for a more robust statistical evaluation during pathologies
diagnosis and drug screening. Then, DPL can be considered a powerful tool for the
realization of a novel class of printed diagnostic devices for biomedical and phar-
macological applications. Finally, to our best knowledge, the biosensor is the first
example of DPL patterns on fibrous substrate like nylon, a “paper-like” support.
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Aerosol Jet Printed Sensors for Protein
Detection: A Preliminary Study

Edoardo Cantù, Sarah Tonello, Mauro Serpelloni and Emilio Sardini

Abstract The possibility to implement engineered devices to obtain feedbacks from
biological samples is taking diagnostics and biotechnological research to a new
level. Aerosol Jet Printing (AJP) represents a promising technique for this kind
of applications. The benefits are related to manufacturing of customized, complex
geometries with a high resolution even on irregular surfaces without masks. In this
paper, we present the realization of an Aerosol Jet Printed microdevice addressed to
protein detection and quantification in biological samples. The sensor was realized
with particular attention to materials and geometry choices. The thickness of printed
layers was measured thanks to a profilometer, while an electrical evaluation was
performed thanks to amultimeter, in order tomeasure the electrical resistance offered
by the printed elements. Finally, the possibility to immobilize antibodies on sensor
surface for electrochemical protein quantification was assessed with fluorescence
imaging. Final results obtained stated the possibility to print withAJP high resolution
lines, with proper values of resistivity. Imaging findings showed a good adhesion
of antibodies on the electrodes, Ag-based Anodic stripping voltammetry confirmed
sensors’ capability to quantify proteins, proposing the designed sensors as promising
for the analysis of real biological samples.

Keywords Microsensor · Protein detection · 3-D printing · Aerosol jet printing

1 Introduction

Printed electronics is emerging as promising candidate in fields like diagnostics or tis-
sue engineeringwith technological platforms giving feedbacks on biological samples
or physiological processes. Moreover, the recent attention for disposable, low-cost
and reliable biomolecule-to-chip interface systems for high-throughput in vitro tox-
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icity assays and pharmacology, is becoming a urgent need due to novel international
regulatory guidelines [1].

Methods such as screen printing or ink-jet printing are most frequently selected
for these applications: electrochemical sensors for biotechnological applications pro-
duced with these techniques range from chemicals detection to DNA or protein
recognition [2, 3]. These two techniques have been also combined, in order to detect
ascorbic acid with a disposable paper-based electrochemical sensor fabricated using
screen-printing for base material and inkjet-printing for modifying functional mate-
rial [4]. Inkjet printing was also employed to develop a method to fabricate hundreds
of nano-porous gold electrode arrays on cellulose membranes for electrochemical
oxygen sensing, using ionic liquid (IL) electrolytes [5].

Despite the cost and time effectiveness of these technique, they present some
issues in term of reproducibility, resolution and difficulty to realize 3D structures
useful for a proper management of liquid samples.

In this picture, the possibility to improve resolution, customization, standardiza-
tion, and to realize complex customized 3D structures makes additive manufacturing
a promising potential candidate to bring the production of biosensors to a next level
[6, 7]. AM represents a process of joining materials to make objects from 3D model
data, usually layer upon layer, following the definition given by theAmerican Society
for Testing Materials (ASTM) International Committee on Additive Manufacturing
Technologies [8]. AM follows the popularisation of 3D solid modelling Computer
Aided Design (CAD) [9].

Aerospace, automotive, biomedical and many other engineering fields benefit
from the ability of AM to shape complex geometries with a high resolution and to
customize the design for any needs (speeding up product development in automotive
field [9], production of rough, engineered surface for more effective bone integration
in medical field [10]).

In light of this, the present work proposes the use of a relatively new AM tech-
nique, Aerosol Jet Printing (AJP), to realize a customized measuring device with
electrochemical sensors, addressable for the analysis of biological samples.

After an overview on the AJP method, the detailed materials and methods fol-
lowed for device fabrication and testingwill be described. Finally, preliminary results
related to sensors geometrical and electrical features, together with an evaluation of
the device compatibility with diagnostic assay routine for protein detection will be
presented and discussed.

1.1 AJP: Introduction and Functioning Principle

AJP is a quite novel additive manufacturing technique belonging to the family of
Aerosol-based direct-write (A-DW), subset of droplet-based direct-write. It is also
known as M3D (maskless mesoscale materials deposition) and it was developed
by Optomec under the Defense Advanced Research Projects Agency (DARPA)
Mesoscopic Integrated Conformal Electronics (MICE) program. AJP functioning
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principle presents an aerosol beam directed toward a substrate to realize specific
surface features (e.g., dots or lines) without using masks or post-patterning (i.e.,
laser trimming) [11].

The overall process is characterized by four steps: (i) atomization of the ink, (ii)
densification of the generated aerosol, (iii) focusing of the aerosol, (iv) deposition of
the droplets on the substrate [12].

Using a carrier gas (nitrogen or compressed dry air), a pneumatic Collison atom-
izer produces the aerosol starting from inks or dispersions with viscosities in a range
between 1 and 1000 mPa.s. Following, a virtual impactor allows the carrier gas to be
removed and the aerosol droplet size distribution to be adjusted. The typical setup
allows the production of droplets smaller than 5 μm in diameter. The aerosol is
focused in the print head, thanks to a sheath gas surrounding cylindrically the flow.
The complex is accelerated when entering the print nozzle, thus to reach at the nozzle
exit an inner radius inferior than 50 mm. Increasing the sheath gas flow additionally,
the aerosol diameter can be reduced. The droplets, thanks to their high momentum,
do not change their own direction, following the gas flow at the sample surface, and
impact the substrate (2–5 mm below the nozzle exit, with the surface perpendicular
to it). The substrate could be heated to evaporate deposited solvents present inside
the starting ink.

The performances obtained with commercially available system, able to print
traces from 10μm to 5mm in width at translation speeds up to 200mm/s with a wide
range of inks allowed to successfully use this technique for advanced applications,
ranging from energy harvesting and flexible electronics to devices for bio-electronics
applications [13].

2 Materials and Methods

2.1 Sensors Design and Fabrication

After evaluating commercially available and literature designs [14], sensors’ final
layout was defined, using the 3-electrodes system (working (WE), counter (CE) and
reference (RE) electrodes) commonly adopted for electrochemical measurements.
The geometry was realized using AutoCAD, complete with a custom gadget by
Optomec to ensure a proper ink filling. Figure 1 shows all the layers corresponding
to the different employed inks: silver (in yellow) for the conductive tracks, carbon (in
black) forWE and CE, silver chloride (in white) for RE and polyimide (in orange) for
creating a sort of delimitingwall to help containingwater-based samples. The selected
geometry was reproduced on the substrate four times scaled in different dimensions,
with a diameter of WE of 4 mm, 3 mm, 2 mm and 1 mm respectively, with three sen-
sors for each geometry to obtain a good repeatability (Fig. 1). Considerable attention
was put in selecting the proper thickness of the lines and the distances between them,
so that, tuning printer parameters according to ink viscosity, a homogeneous filling
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Fig. 1 AutoCAD drawing
of the final prototype

of the electrodes and pads could be ensured. The general design proposed might be
customized through a proper functionalization with biomolecules that will ensure
the specificity for the target analyte.

Alumina substrates were selected due to its mechanical properties and porosity,
which ensures a proper ink adhesion. Regarding inks, the employed materials are:
silver (UTDots Inc., cured at 220 °C per 10min) for conductive tracks, silver chloride
(Fujikura Kasei. Co. Ltd., cured at 120 °C per 30 min) for RE, carbon (Creative
Materials Inc., cured at 115 °C per 5 min) for WE and CE and polyimide (HD
MicroSystems Inc., cured at 120 °C per 20 min) for the final insulating layer.

Each ink was properly tuned with its own thinner to reach the proper viscosity and
these two parts were placed in our Optomec’s AJ300 printing machine, considering
its own specific process parameters (Table 1), in order to realize the final sensor
presented in Fig. 2a.

Further, in order to optimize liquid management. 3D wells were realized on each
sensor by gluing on them glass-fiber washers.

Table 1 Printing process parameters

Process parameters Ag AgCl C PI

Sheath gas flow (SCCM) 50 130 40 150

Exhaust flow (SCCM) 830 600 1000 1300

Atomizer flow (SCCM) 810 550 900 1270

Process speed (mms−1) 2 2 2 3

Plate temperature (°C) 60 65 75 70
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Fig. 2 a Examples of the printed sensors on the alumina substrate, from left to right: 4, 3, 1 and
2 mm geometries; b printed circuits with glued glass-fiber washers

2.2 Sensors Testing

In order to ensure the possibility to use the fabricated AJP sensors in experiments
for proteins detection in biological samples, different features of the sensors were
investigated.

First of all, a geometrical analysis was performed, in order to determine the thick-
ness of printed lines for each type of ink and, for the overall circuit, to know the
total area covered by the paths. The total area was evaluated as a sum of consecutive
trapezoid areas.

A diamond stylus-based profilometer was used for step height measurements,
(Alpha-Step IQKla Tencor)with a range 8 nm–2mmand an uncertainty of 0.1%. The
system is provided of an integrated optical microscope which allows an automatized
selection of the region of interest. The stylus speed can be tuned between 2 and
200 μm/s. The bending radius (nominal) of the diamond tip is 5 μm. Data are
recorded and can be analyzed in real time by a dedicated software.

For sensors analysis, a testing force of 62×10−6 N was considered, together with
the following process parameters:

• Scan speed: 50 μms−1 for PI, 20 μms−1 for Ag, AgCl and C;
• Scan length: 1000 μm;
• Sampling rate: 50 Hz.

Electrical resistance of the printed paths was measured using a digital bench-top
multimeter (Hewlett-Packard 34401a), applying a testing probe to each extremity of
each path, thus measuring the resistance offered by all its length. Both the resistance
of sample geometries of pure inks and of each electrode of the complete sensors
were measured. This allowed to compare resistivity values of each ink’s datasheet
with the ones obtained during tests and to evaluate the contribute of each material
in the complete sensor. For each element, ten measures were performed, calculating
then mean values and standard deviations.

Once these values were obtained, it was possible to get resistivity considering the
definition of resistance:
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R � ρ · l · S−1 (1)

R is resistance, ρ is resistivity, l is the length of the considered path and S its
section.

After completing the geometrical and electrical analysis, the optimal volumes
(measured as amount of liquid, in μl), for each geometry, were defined depositing
on each sensor using a micropipette different volumes of Phosphate Buffered Saline
(PBS) (SigmaAldrich) to optimize the values for future tests with biological samples.
This test involved previously only the WE, to optimize the amount of volume for
each step of the biofunctionalization, and then all three electrodes, to optimize the
optimal volume for the final measurement.

After optimizingworkingvolumes, the effectiveness of primary antibodies coating
on the carbon WE was evaluated using a near infra-red imaging system (Odyssey®
Fc Dual-Mode Imaging System from LI-COR Biosciences). More specifically,
biomolecules adhesion onto carbon WE were qualitatively detected by labelling
each antibody with a fluorescent tag, and then recording the emitted light in the near
infrared region using the Odyssey intensity quantifier.

A coating with an 8 μl/ml solution of anti-interleukin 8 primary antibody (Duo
Set kit) was performed, keeping two electrodes as control (blank samples), covered
with pure PBS solution. After that, sensors were placed in a humid chamber prepared
through a box and wet paper to avoid solution evaporation and incubated for a night
at 4 °C.

The next day, after washing with a solution of PBS with 0.05% Tween, sensors
were incubated with a solution of secondary antibodies, labelled with a fluorescent
tag functional for the final imaging. After 2 h, sensors were washed and excited with
a 685 nm light source, thus measuring the emitted light in the near infrared region
with the Odyssey LI-COR system, in order to reveal the coating deposition.

Finally, a voltammetry based protein quantification was performed, using stan-
dard solutions of Interleukin 8 (IL-8), a member of the CXC chemokine subfamily,
considered as universal biomarkers—from cancer and inflammation to neurodegen-
eration [15]—thus generalizing the use of the present PoCplatform to various clinical
fields. IL-8 strong interaction with its capture antibody, allows to reduce the vari-
ability to the functionalization phase. The protocol adopted for IL-8 quantification in
this calibration phase of the circuit was characterized by a specific functionalization
of the sensor using immunocomplexes formed by a capture and a detection antibody,
using a dedicated kit (DuoSet development system for ELISA, Human CXCL8/IL-
8), and by an Anodic Stripping Voltammetry (ASV) based measurement technique,
optimized in [16, 17].

All electrodes were exposed to the same bio-functionalization steps as follow-
ing: (i) overnight immobilization of IL-8 antibody to sensor surfaces via drop-
casting; (ii) 2-hours incubation with IL-8 sample (10 ng/ml); (iii) 2 h incubation
with biotin-labelled detection antibody; (iv) addition of streptavidine-tagged Alka-
line Phosphatase (AP) enzyme that catalyzes the oxidation of ionic Ag (AgNO3) to
metallic Ag, thanks to the reaction happening in presence of Ascorbic acid (AA-p),
as described in [18].
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Table 2 Thickness and sections of deposited inks

Material Thickness (μm) Standard deviation Section (μm2)

Ag 6.8 ±1 854.2

AgCl 4 ±1 392.3

C 6.5 ±0.2 365.3

PI 2.7 ±2 /

Once completing the bio-functionalization, sensors were covered with optimized
measurement volumes of PBS, a constant potential of −0.12 V was applied for 10 s
and then a linear sweep voltammetry was performed at a scan rate of 40 mV/s up to
+0.4 V, measuring Ag oxidation current. All measurements were performed using
a potentiostat (Palmsens, Compact Electrochemical Interfaces) controlled using the
devoted software.

3 Results

3.1 Geometrical Analysis

Results obtained from the geometrical analysis (Table 2) showed congruent thick-
nesses of all the path with the nominal values stated in the datasheet of the Optomec
Printing System (single layer thickness in the range 100 nm–10 μm). The differ-
ences between the results obtained for each ink can be interpreted and compared
taking into account different process parameters, number of printed layers and fur-
ther considering viscosity: higher thicknesses were obtained for inks with higher
viscosity.

3.2 Electrical Analysis

Data presented in Table 3 appeared in agreement with the nominal values of the
manufacturers, taking into account the specific process parameters.

More in detail, Ag experimental resistivity (12.2 × 108 �m) can be compared
with the nominal one (3 × 10−8 �m), considering as most relevant affecting vari-
ables the substrate (ceramic is not included among the optimal indicated byUTDots).
AgCl experimental resistivity value (71.3 × 10−8 �m) can be compared with the
nominal one reported by Fujikura Kasei. Co. Ltd (56 × 10−8 �m), considering the
use of the thinner to achieve the viscosity required for printing. Finally, C experi-
mental resistivity (159.6 × 10−8 �m) appear increased compared to the theorical
one given by Creative Materials (15.5 × 10−8 �m), probably due to the usage of
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Table 3 Resistance and resistivity of deposited inks

Material Resistance (�) Path length (mm) Resistivity (�m)

Ag 4.9 13.5 30.8 × 10−8

1.6 11 12.2 × 10−8

7.3 9.5 65.8 × 10−8

AgCl 21 12 71.3 × 10−8

19.1 10 78.2 × 10−8

25.3 11.5 89.8 × 10−8

C 67.5 13 122.9 × 10−8

39.9 13 72.6 × 10−8

84.3 12.5 159.6 × 10−8

a non-optimal substrate and due to different post-processing parameters. Measure-
ments performed on the complete sensors suggested values of resistance coherent
with the different dimensions of each geometry, with standard deviation suggesting
a good reproducibility of the purposed technique for printing the same geometry.

3.3 Fluorescence Imaging

Results shown in Fig. 3 highlight a significant difference between blank electrodes
(black in the image, not emitting any light) and antibodies coated ones (appearing as
a clearer emitting spot in the image). The red arrow indicates the zone successfully
covered by antibodies.

These findings confirmed the possibility to use these materials and AJP technique
to produce electrodes, which allow a homogeneous adhesion of antibodies, essential
to perform a complete functionalization to perform immune-sensing of proteins.
The homogeneous deposition of primary antibodies would allow a more effective
quantification of proteins, thus reducing the interference of currents due to un-specific
adsorption.

Fig. 3 Three alumina-substrate sensors covered by protein
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Fig. 4 Plots obtained during protein quantification test for the alumina substrate sensor; each plot
measures current (expressed inμA) as a function of potential (expressed inV).Dotted lines represent
“blank samples”

3.4 Protein Quantification

Significant differences in term of peak height could be appreciated comparing results
from sensors testedwith protein solution and blank ones. This suggests the possibility
to successfully apply the described ASV protocol for protein quantification on all
the AJP sensors (Fig. 4).

The higher difference could be recorded for sensors with 4 mmWE, reproducing
the geometry of products already available on the market. However, very interesting
results could be obtained with the smaller geometries. The results obtained for the
other two intermediate geometries on alumina can be considered comparable. Even
if the normalized current peak is significantly smaller than the one obtained with the
other geometries, they can be considered as a of good compromise considering all
the electronic and the biological specific requirements.

Regarding 1 mm geometry, the current peak obtained (~200 μA) is very high,
considering the significantly smaller area, and it is probably due to the closeness of
the electrodes that allow virtually all current to be “captured” and little to be lost.
The negative aspect related to this geometry is connected to the biological aspect,
considering future applications for the detection of disease-related biomarkers of
present in a very low concentration (<1 ng/ml) for which in 2 μl of sample (the one
required for this smallest geometry) there is a high risk not to deposit any protein on
sensor WE.

4 Conclusions

3D printing technologies are increasingly emerging as potential tool to bring signifi-
cant improvements in the medical and biotechnological fields. Further the possibility
to print with high resolution conductive materials open a wide variety of possibilities
for producing all the sensors that are involved in bio-electronics applications.

In this picture, this work reports the realization of a microsensor platform for
protein detection, using a new 3D printing technique: Aerosol Jet Printing.
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Results obtained from geometrical and electrical tests suggested that the lines
realized via AJP are microscopic with controllable thickness and with proper val-
ues of electrical resistivity coherent with each ink. Furthermore, imaging findings
confirmed good adhesion of antibodies on sensors WE and to both the employed
substrates. ASVmeasurements confirmed the possibility to use the sensors for quan-
tifying protein in a sample (10 ng/ml).

In light of this, future studies will test the capability of the sensors to trace the
presence of proteins in different biological fluids. To achieve this goal, future devel-
opments will address complete calibrations of the platform for protein detection,
taking into account all the interferences that might be introduced from the chemistry
of real samples (e.g. blood, plasma).

Furthermore, future development might address techniques for improving the
confinement of liquid samples both for WE functionalization and for the final mea-
surement, using biocompatible soft materials, (e.g. PDMS). Through a proper modi-
fication of the sensor geometry presented and the usage of proper inks, AJP technol-
ogy would allow the possibility to integrate the electrodes on a customized substrate
with 3D wells. Overall, the sensors might be properly integrated with dedicated
conditioning electronics and microfluidic, in order to optimize both the electronic
performances and liquid samples managing.
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Novel Coplanar Capacitive Force Sensor
for Biomedical Applications:
A Preliminary Study
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Abstract Nowadays the world of sensors is gaining a primary importance in the
electronics field, thanks to the boom of the smartphones and IoT market. Capacitive
sensors are widely involved in the most of applications, from the biomedical to the
gaming industry, and they can sense a wide variety of physical quantities. In this
work we focused on force sensing capacitive sensors, trying to mix two of the most
in-fashion markets, sensors and polymers. Polymers industry is constantly growing
and, by the constant synthesis of new bio-based molecules, it will quickly enter the
most of the technologymarkets.Wemade a soft capacitive force sensor, by inserting a
coplanar capacitor in a polymeric wafer structure. The involved technology is derived
from the touch-sensing technique, usually involved in appliances’ user interfaces.
This sensor is easy to make and cheap, and it was tested with a force of 1 N. It is
waterproof and non-sensitive tomoisture variation in the outer environment. It shown
a sensitivity of 172 fF/N, with a resolution of 80 mN. As it is only a preliminary
study, more investigations are needed in order to obtain a deeper characterization
versus different environment conditions and with higher force stimuli. It will be also
relevant to evaluate the behavior of the sensor by using different polymers.
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1 Introduction

1.1 State of the Art

Knowing force or pressure level is a key feature in many applications, from the
manufacturing to the biomedical, through the gaming to the smartphones. A well
knowing of this physical quantity has a fundamental relevance in many fields, it
can help the success of a surgery as well as improving the gaming experience of
a player. The ways to obtain this information are many. Sensors employ different
physical principles for this purpose, capacitance, piezo resistance, diffraction and
many others. Piezoresistive sensors were the most used but, for their temperature-
dependent response and a lower resolution, their getting supersede by capacitive
sensors. Furthermore, capacitive touch-sensors are making their fortune because
of their wide application in consumer electronics. Capacitive sensors technology
is growing also in accordance to the great progress of the polymer industry. The
continuous introduction of new bio-based polymers is pushing the sensors’ industry
to another level, adding lot of new possibilities, starting from biology. For example,
for intraocular pressure measuring (IOP) [1], graspers for surgery [2], robot assisted
single cell microinjection [3], as human tactile receptors simulators [4] and many
others. They are also used in the manufacturing field as next generation contact
detection for prevent operators’ injuries, for example, when working with co-op
robots.

They are also more involved in consumer fields, as gaming, gesture recognition
and augmented reality controls [5].

Standard capacitive sensors inherit their working principle from their structure,
force sensing capability is directly related to their 3Dassembly.Nowadays themaking
of 3D structures is not that difficult as it was 10 years ago, thanks to the rapid
improvement of the addictivemanufacturing techniques [6–8]. This however requires
a 3D printer capable to deposit layers with high dimensional precision on all the 3
axes, that requires a high-level printer which is very expensive.

Addictive manufacturing is not the only technique for making non-planar struc-
tures. Also screen printing can be involved for this kind of purpose, but it requires
expensive machines and a complicated process [9].

1.2 Coplanar Capacitors

This research aims at moving towards less difficult processes, reducing the method
complexity and then, the most important, the overall costs. How to obtain the same
capacitive sensors performance, without using their peculiar 3D structure? Again,
the consumer electronics market drives the choice. Since around 2007 we are facing
a proper boom of the touch-sensing technologies, in all the fields in which a human-
machine interface (HMI) is needed. The touch sensing technique is based on different
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Fig. 1 Basic coplanar
capacitor principle

physical principles which could consider, variations of resistance, capacitance, SAW
(surface acoustic waves) path perturbations and many more [10]. In the early designs
these interfaces were made with resistive touch panels. Unfortunately, they were
sensitive to temperature variations and not very accurate. There was also a problem
in the dimensionof theminimumfeature size. Later, capacitive touch screens replaced
resistive because of their lower cost, independence from temperature variations and
accuracy/sensitivity. It was also easier to make the sensing matrix thicker to improve
the spatial resolution. Nowadays this technology reached its maturity thanks to the
wide employment in the consumer andmanufacturingmarkets, with also the addition
of different features as force touch or 3D touch. These additional features permit to
obtain a value of the applied force but are very complex to implement.

For resolving this fabrication difficulty, we tried to mix the coplanar capacitor
solution with polymers.

First of all is necessary to explain how a coplanar capacitor work.
Think about standard parallel plates capacitor, the electric field is confined

between the two plates and a minimum part of it will leak out because of the fringing
effect. Putting the plates on the same plane, we deform the area in which the elec-
tric field is confined, and we shape it as a “U”. A basic schematic representation is
depicted in Fig. 1.

Because it is very difficult to quantify the fringing effects, we should impose
that the standard path of the field lines will be curved. There is a better and deeper
explanation of this principle in [11]. These capacitors are then characterized by a dual
side field. This particular feature will be an advantage or not based on the application.
In this case this kind of behavior is un-wanted. The way to remove this effect is to add
a ground plane on the opposite side of the plates. This method also helps to increase
the low intrinsic capacitance value adding to the original Cp the capacitance of the
ground plane (Fig. 2).

A coplanar capacitor, for its nature, senses the variation in the surrounding envi-
ronment. Approaching it with the fingers, it will measure a sensible variation in the
capacitance value. What happens if the capacitance variation will be linked to the
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Fig. 2 Coplanar capacitor
with the addition of the
ground plane. This helps to
increase the intrinsic
capacitance value

Fig. 3 Coplanar capacitor
measure when approaching
with a finger

distance from the capacitor by awell-known amount?Howcanwe relate the variation
of the distance q in Fig. 3 to the total capacitance seen at the capacitor heads?

The solution will be the insertion of something with a fixed elastic coefficient,
with a low shape memory. Polymer industry comes to help us. With the insertion of
a polymeric layer between the finger and the capacitor, we can link the capacitance
variation to the applied force.

2 Sensor Fabrication and Preliminary Tests

2.1 Sensor Fabrication Process

The sensor is fully biocompatible and suitable for biomedical environments in a wide
variety of fields of application. It is shaped as an interdigitated spiral, as shown in
Fig. 4, with a maximum radius of 8.5 mm in order to increase its sensitivity to the
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Fig. 4 Coplanar capacitor
spiral design. The outer
diameter is 8.5 mm, the path
width is 0.203 mm separated
by a 0.1778 mm gap to each
other

Fig. 5 A section of the
sensor. The thicknesses are,
copper 35 µm, polyimide
25 µm, PVS 2 mm and EVA
4.25 mm. EVA’s starting
thickness is 1.5 mm, but after
the thermoforming process it
lowers its width of the 25%

applied force. The sensor is made as a wafer of four different layers, two externals
made by ethylene vinyl acetate (EVA) for the enclosure, a central made by poly vinyl
siloxane (PVS) and the polyimide flexible layer with the copper plates.

The structure is fabricated through a thermoforming process. A sensor represen-
tation in shown in Fig. 5. The sensing flexible area is 130 µm thick and the total
height of the sensor is more or less 4.25 mm.

The PCB design of the sensing part is made to prevent the interaction of the
environments to both sides, making it sensitive only to a one-side force application.

2.2 Sensor Preliminary Test

Once the first prototypes have been built, shown in Fig. 6, they have been tested
with an INSTRON® 3366 machine attached to an HP4194A impedance analyzer.
In Fig. 7 are then reported trials results over time and a first capacitance over force
characterization in Fig. 8. The sensor reported a sensitivity of 172 fF/N, a resolution
of 80 mN and low zero drift, in the order of the units of fF. There is also a hysteresis
in the order of 20 fF. These parameters are obtained through a first order linearization
with a R2 �0.9798. In Fig. 7 are reported three different runs of the test, Test1 and
Test2 are obtained keeping the INSTRON tip in the center of the sensor, Test3 is
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Fig. 6 Flex PCB of the first
prototype of the sensor

Fig. 7 The INSTRON
reading versus time on the
top, on the bottom the sensor
reading versus time. There
are three different tests,
Test1 and Test2 are made
positioning the test tip in the
center, the Test3 is made
moving the tip to the outside
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indeed obtained moving it on the edge of the sensing area. There is a lowering in the
sensitivity of the sensors, making it also sensitive to the position of the force appli-
cation. This could be employed also for tracking the position of the force application
point. Further investigations are now needed in order to achieve a more accurate
sensor characterization.
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Fig. 8 Capacitance over
Force variation. Test3 curve
is different by the others
because the test tip was
moved on the border of the
spiral, instead of the center as
in Test1 and Test2. There is a
decrease in the sensitivity
moving from the center
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3 Conclusions

In this work a coplanar capacitive force sensor had been developed and preliminary
tested. The overall system is fabricated by themixing of twoof themost relevant fields
in the actual market, capacitive sensors and polymers. It reported a good response
in terms of capacitance over force variation and further developments are needed
to improve this value. The sensing element is made with standard flexible PCB
techniques in order to reduce the production costs. The polymers involved in the
process are all bio-compatible and low cost. Finally, the sensor reported a sensitivity
of 172 fF/N and a resolution of 80 mN.
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Graphene-Like Based-Chemiresistors
Inkjet-Printed onto Paper Substrate

F. Villani, F. Loffredo, Brigida Alfano, Maria Lucia Miglietta, L. Verdoliva,
M. Alfè, V. Gargiulo and Tiziana Polichetti

Abstract In this work, the possibility of manufacturing chemiresistive volatile
organic compounds sensing devices by inkjet printing an aqueous suspension of
graphene-like layers on paper substrates has been studied. The electrical responses
of the devices have been analyzed upon exposure to ethanol at room temperature
in dry ambient and analyzed in terms of the conductance variation. Additionally, a
reproducibility analysis on the device performances has been investigated.

Keywords Graphene-like layers · Inkjet printing · Aqueous dispersion
Chemiresistive sensors · Volatile organic compounds · Ethanol

1 Introduction

The detection of volatile organic compounds (VOCs) is a current topic that attracts
the scientific community for being crucial in several applications mainly related
to environment, health and industrial processes monitoring. As a consequence, the
demand for low-cost, low-power and portable VOCs detectors is increasing. Such
request can be addressed by merging material sensing properties with sustainable
fabrication processes and lightweight and flexible substrates.

In this framework, the inkjet printing (IJP) technology, a deposition method from
liquid phase, well addresses this demand for its patterning capability, which permits
an efficient use of different functional inks so reducing the amount of waste products,
and the employable (nonflexible and flexible) substrates. These peculiarities of the
IJP technique are the main advantages exploited in several electronic applications
[1–5], including the sensor devices’ field [6–9].
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Concerning the sensing materials, in the last years the graphene related materials
have focused great interest, since they combine excellent detection sensitivity with
remarkable transduction properties for detecting gas/vapors besides a wide range of
chemicals and bio-molecules [10–15]. Among these nanomaterials, graphene-like
(GL) layers have been recently proposed as new chemiresistive material for alcohol
detection in vapor phase [16–18]. GL layers consist in water-stable small graphenic
fragments composed by three/four stacked graphene layers decorated at the layer
edgewith oxygen functional groups (mainly carboxylic/carbonylic).Differently from
graphite oxide (GO), in GL layers the basal planes are quite defect-free, that is
a clear advantage for the electron conductivity and the electronic properties [17,
19]. Additionally, GL nanostructures exhibit a typical self-assembling behavior after
drying on a flat surface.

In the present work, we exploited the sensing capabilities of GL layers to ethanol
in order to investigate their potentiality to be processed by means of IJP technique.
We fabricated chemiresistors by printing an aqueous suspension of GL layers onto
glossy paperwith interdigitated gold electrodes. The electrical responses of the sensor
devices have been analyzed in terms of the conductance variation (�G/G0) when
exposed to ethanol as analyte.

2 Experimental

All the chemicals (analytical grade) have been purchased from Sigma Aldrich and
used as received. Carbon Black N110 type (furnace CB, H/C 0.058, BET surface
area 139 cm2/g) has been provided by Sid Richardson Carbon Co.

GL layers in aqueous suspension has been prepared through a double-step oxi-
dation/reduction method starting from nanostructured carbon black [16, 17]: CB
powder has been oxidized with concentrated nitric acid (67 wt%) at 100 °C under
stirring (90 h). The solid dark brown hydrophilic precipitate obtained, named GLox,
has been recovered by centrifugation, washed twice with distilled water and dried at
100 °C. Then GLox has been treated for 24 h at 100 °C under reflux and stirring with
hydrazine hydrate (for 20 mg of GLox 450 µl of N2H4xH2O have been used). At the
end of the reaction the excess of N2H4 has been neutralized with diluted HNO3 and
the resulting black solid (GL layers) has been recovered by centrifugation, washed
with distilled water in order to remove all traces of unreacted reagents and then
stored as aqueous suspension (1 g/L mass concentration, pH 3.5–3.7). A scheme
of the double-step oxidation/reduction process for the GL synthesis is displayed in
Fig. 1.

Commercial glossy paper has been employed as substrate. Before depositing the
GL layers-based ink, interdigitated Cr (30 nm)/Au (120 nm) electrodes have been
e-beam evaporated on top of the substrate. The final system substrate-electrodes has
been employed as transducer.

The inkjet equipment was a Dimatix Materials Printer 2831 (DMP2831) of
FUJIFILM—USA suitable for the print of functional inks onto flexible and rigid
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HNO3 (100◦

◦

C, 90h)Oxidation 
treatment

NH2NH2·H2O (100 C, 24h)Reduction 
treatment

Graphene Like

Oxidized GL

Carbon Black

Fig. 1 Scheme of the double-step oxidation/reduction process for the synthesis of GL layers

substrates. This system uses a piezoelectric drop-on-demand technology to eject
droplets through amulti-nozzle printhead. The pattern of the printed sensingmaterial
was a rectangular surface. The printing parameters have been optimized in order to
obtain uniform, conductive and reproducible sensing films. For all the chemiresistor
devices the sensing GL-based film has been realized by printing multiple overlapped
layers.

In order to analyze the surface morphology of the printed films, atomic force
microscopy (AFM) measurements have been carried out in tapping mode by the
Veeco Dimension Digital Instruments Nanoscope IV system.

The electrical characterizations have been carried out in a Cascade Summit
12 000 probe station equipment, connected to a Keithley4200 semiconductor char-
acterization system. All the measurements have been performed in air.

Tests for sensing measurements upon the analyte have been performed in a stain-
less steel chamber placed in a thermostatic box, at room temperature (keeping con-
stant the temperature, T� 22 °C) in N2 in dry ambient. The sensing analysis has been
carried out by biasing the single device at the voltage of 1 V upon exposure of ethanol
50 ppm. For the calibration analysis the measurement protocol has consisted of sev-
eral sequential exposures at different analyte concentrations, where each exposure
step has been preceded and followed by baseline and recovery phases, respectively.

3 Results and Discussion

In our previous works [6–8] we demonstrated that IJP technology is able to deposit
graphene-based ink in a controlled manner so to produce sensor devices with repro-
ducible performances in terms of electrical response upon gas exposures. In that
case, the ink was based on Liquid Phase Exfoliation (LPE) graphene with marked
sensing properties towards NO2 and less pronounced towards NH3.
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Fig. 2 Picture of the typical GL-based device printed onto glossy paper

Herewe aim to investigate newgraphene-basedmaterials having sensing character
towards organic vapors in order to enlarge the selectivity window.

In this perspective, we have focused our study on a new nanomaterial based on
graphene-like layers dispersed in an aqueous solution. The GL-based ink has been
printed onto paper/electrodes transducers and the typical sensor device is shown in
Fig. 2. The picture highlights the good uniformity of the printed surface pattern with
well defined film edges. This macroscopic feature suggests the right control of the
adopted deposition method that is basic for a reproducible process.

Behind the macroscopic quality it is crucial to evaluate the microscopic distribu-
tion of the nanomaterial that can affect the absorption process of the analytemolecules
in the sensing phase. Therefore, we have investigated the surface morphology of the
printed film by atomic force microscopy and the section analysis along a 1µm size is
displayed in Fig. 3. The AFM section profile points out a quite regular distribution of
small aggregates (half-height width ~50 nm) resulting in a root mean square rough-
ness estimated equal to 12 nm. To a complete evaluation of the GL layers distribution
induced by IJP deposition we have to take into account also the surface morphology
of the substrate characterized, as shown in Fig. 3, by a grain network having a root
mean square roughness of 9 nm.

The material electrical property has been investigated through the volt-
amperometric characterization and the measurement results are reported in Fig. 4,
where the data I–V detected for two samples, chosen as example to analyze the
repeatability, are shown. These samples have been prepared in the same conditions
according the same printing parameters: the clearly linear I–V curves underline the
evident ohmic behavior of the material in the investigated voltage range. Moreover,
the close behavior of the electrical responses of the examined samples, as well as
for other samples prepared in the same manner and here not reported, suggests once
again that the deposition method assures a process repeatability. The base resistance
calculated for the samples of Fig. 4 was 7 k� in both cases.

The sensing properties of the printed aqueous GL-layers chemiresistors have been
investigated by exposing them to organic vapors of ethanol. This analysis has been
performed through tests upon 30 min long exposure to the analyte and evaluating the
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Fig. 3 AFM section profile along a 1 µm size of the GL film printed onto paper substrate (up);
AFM topography of paper substrate (scan size 1×1 µm2) (down)

Fig. 4 I–V curves of two
GL films printed in the same
conditions
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conductance variation (�G/G0), namely the percentage variation of the conductance
with respect to its initial value detected at the beginning of the exposure (G0). In
Fig. 5 the electrical responses of two twin chemiresistors upon a single pulse of
ethanol 50 ppm are shown for comparison. The devices’ performances point out the
sensitivity of GL towards ethanol that might be attributed to the presence of residual
oxygen functional groups, mainly carboxylic groups. Additionally, the electrical
responses of the sensors highlight that, combining the self-assembling property of
the GL layers with the controlled deposition method IJP, it is possible to assure a
good process repeatability.

To complete the sensing characterization, the GL-based device has been cali-
brated, with a resolution of few ppm, in the range 0–100 ppm of ethanol in dry ambi-
ent. The graph shows the max reactivity versus increasing and decreasing ethanol
concentration: over 60 ppm concentration a linearity distortion is observed probably
due to a contribution of glossy paper on the sensing response (Fig. 6).
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Fig. 5 Conductance
variation (�G/G0) of two
GL sensor devices printed in
the same conditions (twin
samples) upon exposure of
ethanol 50 ppm

45 60 75 90 105 120 135 150 165 180 195 210 225
0,980

0,985

0,990

0,995

1,000

1,005

Gmax/G0=1.32%

C
on

du
ct

an
ce

 v
ar

ia
tio

n 
G

/G
0

 GL_4_P
 GL_3_P

Time (min)

Gmax/G0=1.28%

50 ppm
 E

thanol

Fig. 6 Max reactivity versus
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4 Conclusion

In this study we have demonstrated the feasibility of manufacturing printed organic
vapors sensors onto flexible substrates, by merging low-cost and sustainable process
and substrate with a new nanomaterial having the suitable sensing properties. In
detail, we have realized chemiresistive VOC sensing devices by inkjet printing an
aqueous suspension of graphene-like (GL) layers onto glossy paper. The device
performances have been investigated upon exposure to ethanol 50 ppm in N2 in dry
ambient.

Furthermore, combining the self-assembling property of the GL layers with the
capability of IJP to deposit in controlled manner, we have also demonstrated the
process repeatability in terms of surface morphology (macroscopic and microscopic
distribution of the printed nanomaterial) and electrical responses (base resistance
and conductance variation).
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Carbon Black as Electrode Modifier
in Prussian Blue Electrodeposition
for H2O2 Sensing

Daniel Rojas , Flavio Della Pelle , Michele Del Carlo
and Dario Compagnone

Abstract Carbon Black Nanoparticles (CBNPs) onto Screen-Printed electrodes
(SPE) are proposed as an electrode modifier for assisting electrodeposition of PB
for non-enzymatic hydrogen peroxide electrochemical sensing. CBNPs allows an
effective PB electrodeposition on SPE modified electrodes and enhance the electro-
chemical rate constant for the reduction of hydrogen peroxide (H2O2) compared to
bare SPE.

Keywords Carbon Black · Prussian Blue · Screen-Printed electrodes
Hydrogen peroxide

1 Introduction

Nowadays nanomaterials used as sensitivity, stability and selectivity enhancers are
widespread in electroanalytical chemistry [1]. In the last years Carbon Black (CB)
has been used in Screen-Printed Electrodes (SPE) tomodify the surface for analytical
purposes. CB is a product of different industrial processes [2], which is formed by
a primary structure made of spherical carbon nanoparticles with a diameter ranging
from 30 to 100 nm and a secondary structure of aggregates of 100–600 nm. It has
several applications in the industry as reinforcementmaterial for rubber andplastic, as
black dye and as a capacitor due to its electrical properties. The low cost, compared to
other carbonaceous material like graphene and carbon nanotubes, and its versatility
makes CB ideal in the electrochemistry field. Good examples are reported in the
literature on the use of CB electrodes: electrochemical sensing of antioxidants [3, 4],
dopamine [5], pesticides [6] and relevant biological molecules [7]. On the other hand,
Prussian Blue (PB) is one of the most know electrocatalyst for H2O2 reduction and
has been widely used for non-enzymatic sensing of H2O2. PB allows low potential
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and interference-free detection of H2O2 in oxygenated environment, nonetheless it
has some disadvantages such as stability at physiological pH and high crystallization
rate. The latter hinder potential nanostructuring of the surface and application in
biological media [8]. To overcome these shortcomings modification of the electrode
with soft or hard templates, polymers, carbonaceous materials or different metals
are used in different combinations to design specific analytical platforms for each
application. In thisworkwe report the use ofCarbonBlack (CB) as electrodemodifier
with electrosynthesis of PB on SPE’s surfaces; this resulted in improved hydrogen
peroxide electrocatalysis.

2 Materials and Methods

2.1 Materials

Experiments were carried out with MilliQ water from aMillipore MilliQ (Millipore,
Bedford, MA, USA), system. All inorganic salts, organic solvents and hydrogen
peroxide (30% solution) were obtained at the highest purity from Sigma-Aldrich.
SHSY5Y cells were obtained from Sigma (Sigma–Aldrich). H2O2 concentration
was periodically standardized by titration with KMnO4. Screen-Printed electrodes
(SPE) were purchased from Dropsens S.L. (ref. SPE).

2.2 Instrumentation

All electrochemical measurements were carried out in Autolab PGSTAT 12 poten-
tiostat from Metrohm (Utrecht, The Netherlands) connected to a personal computer.
The software used was Nova 2.1 (EcoChemie B.V.). The flow injection (FIA) system
consisted on a Minipuls 3 (Gilson Inc., Middleton, WI, USA) peristaltic pump, wall-
jet cell (ref. FLWCL) (Dropsens, Spain). Sample volume was 50 µL, the working
electrode potential chosen was −50 mV (vs. internal reference). The running buffer
solution in FIA experiments was 0.05 M phosphate buffer pH 7.4 containing 0.1 M
KCl.

2.3 Preparation of SPE-PB and SPE-CB-PB Electrodes

ACBNPs dispersion of 1mg/mL in water and dimethylformamide (DMF) (1:1 ratio)
was prepared. The dispersions were obtained using a bath sonicator for 30 min.
SPE-CB electrodes were prepared by drop-casting 10 µL of CBNPs. Prussian Blue
electro-deposition was carried out cycling the potentials between +400 and +800mV
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(vs. int. ref) for different number of cycles in a solution containing 0.1 MKCl, 0.1 M
HCl and 5 mM concentration of Fe3+ and [Fe(CN)6]3−. When the electrodeposi-
tion is carried out on bare SPE we obtain SPE-PB, in the case of using SPE-CB
we obtain SPE-CB-PB. The potential of the internal reference electrode against an
Ag|AgCl|KClsat reference electrodewasmeasured as−120mV.Electrodeswere fur-
ther modified with 2 µL of a Nafion ethanolic solution (0.5% v/v). Current density
was calculated considering the geometrical area of SPE.

3 Results and Discussion

PB is usually synthetized using Fe3+ and [Fe(CN)6]3− anions as precursors. Usually,
ferric ions are selectively reduced to form Prussian Blue on common electrode’s
surfaces such as platinum, gold or glassy carbon. The selection of the potential
at which PB is electrodeposited is crucial to allow the selective reduction of the
precursors since the reduction of both anions at the same time leads to an irregular
structure of PB, hindering its potential for the electroreduction of H2O2. As shown
in the voltammogram of Fig. 1, the reduction peaks of Fe3+ and [Fe(CN)6]3− are
not resolved using SPE. Interestingly, in the case of CB-SPE the peak potential of
Fe3+ is anodically shifted of 280 mV, and peak current is increased by a 1.5 factor
confirming an electrocatalytic behavior of CB toward Fe3+ reduction. On the other
hand, for the reduction of [Fe(CN)6]3−, only a slight increase of peak intensity was
observed, keeping the peak potential at the same value of unmodified SPE. A study
on the effect of electrode surface coverage on the electrocatalytic rate was then
run cycling the potential between +400 and +800 mV for different times to obtain
different surface coverage of PB.

The bare (SPE) and CB-modified SPE (CB-SPE) were modified using 5 to 20
electrodeposition cycles. The electrocatalytic properties of these electrodes were
evaluated considering the electrochemical rate constant (k) calculated using a wall-
jet electrode configuration in continuous flow. This experimental approach uses a
semi-empirical model which allows to separate the kinetic and mass transport terms
contribution to total current density [9]. Equation 1 shows the relationship between
the kinetic term (expressed as the kinetic constant (k)) and the mass transport term
(expressed as the effective mass transfer coefficient (kD)). As shown in Eq. 2, kD is
proportional to the ¾ power of the flow rate and to a b parameter dependent on the
flow cell geometry (for further information, lector is referred to Ref. [9]).

1

j
� 1

nFC0

(
1

kD
+
1

k

)
(1)

kD = bV3/4 (2)

Thus, one can obtain k by the intercept of the regression of j−1 versus V−3/4,
Fig. 2 shows the linear regression for different electrodes. As seen in Table 1, the
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Fig. 2 Dependence of the current density on the flow rate for different electrodes

electrochemical rate constant is higher for SPE-CB for a given cycle number. Even,
SPE with 20 cycles has a k comparable to SPE-CB with only 5c.

This highlights the advantage of using CB as an effective SPE modifier for PB
electrodeposition and further electrocatalysis of H2O2. Calibration curves obtained
with SPE-PB 20c and SPE-CB-PB 20c gave a linear range of 0.5–500µM, detection
limits of 0.11 and 0.09 µM and sensitivities of 0.27 and 0.47 µA µM−1 cm−2

respectively.
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Table 1 Electrochemical rate
constant of each electrode

Electrode k (cm s−1) 103

SPE-PB 5c 0.39

SPE-PB 10c 0.84

SPE-PB 20c 0.98

SPE-CB-PB 5c 1.04

SPE-CB-PB 10c 1.14

SPE-CB-PB-20c 1.42

4 Conclusions

CBNPs were successfully employed as SPE modifier for electrodeposition of PB
from the precursors Fe3+ and [Fe(CN)6]3−. The CB-SPE were able to shift the reduc-
tion potential of ferricyanide 280 mV, allowing the selective electroreduction of the
two precursors. As previously reported in literature, the reduction of both precursors
at same time leads to an irregular crystalline structure of PB, lowering it electrocat-
alytic performance towards H2O2 reduction. In fact, a higher electrochemical rate
constantwas foundwhenPBwas electrodeposited onCB-SPE-PB in contrast to SPE-
PB. Thus, a higher electrocatalytic activity in CB-SPE-PB was demonstrated. These
results are the basis for further developing of these electrodes for non-enzymatic
electrochemical sensing of H2O2 and biosensing of analytes of interest linking per-
oxidase enzymes to electrode’s surface.
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PPG/ECG Multisite Combo System
Based on SiPM Technology
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Massimo Mazzillo, Francesco Rundo, Giorgio Fallica, Francesco di Pompeo,
Antonio Maria Chiarelli, Filippo Zappasodi, Arcangelo Merla,
Alessandro Busacca, Saverio Guarino, Antonino Parisi and Riccardo Pernice

Abstract Two versions of a PPG/ECG combined system have been realized and
tested. In a first version a multisite system has been equipped by integrating 3 PPG
optodes and 3 ECG leads, whereas in another setup a portable version has been car-
ried out. Both versions have been realized by equipping the optical probes with SiPM
detectors. SiPM technology is expected to bring relevant advantages in PPG systems
and overcome the limitations of physiological information extracted by state of the
art PPG, such as poor sensitivity of detectors used for backscattered light detection
and motion artifacts seriously affecting the measurements repeatability and pulse
waveform stability. This contribution presents the intermediate results of develop-
ment in the frame of the European H2020-ECSEL Project ASTONISH (n. 692470),
including SiPM based PPG optodes, and the acquisition electronic components used
for simultaneous recording of both PPG/ECG signals. The accurate monitoring of
dynamic changes of physiological data through a non-invasive integrated system,
including hemodynamic parameters (e.g. heart rate, tissue perfusion etc.) and heart
electrical activity can play an important role in a wide variety of applications (e.g.
healthcare, fitness and cardiovascular disease). In thisworkwedescribe also amethod
to process PPG waveform according to a PPG process pipeline for pattern recogni-
tion. Some examples of PPG waveform signal analysis and the preliminary results
of acquisitions obtained through the intermediate demonstrator systems have been
reported.
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1 Introduction

PhotoPlethysmoGraphy (PPG) is a noninvasive optical technique thatmeasures blood
volume changes during the heart pulsation. PPG is widely used in commercial and
clinical devices to evaluate cardiovascular indicators such as oxygen saturation, beat
to beat pressure and arterial compliance [1]. In a typical PPG system, visible or
infrared wavelength photons coming from a light emitting diode (LED) go through
the skin layers up to the underlying tissues and are revealed by a photodetector either
for the case of backscattered or transmitted beams. PPG signal and its physiologi-
cal relation have been widely studied [2]. Recorded pulse has a direct relationship
with perfusion and the greater the blood volume the more the light source is atten-
uated. Since the arterial volume changes during each cardiac cycle, because of the
propagating pulse pressure wave, the upcoming light is modulated accordingly. The
pulsatile (AC) component of the signal, related to the heart beat, is superimposed to
a much larger slow oscillating (DC) component related to tissue and baseline blood
volume absorption. Although PPG measurements, because of light diffusion, gen-
erally integrate the signal coming from blood vessels of different caliber, different
experimental setups can be more sensitive to one vessel type with respect to the oth-
ers [2]. PPG measurements can be performed in backscattering and/or transmission
mode. Most of the commercial devices work in transmission mode on the fingertip or
earlobe. In these devices, the tissue is irradiated by a LED and the light is measured
by a photodiode on the other side of the tissue. These measurements are limited to
microvascular assessment on specific body sites. In fact, larger arteries lie deeper
in the tissue and are difficult to be inspected. The depth sensitivity, affecting the
capability of exploring the larger arteries, depends on both the wavelength [3] and
the sensitivity of the detector employed.

In this perspective the use of Silicon Photomultipliers (SiPMs) operating with
intrinsic avalanche gain (up to 106) and single photon sensitivity (down to 5–10
detected photons) is expected to bring relevant advantages in PPG systems in terms
of higher AC-to-DC ratio in PPG pulse waveform, high repeatability and immunity
to motion artifacts and reduced power consumption [4]. The enhanced sensitivity
of the SiPMs can add new measurements capabilities to existing PPG solo systems
(e.g. blood pressure) or in multisite PPG systems (e.g. pulse wave velocity (PWV)),
opening new interesting markets for these devices. Besides the expected innovation
in PPG systems, the accurate monitoring of dynamic changes of physiological data
through a non-invasive integrated system, including hemodynamic parameters (e.g.
heart rate, pulsewave velocity etc.) and heart electrical activity, can play an important
role in a wide variety of applications (e.g. healthcare, fitness and cardiovascular dis-
ease). To this purpose, there is also a great interest to develop integrated, low-power
consumption and portable photoplethysmography-electrocardiography (PPG/ECG)
combo systems for assessing the above-mentioned physiological parameters and
their ubiquitous monitoring over time. The EU H2020-ECSEL ASTONISH project
(grant agreement 692470) [5] will deliver an advanced multisite PPG-ECG combo
system for the assessment and monitoring of relevant cardiovascular diseases occur-
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(a) (b)

(c) (d)

Fig. 1 SiPM based PPG/ECG combo systems demonstrators. a Interface board containing suitable
circuits for LED and SiPMs operation. b IR PPG transmission wristband with USB communication
data transfer and comparison of the PPG/ECG signals of the multisite system of ST. c Schematic
of the portable PPG/ECG demonstrator with two channels realized at UNIPA. d Example of syn-
chronized PPG and ECG signals. PPG pulsatile component is characterized by a larger peak of
absorption (local minima) during the diastolic phase in which the blood volume change is maxi-
mum.A secondary small peak or a bump, due to wave reflection, is also visible. The latency between
the ECG R-peak (the largest one) and the PPG onset reflects the propagation of the shock wave in
the vascular system

ring as result of ageing, hypertension, and atherosclerosis, providing also information
on arterial stiffness. This will be done through a proper combination of advanced
technology blocks including high sensitivity SiPM based PPG probes, innovative
electronic hardware for fully synchronized multisite measurements, advanced algo-
rithms for data filtering, analysis and pattern recognition and suitable software inter-
face for measurements calibration, data recording and analysis. In this contribution,
we present the intermediate results of this development including SiPM based PPG
optodes, the acquisition electronics components used for simultaneous PPG/ECG
measurements (Fig. 1) and a PPG pattern recognition pipeline [6]. In particular,
the preliminary acquisitions obtained through an intermediate demonstrator system
composed by 3 PPG optodes and 3 ECG leads along with some examples of PPG
waveform signal analysis are reported (Fig. 2).
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Fig. 2 Experimental setup and first measurements obtained on an intermediate PPG/ECG combo
system composed by 3 synchronized PPG probes and 3 ECG leads

2 Experimental Setup

The PPG probes used for the development of the PPG/ECG combo systems intro-
duced in the previous section were equipped with large area n-on-p SiPM [7–10]
detectors manufactured at STMicroelectronics in Catania [10].

The devices were fabricated on p-type silicon epitaxial wafers and formed of n+-p
microcells. N-on-p SiPMs were chosen for this application considering their higher
photon detection efficiency (PDE) in the visible and near infrared wavelength ranges
with respect to the p-on-n version of the technology. The probe consisted of two
LEDs 1 cm distant from the SiPM, which was at the center of the probe. Used SiPMs
have a geometrical fill factor of 67.4%. Figure 1b shows an IR PPG transmission
wristband with USB communication data transfer. The SiPMs array is packaged in a
surfacemount housing (SMD)with 5.1×5.1mm2 total area. Light sourcewas a LED
emitting at 940 nm wavelength. The SiPMs were equipped with an optical “long-
pass” plastic filter having a cut-off wavelength at λ�700 nm in the near infrared
[11]. The SiPM was mounted on a small PCB, about 3×2 cm2, containing only the
detector and passive components. To have a probe with a smooth front surface, a
sheet of black rubber was applied, with suitable holes in correspondence of sources
and detectors and in such away to assure optical isolation between sources and detec-
tors. This very simple probe was highly flexible and comfortable. Given the average
travel speed of the pulse pressure-wave, a time resolution in the range ofmilliseconds
is needed. This has been achieved using a high resolution (24 bit) National Instru-
ments NI-PXIe-4303 ADC for both PPG and ECG. This device has also a very high
synchronization time between two different channels which is significantly lower
than 1 μs. An interface board (Fig. 1a) has been internally developed including the
power supply, the amplification stages and conditioning circuits for output SiPMs
signals, the LED driver circuits and suitable connectors for PPG optodes and ECG
probes. This system will allow multisite PPG and ECG measurements up to a total
of 32 channels. Measurements have been conducted in backscattering mode on the
radial and tibial arteries. Simultaneously, the subject ECG was acquired to monitor
the heart activity and to assess the PPG Pulse Transit Time. In a typical measure-
ment session, the subject was lying in supine position and instructed to avoid any
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unnecessary movement. Three probes were placed in correspondence of the right
and left wrist radial artery and left ankle as shown in Fig. 2. Following the ECG
standard procedure, three electrodes have been placed to acquire LEAD I, LEAD II
and LEAD III derivations.

3 Data Analysis

The assessment of quality of PPG waves was conducted by using a fully automatic
processing pipeline. A toolkit based on Matlab scripts and functions has been imple-
mented according to the following four main steps:

• QC: overall quality check assessment
• AI: artifact identification
• PRW: pattern recognition of PPG waveforms
• FDA: First derivative analysis for the assessment of the main PPG parameters.

In the first step (QC), the overall quality of the PPG raw data was considered. The
pulsatile (AC) and the slow varying (DC) contents of the signal were considered and
compared. Pulsatile component was obtained by filtering the raw data with a band
pass zero-lag Butterworth filter in the 1–10 Hz frequency range. Parameters used
were the AC/DC ratio and the variation of the AC and DC amplitudes with respect to
their initial values. The second parameter can be slightly varying with the pressure of
the probe over the skin [2]. Thus, the stability of the AC/DC ratio was used to check
for possible decoupling of the probe from the subject skin. Without any external
pressure of the probe, the AC/DC ratio is generally larger than 1% and smaller than
10%. The second step (AI) was an automated artifact detection algorithm based
on the evaluation of the variance of the signal over time. Artefact affected signal
epochs were identified by means of a statistical threshold and discarded. An iterative
procedure allowed the identification of all the contaminated periods.

The Pattern Recognition Algorithm (Fig. 3) allowed to identify good PPG wave-
forms with an accuracy above 90%.

The proposed pattern recognition system supposes to find compliant PPG wave-
forms between two minimum local points so that firstly performs a simple segmen-
tation of the pre-filtered PPG signals through the detected local minimum.

Afterwards, the bio-inspired core of the proposed pipeline performs ad hoc non-
linear dynamic evolution.

Pattern recognition of PPG waveforms relies on a theoretical waveform derived
from a reaction diffusion nonlinearmathematicalmodel properly configured [12, 13].
The nonlinear mathematical model was implemented by means of Cellular Neural
Networks (CNNs) as reported in [13]. Due to its analogic implementation, the CNNs
are able to perform such operations with high-speed computational capability i.e.
near real-time.

Ad hoc normalized sample cross-correlation analysis was performed in order to
have a compliance measure for the analyzed PPG waveform. Only the PPG patterns
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Fig. 3 PPG pattern recognition pipeline

showing high normalized sample cross-correlation (≥0.90) were considered as com-
pliant whereas the other ones were discarded [6]. The results of the proposed pipeline
applied for PPG signal processing confirmed the robustness and effectiveness of the
approach herein described showing very promising sensitivity and specificity. The
developed algorithm showed encouraging results in discriminating good PPG sig-
nals and artifacts. This novel approach may be extended to the classification of
PPG waveforms of different physiological and pathological conditions. Some pulse
parameters were obtained by searching for local maxima and minima of the pulse in
the proper order [14]. A sample of PPG waveforms together with the related features
is reported in Fig. 4. In the last step, a further standard PPG first derivative analysis
was performed on the selected waveforms [14]. Good epochs were divided in trials
corresponding to single heart beats. The ECGwas used to define the trial onset based
on the ECG R-peak. In this way, all the parameters found were time-locked to the
heart cycle. Waveform foot (foot), primary peak (P1), dicrotic notch (DN) and the
secondary peak (P2)were themain pipeline output. Figure 5 shows the first derivative
analysis on the average PPG waveform of the radial site as an example.

The parameters were obtained by searching for local maxima and minima of the
pulse in the proper order [14]. A sample of PPG waveforms together with the related
features is reported in Fig. 5.
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Fig. 4 Examples of features
identification of a collection
of PPG waveforms

Fig. 5 First derivative
analysis of the waveform
obtained by averaging over
the selected recorded PPG
trials

foot

P1

P2

DN

4 Conclusions

The results presented in this work demonstrate the capabilities of the SiPM photode-
tectors technology in combination with ECG electrodes in order to build a multisite
and aportablePPG/ECGsystem tobe employed for PPGmeasurements in a backscat-
tering mode. Measurements were performed by using infrared light of an LED used
as optical light source and a suitable optical longpass filter on SiPM detector for
environmental light rejection. For both the systems, to analyze data, we have imple-
mented also an automatic process pipeline able to perform data cleaning, selection
of good PPG trials and carry on a first derivative analysis. A novel approach based
on pattern recognition was also presented. The analysis showed the feasibility of the
pipeline on the acquired data. Future directions may exploit SiPMs high sensitivity
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and large dynamic range by employing them in the PPG evaluation of deep arteries
for which a small pulsatile signal is expected. These measurements could be con-
ducted both in backscattering and transmission mode and in different body sites than
just fingers and ear lobes.
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A Small Footprint, Low Power, and Light
Weight Sensor Node and Dedicated
Processing for Modal Analysis

Federica Zonzini, Luca De Marchi and Nicola Testoni

Abstract Structural Health Monitoring functionalities are aimed at constantly
assessing the health of a building in order to prevent dramatic consequence of a dam-
age. This work describes a well-defined wireless sensor network system installed
over a steel beam capable to perform modal parameters estimation, such as natural
vibration frequencies and modal shapes. Signal Processing Techniques were aimed
at computing Power Spectral Density of the acceleration signals acquired, dealing
with parametric and non parametric approaches. Algorithms in frequency domain,
together with the Second Order Blind Identification method were implemented for
modal shapes reconstruction. Beside a satisfactory agreement between the theoretical
model and the output response of the algorithms implemented, versatility, easiness of
reconfiguration, scalability and compatibility with long term installation are among
the most powerful advantages of the architecture proposed. Light weight, low power
consumption also enhance the capabilities of the system to provide real-time infor-
mation in a relatively cheap way.

Keywords Modal analysis · Structural health monitoring · Low power

1 Introduction

The actual trends in civil engineering increased the capability to build complex
structures, designing elements which are characterized either by the peculiarity of
their architectural properties or by composing materials. This evolution in structural
development requires continuous information to be extracted and analyzed in order to
assess the integrity of buildings, preferably according to automatic techniques which
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simplify and accelerate data acquisition and management. Furthermore, power con-
sumption, costs and weight shall be minimized not only for energetic reasons but
also to make the presence of devices as unobtrusive as possible. Historical buildings
can also benefit from these studies, since nowadays most of them are used for dif-
ferent purposes. Consequently, evaluating the robustness of infrastructures becomes
fundamental for human safety.

In such a scenario, electronic devices have been designed according to Structural
HealthMonitoring (SHM) requirements, primarilywith the intent of providing a con-
stant monitoring of the structure under test and correspondingly identifying damages
in case of occurrence. These two aspects together enable to generate periodic reports
about the state of the structure over a wide period of time, mainly related to the effects
that usual stresses (i.e. wind, weather) can evoke. Traditional systems performance
and requirements have primarily demonstrated to produce expensive designs and
steady deployment, connected respectively to the high accuracy and sensitivity of
sensors and to the fixed positions associated to each of them. Moreover, problems
arise when dealing with long-term acquisition phases due to the presence of piezo-
electric transducers whose cost compel researchers to limit the duration of experi-
mental campaigns and reuse them. Another important aspects to be underlined is a
strongest consciousness of the fact that the signals recorded by piezoelectric devices
are not completely suited to investigate the dynamic behavior and the stability of
infrastructures with sufficient precision.

Recently, evident improvements have brought about distributed sensor network
solutions which provide embedded data processing, mainly achieved by installing
a certain number of nodes along the whole structure. The usage of Micro-Electro
Mechanic (MEM) sensors provides, among the many benefits, versatility, scalabil-
ity, non-invasiveness and long-term analysis. Positions can be changed, acquisition
process reconfigured digitally without any particular consequence for the structure,
hence containing obtrusiveness. Synchronized vibrations recorded by inertial ele-
ments within nodes installed in any point of the building can be examined in order to
compute modal parameters, which consists of natural frequencies, damping ratio and
modal shapes. The basic idea of SHM is to continuously analyze the internal vibra-
tion features of a building and compare them to structural properties measured under
nominal conditions, thus revealing possible changes in normal modes of oscillation
which may differ for number, width and frequency. In particular, when damages do
not occur, the behavioral dynamics is unchanged and only minimal drifts can be
noticed.

This work focuses on a sensor network with embedded data processing for real-
time SHM, specifically developed to copewith low power consumption, light weight,
small size requirements. In order to assess the functionality of the system, vibrational
measurements were recorded from a steel beam undergoing a mechanical stress. The
presented setup is simple but efficient for these purposes, being very common in
modal analysis scenarios. In the second section a general overview of the node is
presented, followedbySect. 3 inwhich the description of the algorithms implemented
to evaluate natural frequencies andmodal shapes of the experimental setting, proving
the reliability of the nodes in a SHM context.
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Fig. 1 Experimental setup for modal analysis verification and comparison

(a) Schematic diagram (b) Prototype

Fig. 2 Developed sensor node

2 Sensor Node

In this paper, a simple but effective setup for modal analysis was developed to assess
the capability of the proposed sensor node network to cope with Real-time Structural
Health Monitoring (SHM) functionalities. The importance of this discipline relies
on the capability to periodically analyze the vibration features of a structure through
a network of smart sensors acquiring information from a plurality of transducers.
Whenever a change is detected with respect to the ordinary structural properties,
the state of the entire system under test can be inferred. As reported in Fig. 1, five
sensor nodes equally spaced were installed in the first half of a L = 1900mm steel
beam with cross-section base b = 60mm and height h = 10mm in free vibrations
conditions.

Each sensor is roughly 30mm × 23mm, drawing power from a Sensor Area Net-
work (SAN) bus based on Data-over-Power (DoP) communication which simultane-
ously allows for data transmission and power supply. At an architectural level, four
main blocks cooperate to achieve data collection and processing as schematically
depicted in Fig. 2.

Following the flow of information, real-time acceleration samples are recorded
by means of a ST Microelectronics LSM6DSL iNEMO Inertial Measurement Unit
(IMU) with a 3D accelerometer characterized by a maximum dynamic range of
±16 g. They are subsequently sent to a ST Microelectronics Microcontroller Unit
(MCU) which is the core unit of this device, especially designed for low consump-
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tion even in nominal condition. It includes a 40KiB SRAM memory for temporary
storage of the samples, but also an embedded 256KiBFLASHmemory is present giv-
ing the opportunity to implement signals preprocessing capabilities. The presence
of a Serial Peripheral Interfaces (SPI) and Universal Synchronous Asynchronous
Receiver Transmitter (USART) enables to transmit input/output serial data indepen-
dently of the nominal execution of tasks. Collected data are sent to an external SRAM
memory which is mainly inserted to expand the storage capability of the device. A
ST XCVR transceiver interfaces the MCU to the bus thanks to a mesh of passive
elements. Additionally, recordings flow through a gateway to be sent to a user defined
cloud system. A Low-Drop Out regulator provides energy, establishing the voltage
to 3.3V. The sensor node so far described performs an overall consumption lower
than 40mW, with small size and light weight, being it less than 5 g. Considering
that five sensors have been installed, the global power in continuous monitoring does
not go over 300mW, weighing less than 50 g. The overall properties explained are
enforced by the extreme scalability and versatility of the sensor node implemented,
considering that up to 64 elements can be connected and managed sharing the same
bus.

3 Modal Estimation

3.1 Natural Frequency Estimation

Signal Processing Techniques have been applied to the raw acquired signals to extract
natural frequencies and modal shapes. The results of the implemented algorithms
were compared with the theoretical predictions obtained from the physical model
of the beam to assess the performances of the designed circuitry. In particular, the
extracted three natural frequencies are compared with the nominal values estimated
as 5.28, 21.14, and 47.51Hz through the theoretical formula:

fn = 1

2π

(n · π)2

L2

√
E · I
A · ρ

(1)

whereρ = 7880 kg/m3 is the density of the steel, A = bh and I = bh3/12 are respec-
tively the cross-section area andmoment of inertia respectively, and n is the frequency
index. Here, for accurately measured beam dimensions and weight, a value of the
Youngs modulus E = 195GPa was assumed to minimize the error on f1.

The evaluation of the modal parameters in a phase when no damage occurs is
of extreme importance because it creates a set of benchmark values that must be as
accurate as possible in order to prevent potential errors during the real-time estimation
stage.
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Fig. 3 Error distribution in vibrational modes extractions comparing different techniques of PSD
estimation

Several procedures were considered to compute the Probability Density Func-
tion (PSD) of the data series, based on non-parametric and parametric approaches.
Among the former, we considered the Frequency Domain Decomposition (FDD) [1]
periodogram estimation [2] Welch evaluation [2] whilst the latter refer to Autore-
gressive (AR), and AR+Noise models [2] which are suited for modal analysis in
presence of strong acquisition noise.

Results The analysis of the results obtained can be deployed at two different levels.
First, according to the relative error depicted in Fig. 3, we may consider that the
error is not uniformly distributed over the whole spectrum, since it is mostly relevant
at higher frequencies where Signal to Noise Ratio (SNR) is worse and the overall
energy of the structure is lower. Second, it is worth noticing that AR models seem to
have the best performance, allowing to assert that noise may affect the measurements
and it has to be correctly considered. Percentages are always lower than 2.5%, thus
assessing the reliability of the architecture proposed. Furthermore, since the second
vibrational mode of the structure is detected with the lowest precision, it is possible
to argue that it may be related to the solicitation induced over the beam. Generally,
the PSD computed with the techniques mentioned, demonstrates that, for the first
part of the spectrum, there is an evident vertical alignment between the frequencies
computed and those expected, meanwhile the output is less precise when frequency
increases. Furthermore, as predicted by the model and clarified by the spectrum
reported in Fig. 4, an additional frequency near 97Hz can be detected. This fourth
vibrational mode was not considered for further studies since it is close to Nyquists
frequency. For this reason, the errors can creep due to the scarcity of samples to be
used in order to recreate the associated modal shapes, notwithstanding the fact that
it can be extracted from the spectrum itself.
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Fig. 4 Example of PSD estimation with parametric and non parametric approaches

3.2 Modal Shapes Reconstruction

Beside data and power communication, the bus connecting the sensor nodes also
natively allows for data acquisition time base synchronization and consequently the
output-only estimation of modal shapes. For this purpose, algorithms in frequency
domain were developed, followed by the application of the Second Order Blind
Identification (SOBI) method, a strategy which reveals independent components
hidden within a set of measured signal mixtures [3].

Frequency DomainDecomposition Technique Frequency Domain Decomposition
(FDD) method identifies modal parameters of a dynamic system by applying the
Singular Value Decomposition (SVD) technique to the output spectral density matrix
[1]. This algorithmworks as an output-only estimation technique,whose computation
merely consists of two different steps: given a data set, it estimates the PSD and
consequently filters n dominating peaks, where n refers to the degree of freedom
of the system under consideration. Formally, its operating principle relies on the
key-function named Frequency Response Function (FRF) matrix:

[Gyy(ω)] = [H(ω)][Gxx (ω)][H(ω)]H (2)

where [Gxx (ω)] and [Gyy(ω)] denote respectively PSD matrix of the inputs and the
outputs, [H(ω)] represents FRF matrix and H is the conjugate transpose operator.
Applying the SVD to the output spectrum [Gyy(ω)], it is obtained

[Gyy(ω)] = [U][V][U]H (3)
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with [U] being the orthogonal matrix of the singular vectors and [V] is the singular
value diagonal matrix organized by column. Concerning the recorded data we have
that

y(t) = [�]q(t) (4)

where the response of the structure y(t) comes from the decomposition of these
output signals into participations from the different modes [�] expressed via the
modal coordinates q(t). Using the Correlation matrix and applying the SVD to it, it
is finally demonstrated that

[Gyy(ω)] = [�][Gqq(ω)][�]H (5)

The assumptions are that [Gyy(ω)] is a diagonal matrix, i.e. the modal coordinates
are uncorrelated, and that the mode shapes (the columns in [�]) are orthogonal.
Comparing (3)–(5) and assuming that the decomposition described by (3) is unique,
it follows that the singular vectors coincide with the estimation of the mode shapes
and the corresponding singular values present the response of each mode (Single
Degree of Freedom systems) expressed by the spectrum of each modal coordinate.

Second Order Blind Identification Technique SOBI algorithms found their theo-
retical formulation on the assumption that the second order momentum, that is the
expected covariances, is completely representative of the observed data. Consider-
ing a set of acquired signals y(t), (6) defines covariances between the values of two
different signals yi (t) and y j (t), where τ is the time-lag or delay:

[Cτ
y]i, j = cov(yi (t + τ )y j (t)) (6)

Furthermore, for i = j , (6) turns into the auto-covariances [Cτ
y]i between the

same signal yi (t) at different time steps. Combining together these quantities, this
technique exploits the diagonalization of the time-lagged covariancematrix, resulting
as in (7)

[Cτ
x ] = E

{
x(t + τ )xH (t)

}
(7)

where H denotes the conjugate transpose operator.
The time structure introduced contributes to relax the requirement of non Gaus-

sianity for the Independent Components (ICs), replaced by the condition that all
the independent sources have different and nonzero auto-covariances. As described
in [3], imposing that the covariances for τ = 0 have zero value, the decorrelation
between the observed signals y(t) can be assured. As a consequence, the obtained
signals satisfy the following property:

[Cτ
x ] = 0, τ = 0 (8)
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Nevertheless, the correlation matrix does not contain enough information for the
separation. In fact, due to the independence property of the ICs, all their lagged
covariances, and not only one, should be zero:

[Cτ
x ] = 0,∀τ (9)

The SOBI estimation is therefore performed starting from the assumption that
each observed data y(t) is obtained as a linear combination of unknown sources x(t)
through a mixing matrix [A]:

y(t) = [A]x(t) (10)

enforcing that time-lagged covariances are zero as well. This leads to

E
{
yi (t + τ )y j (t)

} = 0,∀ i, j, τ (11)

The problem is solved whenever [A] is computed [3]. Modal shapes are contained
in the column of the mixing matrix, thus enabling the reconstruction process.

Results The results depicted in Fig. 5 display the first three mode shapes extracted
with two different techniques superimposed to the theoretical mode shapes. The
experimental behavior of the structure fits the model almost perfectly at low fre-
quency, whereas the deviation is more remarkable going up in the spectrum. This
behavior is justified by the fact that SNR is not sufficient to discriminate among
true signal and noise, especially for the higher components which mainly suffer
from this effect. According to Fig. 4, the first vibrational mode contains almost the

Fig. 5 Modal shapes extracted with different techniques: FDD, SOBI. It is worth noting that the
experimental curves fit the model almost perfectly at low frequencies, whereas the deviation is
some-how more evident at higher frequencies
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overall energy of the acquired acceleration, appearing to be almost 40 dB higher
than the other analyzed modes. It is also important to highlight that, although the
SOBImethod is totally unsupervised, its performances are almost equivalent to FDD,
making it suitable for autonomous damage detection system. Being almost equal the
outcome of the tested algorithms, it is necessary to underline the advantages that a
blind strategy can produce. As a matter of fact, the computation of a Blind Source
Separation (BSS) method relies on a restricted a-priori knowledge about the nature
of the extracted signal, therefore it is entirely independent from the observed phe-
nomenon. In addition, this technique is a completely unsupervised estimation which
does not require to be supplied with users information about the expected frequency,
such as in FDD. Moreover, being the SVD an expensive algorithmic process to be
computed, especially when the dimension of data is very large, the computational
cost associated to frequency methods cannot be forgotten.

Some aspects have to be underlined when dealing with the idea of embedding
real-time signal processing capabilities in a low power sensor node, thus making
realistic the possibility to offer an immediate estimation of modal parameters and
consequently testing the health state of a given structure. The first point to be faced
is connected with the data sources every algorithm requires, dividing the techniques
between single-sensor driven methods and sensor-array driven estimators. For exam-
ple, FDD naturally works with matrices, where every column (row) is a collection of
samples provided by a single sensor over the global acquisition time. On the contrary,
parametric methods for vibrational modes estimation can be applied onto single vec-
tors, therefore they are best suited for single nodes. The second relevant aspect is
ruled by the specificity of the processed samples. Indeed, SOBI performances are
ideal when data under test refer only to the natural damped decaying of signals,
whereas other techniques performance improves when samples cover a wide time-
interval. In such a scenario, there are two different possibilities to exploit real-time
estimation, simply derived from the intrinsic nature of the algorithms tested. In a
master-slave architecture, a specifically crafted sensor node can perform the whole
computation starting from samples provided by all the other sensors. A different
strategy is based on the hypothesis of a multi-master system in which the process-
ing phase is provided by each node separately and finally the outcomes are merged.
The choice of strategy impacts on the algorithmic complexity and the computational
requirements needed, which have to reach the best trade-off between power con-
sumption and computational time, especially in terms of synchronization, coherency
and storage capability.

4 Conclusions

The presented experiments reveal the potentialities of the implemented sensor net-
work for SHM applications thanks to its versatility and high scalability, becoming
a suitable candidate for a relatively cheap and low consumption system capable to
provide real-time information.
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IEEE 21451-001 Signal Treatment
Applied to Smart Transducers

F. Abate , M. Carratù , A. Espírito-Santo, V. Huang, G. Monte
and V. Paciello

Abstract Control and monitoring systems base their decisions on the information
provided by transducers. These signals must be acquired, processed and transmit-
ted. There is an exchange between sensor signal processing and data rate, more
signal processing inside the transducer implies lower data rate over the networks.
This paper presents the standard IEEE 21451-001 whose main purpose is to extract
knowledge of transducer signals that can be shared with others to increase system
reliability, infer shapes, normal/abnormal states and to provide a normalized building
structure for extracting knowledge. This standard extracts information directly from
sampling based on a more complete structure. The standard is described highlighting
the purpose and the main algorithms.

Keywords IEEE 1451 · Smart transducers · Oversampling · Sensor networks

1 Introduction

The real world is inferred through sensor signals. The expanded application of
embedded systems has direct impact on transducers design. The microcontrollers
“all inclusive” and the Application-Specific Integrated Circuit (ASIC)s offer every-
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thing needed to turn a regular transducer into a smart transducer, with the integration
of a sensor element into a single unit. Considering size, power consumption, cost
and integration, it is logical to infer that signals will be fully processed at the point
of acquisition. Although today this is only applicable to sensors with complex signal
processing related to specific objectives, it will occur for most transducers in the
future, even for small and low-cost sensors [1–5]. The world is moving toward a
fully interconnected state. Even though commercial and industrial networks have
different objectives and requirements like determinism, security and safety issues,
they share many concepts and the division line is diffuse. These networks are based
on three fundamental concepts [6]: Sense, Connect and Process/share.

For each concept, answers are needed for three questions: What? How? And
Where? For example, how to share? Or where to process? Or what to transmit?
These answers define the whole system and new paradigms arise like in the IoT
(Internet of Things) cloud, fog and edge computing [7]. As networks become more
complex, there is a need to process data away from the centralized points. The
vertiginous technological evolution requires changing paradigms. This is the case
of sensing. Almost all acquisition systems are based on uniform sampling to get
digital data. The sample value is only a small fraction of the information embedded
into a sensor signal and it does not provide a straightforward structure for extracting
information in real time. This standard introduces a new sampling technique that
facilitates signal features extraction in real time. The signal treatment outcomes
should be normalized to allow interchange of knowledge among transducers. There
is no universal treatment for sensor signals that allows signal analysis, synthesis and
a dialogue among transducers to validate the measurement processes and to provide
a platform for data mining. This standard will allow smart transducers from different
manufacturers to interchange signal information to infer states of the instrumentation
system, which helps to achieve higher reliability and better real world inference. In
the next sections, the standard is presented with emphasis in core algorithms.

2 Standard Structure

2.1 Sampling of Sensor Signals

Even though uniform sampling is the principal approach used, it does not provide a
straightforward platform for information and knowledge extraction. It gives us only
the signal value at a specific instant. In a signal, the information is embedded in the
relationship among samples at different time instants.

The main idea for representing a sensor signal is to use a concatenation of known
function segments instead of samples. The signal information is related directly to
the sequence of segments. In [8] a signal is considered that lives in a union of different
subspaces. Since the standard approach is to build a model to extract knowledge in
real time, and it must be simple enough to embed it into transducers, a finite set of
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Fig. 1 Class segments are based on the value of the left and right samples and the interpolation
error. In classes a, b and c, the segment ends due to it has reaches a maximum length

Fig. 2 Block diagram of the proposed standard, divided in two layers. First layer uses MCT algo-
rithm. Second layer uses MCT and outputs from first layer algorithms

subspaces represented by simple trajectories is used, see Fig. 1. The sensor signal
is represented by the concatenation of a normalized function that can be dilated,
contracted and adapted to follow the real signal in a subspace bounded by an error
as shown in Fig. 2. Eight segment classes are enough to approach the real signal.
Classes “a”, “b” and “c” exist due to a real constrain of the segment length. Class
“h” must be avoided by splitting it into different classes.

The sensor signal is described by the sequence of values ofα,β and τ. An algorithm
is needed for comparing the real signal, suitable for embedding it into transducers, to
determine which segment is the best for a particular signal segment. In [6] an algo-
rithm was proposed for sensor signal preprocessing. The central idea is to compare
real signal trajectory against linear trajectory. Checking how the real departs from
linear allows decidingwhen the simplified segmentmust end since the error is greater
than a prefixed value. This algorithm is described in [9, 10]. It is called RTSAL “Real
Time Segmentation and Labeling”. It employs oversampling to check at a rate fast
enough, the real signal against simplified trajectories. The algorithm outputs are the
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values of α, β and τ that represent signal segments. Three vectors, Mark (α), Class
(β) end Time (τ), in short MCT characterize the digital sensor signal. MCT vectors
are the building blocks for this standard. The algorithm uses linear interpolation to
track linear trajectories, therefore it is simple and can be executed in real time.

2.2 Standard Proposed Algorithms

Figure 2 shows the standard structure and algorithms divided into two layers. The first
one includes most common and useful information extracted from sensor signals.

The second layer includes advanced feature extraction and employs MCT vectors
and outcomes from first layers as inputs. First layer algorithms are described in [10].
They are implemented using a state machine paradigm.

2.3 Second Layer Algorithms

Since that there is information about signal shape is possible to predict future behav-
ior. For example, if it has been detected exponential pattern, the steady state value
can be predicted. Or if it has been detected dumped oscillations, predict the next one.

With MCT vectors, it is possible to reconstruct an approximation of the sampled
signal. Since that the original sampled signal lies in an interpolation-error controlled
subspace, there is no possibility for aliasing. The reconstructed signal is a concate-
nation of a scaled and shifted version of the generating segments. Since that the
signal has been rebuilt using simplified trajectories, a low pass version is obtained.
The number of iterations can be controlled by observing if the desire objectives have
been reached (Fig. 3).

Figure 4 shows signal reconstruction after eight iterations and Fig. 5 shows that
after eight iterations the number of local maximum and minimum remains constant
and the period can be computed. If the computed period has low variance, the signal
is periodic. Recall that local maximum a minimum are immediate outcomes of MCT
vectors, i.e., the union of an ascending with a descending segment is a maximum.

Fig. 3 Test signal for filtering. The objective is to determine if it is periodic or not and to compute
period and phase. Number of extreme points�175
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Fig. 4 Signal of Fig. 3 after eight iterations. Number of extreme points�14

Fig. 5 After eight iterations the number of extreme points remains constant, therefore noise has
been removed and period can be computed

The low pass version ofMCT vectors could be used as a compressed version of the
sampled signal. The resulting M′C′T′ vector is the building block for reconstructing
the original signal considering the interpolation error and the number of iterations.

Based on MCT vectors, first layer output and operations on MCT structure, algo-
rithms are proposed for detecting and learning specific patterns. A work was done
for detecting the type and grade of damage in vibration signals related to bearing
defects [11]. Also, a research was carried out for processing ECG signals using these
concepts [12–14].

3 Conclusions

A brief description of the IEEE 21451-001 was presented. Strength of this standard
is that it is applicable to a wide range of sensors from industry to IoT. The algorithms
were simulated with MATLAB and implemented in microcontrollers of 8/32 bits in
C programming language.

Thinking of a fully interconnected world, data grow faster than channel capacity,
so the traffic over the networks will be around useful information extracted directly
from smart signal sampling processes. Therefore, standardization processes will play
a lead role in facilitating knowledge sharing.

For example, let’s suppose we want to determine if the signal in Fig. 3 is periodic
and to estimate the period. Each time a new MCT vector is obtained, a fraction of
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the high frequency content is lost and the reconstructed signal tends to be smoother
than the previous one, which will lead to decreasing number of local maxima and
minima. Therefore, a method based on number of extreme values is designed to
choose a suitable iteration for filtering.
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Accuracy and Metrological
Characteristics of Wearable Devices:
A Systematic Review

Gloria Cosoli and Lorenzo Scalise

Abstract The aim of this paper is to study the state of the art about the metrological
characteristics and the accuracy of wearable devices, tested in comparison to a gold
standard instrument. A bibliographic research has been made on the main scientific
databases (e.g. Scopus and Web of Science). Papers have been included on the basis
of established criteria (e.g. the wearable device has to be commercial). At present,
neither a standard protocol nor fixed metrological characteristics can be identified
in the literature. Among the most discussed wearable devices, there are certainly
Fitbit, Jawbone, Garmin and Polar ones. Chest-strap monitors generally result to be
more accurate than wrist-worn devices, which, on the other hand, are cheaper and
more comfortable. Given the lack of standards in the validation process, the data
appear to be very irregular (even among studies conducted on the same device) and
consequently barely comparable. It would be extremely important to conduct a pilot
study on a few devices, validating them according to an established test protocol
and comparing the results to a gold reference instrument (e.g. ECG for Heart Rate
assessment). In this way, it would be possible to start building a database of the
accuracy and the metrological characteristics of wearable devices.

Keywords Wearable devices · Health monitoring · Physiological parameters
Metrological characteristics · Measurement accuracy

1 Introduction

Substantial evidence leads to state that an active lifestyle is surely a cornerstone of
improved health and disease prevention [1, 2]. In order to monitor physical activity,
different methods can be used: energy expenditure measurements, questionnaires
or activity monitors [3]. The real-time monitoring of human physiologic function
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and performance during different tasks in different fields (e.g. sport medicine, free-
living conditions, mental exercises and pathologic states) is very important in order
to provide a picture of the subject’s physical activity pattern. Moreover, it is suitable
to increase the subject’s awareness about his physical activity and an activity monitor
acts as a motivational tool [4, 5] and also pushes towards healthy habits. This is of
utmost importance, particularly thinking of a more and more sedentary population
not only in the western world [2], because of advances in society and technology
[6], but even worldwide. A sedentary lifestyle leads to serious risk factors for death,
for what concerns cardiovascular and cardiometabolic diseases, diabetes, obesity,
chronic diseases and even some forms of cancer [7–10]. Consumer-based monitors
could be a valid means to cope with this matter; in fact, at present their variety is
increasing (just as a few well-known examples, let us think to Fitbit, Jawbone and
Apple Watch), as well as their popularity [11, 12]. Wearable electronics to track
physical activity and physiological parameters includes different devices, such as
smartwatch, wristbands and data-logger, joined by some common characteristics.
Indeed, they are small, unobtrusive, relatively cheap, user-friendly and wearable at
different locations (e.g. hip, wrist and chest). On the other hand, it is right to wonder
if such instruments are sufficiently accurate and reliable in order to use them as a
solid basis for trustworthy considerations on a subject’s performance, especially if
an expert analyses them to give the subject some recommendations. However, to this
day, to the best of authors’ knowledge, only few studies consider the accuracy, the
validity and the metrological characteristics of these devices, even if the comparison
between different devices clearly requires a good inter-device reliability. Not even
the manufacturers take care of providing the consumers with such parameters.

Therefore, the aim of this review is to examine the state of the art about inves-
tigations on wearable monitoring devices, focusing the attention on the highlighted
metrological properties and the accuracy that should always be taken into consid-
eration before the use of such instruments, tested in comparison to a gold standard
instrument. In particular, attention will be focused on cardiac parameters and energy
expenditure.

2 Materials and Methods

For the purpose of conducting a review about the validation of wearable devices for
the activity monitoring, focused on their metrological characteristics, a bibliographic
research was done, taking advantage of numerous academic databases (e.g. Scopus,
Web of Science, Google Scholar, PubMed and IEEE Xplore), looking for wearable
devices capable to measure the quantities of interests (i.e. cardiac parameters and
energy expenditure).

A selection of papers was made on the basis of the following characteristics:

• Studies validating activitymonitors comparing them to a gold standard instrument;
• Studies involving commercial devices (e.g. Fitbit or Apple Watch);
• Studies reporting some metrological characteristics of the examined devices.
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The used keywords were “activity”, “monitor”, “device”, “wearable”, “accuracy”
and “validation”. The abstracts of the found papers were screened in order to verify
that they met the chosen inclusion criteria. In affirmative case, the full-text of the
paper was obtained. In order to collect all the information about title, authors, journal
and publication date, open-source Zotero tool was used.

It is important to underline the fact that the algorithms used by commercial wear-
able devices are proprietary software (often based on machine learning techniques),
so it is not possible to know how the measure results have been effectively obtained.
This is a drawback also for the researchers who want to compare the performance of
different devices, since the results could not be definitely comparable.

The different measurement techniques applied in such devices have been analysed
and their performance has been evaluated, although neither a standard protocol nor
fixed metrological characteristics can be identified in the literature.

3 Results

With regard to cardiac activity assessment (i.e. Heart Rate, HR, Heart rate Variability,
HRV, and RR intervals), different sensing methods are employed: contact methods
(i.e. electrodes) mainly in chest-strap monitors (e.g. Polar), photoplethysmographic
(PPG) techniques in wrist-worn devices (e.g. Fitbit and Jawbone, wearable also in
different locations, e.g. arm, back, hips, thigh, ankle andwaist) and also in smartphone
apps. Accuracy results on a few commercial wearable devices are reported in Table 1;
it generally decreases together with an increasing activity level.

On the other hand, an energy expenditure estimation can be obtained by combining
accelerometer based measurements (e.g. steps or activity estimation) and HR results.

Given the lack of standards in the validation process, the data appear to be very
irregular (even among studies conducted on the samedevice) and consequently barely
comparable (e.g. performance is evaluated by means of different quantities, such as
error, accuracy or correlation coefficient).

The gathered information about single devices are reported in the following,where
they are divided between wrist-worn and chest-strap ones.

3.1 Wrist-Worn Monitors

As previously stated, wrist-worn monitors are those devices wearable on the wrist
or at different locations (e.g. arm or ankle), especially when they are clip-shaped.
Nowadays, their use is spreading and their popularity is rapidly growing, thanks to
the fact that they are relatively inexpensive, small, user-friendly and more and more
fashionable. It is very important to take into account the device positioning, adjusting
thewristband length in order to have a good contactwith the subject’s skin.Moreover,
it would be significant to do tests both in laboratory and in free-living conditions.
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Table 1 Performance evaluation of some commercial wearable devices in the measurement of HR
and energy expenditure parameters, compared to reference methods (i.e. ECG and calorimetry,
respectively); r is the correlation coefficient

Measured quantity Sensing principle Device Performance

HR (bpm) PPG Apple Watch Accuracy � 99.9%,
r � 0.81

Basis Peak r � 0.92–0.95

Fitbit Charge HR r � 0.83

Microsoft Band Error < 10%

Motorola Moto 360 Accuracy � 92.8%

Polar V800 r > 0.999

Samsung Gear S Accuracy � 95%,
precision � 20.6%,
r � 0.67

Samsung Gear Fit Accuracy � 97.4%

Samsung Gear II Accuracy � 97.7%

Scosche Rhythm Error � 4.0%, r �
0.93

ECG electrodes Polar S810i r � 0.98–1

Polar T31 r � 0.997–0.999

Suunto Memory Belt Error � 0.11%,
r > 0.99

Energy expenditure Accelerometer and
HR results

Actical Error � 14%

ActiGraph Error � 12.6%

Basis Peak Error � 8%

Fitbit Ultra Error � 6–20%, r �
0.98

Fitbit Zip r � 0.81–0.86

Fitbit Flex Error � 16.8%

Jawbone UP Error � 12–30%, r �
0.65–0.74

Jawbone UP24 Error � 0.8–14.3%

Withings Pulse r � 0.79

Actical Actical is a triaxial accelerometer-based device capable to measure energy
expenditure and step count. It is used in research field, also as a reference [13]; it
has been tested during different activities, reporting an error of 14%, seeming to
underestimate calories during cycling [14].
ActiGraph ActiGraph has a uniaxial accelerometer allowing activity and energy
expenditure (during activity) to be measured. With regard to calories, in a study
on healthy subjects tested during different activities (e.g. walking and running) an
absolute error of 12.6% was reported [15]. In another study, an underestimation of
26% was found [14].
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AppleWatchAppleWatch functioning is based on a PhotoPlethysmoGraphic (PPG)
sensor, so that it requires an optimal adhesion to the wrist skin and the processing
algorithm has to take into account the skin colour, in order to make the proper cor-
rections [16]. It can be disturbed by rapid hand movements, wrist hair and sweat
[17]. If compared to chest-strap monitors, the results are worse [18]; its HR moni-
toring has been judged not accurate [19]. On the contrary, a very high accuracy is
reported in [20]: 99.9% for HR, when compared to a professional pulso-oximeter
during walking test. Also Wallen et al. (2016) obtained a bias of 1.3 bpm with a
correlation coefficient r � 0.81 in a cycling test on healthy subjects [16].
Basis PeakBasis Peak functioning is based on a PPG sensor, a triaxial accelerometer,
two thermometers and a sensor for the skin galvanic response. In this way, it can be
used to measure HR, calories, steps and activity (distinguishing among walking,
running and cycling). It is small, lightweight and waterproof (up to 5 atm), with a
2–3-day battery. When compared to ECG during different activities (e.g. walking
and cycling), it proved to satisfy the validation criteria for HR monitor, with a bias
equal to−2.5 bpm at rest (r� 0.92) and−4.9 when HR > 116 bpm (r� −0.77) [21].
Its performance is comparable to the AppleWatch one. In the same study, it has been
noted a slight decline of the performance at high exercise intensity. In a study based
on a treadmill protocol, it is reported an error of 3.6% (r � 0.95) [22]. With regard
to energy expenditure, it seems to underestimate it, with a mean error of −28.7 kcal
(8%) during different activities [23]. In that study, when compared to calorimetry, it
is the only wrist-worn sensor not significantly differing from calorimetry, even if it
presents high differences on single measurements.
Fitbit Ultra Fitbit Ultra is a clip-on device, wearable on the belt or in a pocket;
it tracks steps, climbed stairs, travelled distance, energy expenditure and activity
intensity. The performance of Fitbit Ultra (provided with a triaxial accelerometer)
has been evaluated to assess steps and energy expenditure (comparing the results with
a direct observation of steps and with a portable metabolic system) using a protocol
considering walking, running and agility exercises, tested on a population of 20
people [24]. It was noticed that there is an underestimation of energy expenditure
(17% in agility tasks, with a correlation coefficient r � 0.89). A similar protocol
consisting of walking and jogging (but also with slopes) is proposed in [13], where
the device (worn in correspondence of the iliac crest) is tested on 23 subjects and
compared to Actical and indirect calorimetry for what concerns steps and energy
expenditure, respectively. The correlation coefficient is r � 0.81–0.87 for energy
expenditure, proving that the device is reliable except in case of slopes. The same
devicewas also tested in free-living conditions (for 8 days) by a single subjectwearing
10 devices in his trouser pockets, in order to evaluate the inter-device reliability
(regarding steps, distance and energy expenditure), which is considered good (r �
0.90) [25].
Fitbit ZipWith respect to Fitbit One, Fitbit Zip is cheaper but has better performance.
It is a clip-on tracker, measuring steps, distance and calories. Based on a piezoelectric
triaxial accelerometer, it is small and lightweight; its battery duration is of 5–10 days
and it has a memory of 23 days. In a 48-h monitoring (with the device on the waist),
it was reported that Fitbit Zip underestimates energy expenditure (bias: −497 kcal,
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R � 0.81) [26]. In another study, it is reported a RMSE equal to 40.8 kcal (absolute
value of 10.1%) [15]. Energy expenditure was underestimated also in [27], where
it is reported an overestimation of moderate-vigorous activity (r � 0.86). Fitbit Zip
can be considered quite reliable both in laboratory and in free-living conditions.
Fitbit Flex Fitbit Flex is a small wristband device, with a battery duration of
5–10 days and a memory up to 23 days. It can measure steps, distance, energy
expenditure and activity. It is relatively inexpensive and its popularity is growing. In
[28], Fitbit Flex is tested for the performance on the assessment of steps and energy
expenditure (one device on each wrist) during treadmill. It results that energy expen-
diture is overestimated (mean error: 0.2–2.6 kcal), even if in Evenson et al. (2015)
it is underestimated (unless compared to indirect calorimetry) [27]. With regard to
energy expenditure, in a study testing the device at different activity intensities it is
reported a bias of−20.4 kcal and a mean error of 16.8%, with an overestimation only
during aerobic exercise [29]. Finally, in [30] it is reported an overestimated activity
in case of moderate-vigorous intensity.
Fitbit Charge HR Fitbit Charge HR is a user-friendly, cheap and attractive device; it
uses an optical sensor (to measure HR) and a triaxial accelerometer. This wristband
can measure HR, steps, distance, energy expenditure, climbed height and activity. If
compared to other HR monitors, it provides a poor performance [31], in fact it does
not satisfy the validation criteria (r � 0.83 at rest, r � 0.58 when HR > 116 bpm),
with a performance declining with increasing intensity of activity [21, 32, 33]. This
is confirmed when the device is compared to a chest-strap monitor during treadmill
exercises [22]. Leth et al. (2017) report an underestimation of HR, with a mean error
of −3.42% [32].
Fitbit Tracker Fitbit Tracker functioning is based on an accelerometer. It has
been proved to be reliable during walking and jogging for energy expenditure (r �
0.56–0.72), except when used in sloping areas [13]. Dannecker et al. (2013) report an
underestimation of energy expenditure (error: 28%) during a test protocol including
different activities (e.g. walking and cycling) [14].
Jawbone Jawbone is a relatively inexpensive device allowing the user to track activity
mainly thanks to accelerometer technology.
Jawbone UP Jawbone UP uses a triaxial microelectromechanical accelerometer and
allows the user to monitor steps, sleep (duration and quality), activity and energy
expenditure. It is waterproof (up to 1-m depth) and has a battery lasting up to 10 days.
It has to be worn on the wrist and does not have a display. With regard to energy
expenditure during tests on a treadmill, in [15] it is reported an absolute error of 12 it
is reported a bias of 18.57 kcal (r� 0.72 during walking, r� 0.65 during running). In
another study, energy expenditure is overestimated (20%, r � 0.99) during running,
but underestimated during agility exercises (−30%, r� 0.88) [24].A study conducted
in 48-h free-living conditions reports an underestimation of energy expenditure (bias:
−898 kcal, r � 0.74), and an overestimation of activity (bias: 22.7 min, r � 0.81)
[26].
Jawbone UP24 Jawbone UP24 technology is based on a conductive sensor and a
triaxial accelerometer. Thiswristband is able tomeasure steps, energy expenditure (at
rest and during activity, separately), walked distance and sleep (quality and duration).
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Bai et al. (2016) obtained an underestimation in energy expenditure (−18.5%) during
different activities [29], confirmed in [27].
Microsoft BandMicrosoft Band is a wristband whose functioning is based on PPG;
it tracks HR, exercise, calorie burn and sleep quality. It was compared to a chest-strap
monitor, finding an error of 4.8% (r � 0.96) in a study using a treadmill protocol
[22]. When compared to ECG, the error was <5% in 76.29% of the cases, <10% in
86.26% of the cases [34].
Motorola Moto 360 Motorola Moto 360 is an elegant smart watch able to measure
steps and HR. With regard to HR, it was proved to have an accuracy equal to 92.8%
[20].
Polar V800 Polar V800 is a multisport training computer, wearable on the wrist [35].
It was tested in an orthostatic test, comparing the results with 3-lead ECG (i.e. gold
standard instrument) [36]. With regard to RR intervals, high correlation was found
(r > 0.999), without significant differences for HRV parameters (r > 0.99).
Samsung Gear S Samsung Gear S is a smartwatch able to measure HR, calories (by
means of accelerometer data, without using HR results) and steps. In a study with
a protocol involving treadmill and cycling, with regard to HR a bias of −7.1 bpm
(r � 0.67) was found [16]. In another study, an accuracy of 95.0% and precision of
20.6% are reported [20], when compared to a professional pulso-oximeter.
Samsung Gear Fit Samsung Gear Fit is a smartwatch measuring HR and steps.
Compared to a professional pulso-oximeter, an accuracy of 97.4% for HR was found
[20].
Samsung Gear II Comparing Samsung Gear II smartwatch to a professional pulso-
oximeter, an accuracy of 97.7% for HR was found [20].
Scosche Rhythm Scosche Rhythm is a PPG-based HR monitor armband (i.e. an
infrared LED and a photodetector) wearable on the forearm. With a treadmill proto-
col, it was proved to measure HR with an error of 4.0% (r � 0.93) [22].
Withings Pulse Withings Pulse functioning is based on a triaxial accelerometer,
allowing the user to measure steps, walked distance, climbed height, energy expen-
diture, activities and sleep (duration and quality). It is small and lightweight; its
performance is poorer when worn on the wrist than on the shirt collar or on the waist
[23]. In a study conducted on healthy subject in 48-h free-living conditions (with the
device on a belt), the device was compared to different accelerometer/multisensory
based devices (i.e. BodyMedia SenseWear and ActiGraph GT3X+). An underesti-
mation of calories (bias: −533 kcal, r � 0.79) is reported. With regard to energy
expenditure, it seems not suitable, reporting significant differences with calories
measured by means of a portable calorimeter [23].

3.2 Chest-Strap Devices

Chest-strap HR monitors are generally considered more reliable than wrist-worn
devices, because they are positioned closer to the heart (obviously, the electrode-skin
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contact has to be very good) [37].Moreover, they are cheaper, even if less comfortable
than a smartwatch. If you rely on accuracy, chest-strap sensors are surely superior.

Polar Chest Strap Polar Chest Strap is based on ECG sensor. The strap has to be
worn below the thorax, adjusting the belt with the sensor at the centre of the chest.
With respect to Apple Watch, it was demonstrated to be more accurate, with a higher
sampling frequency [17].
Polar S810i Polar S810i has an ECG sensor for the measurement of RR interval
(with a sampling period equal to 1 ms). Polar S810i performance was compared to
ECG, considering both HR and HRV parameters; an optimal correlation was found,
with r � 1 at rest, r � 0.98 during exercise [38]. Such an optimal performance is
confirmed also in [39] and in [40], where it is reported r � 0.99 for RR in corrected
tacograms, r > 0.97 for HRV parameters. It is fundamental to put gel on the belt
in order to improve the skin-electrode contact; moreover, before conducting HRV
analysis, tacograms should be corrected.
Polar T31 Polar T31 is a codified transmitter capable to send information to a
wristband; it is thin, lightweight and completely waterproof. It was tested at rest
conditions and compared to ECG [41]; correlation was optimal, with r � 0.999 for
HR and r � 0.997 for RR intervals.
Suunto Memory Belt Suunto memory Belt is equipped with ECG sensors. It was
compared to ECG, resulting in an error of 0.11% for RR and in a very high correlation
for HRV parameters (r > 0.99) [42].

4 Discussion and Conclusion

Being interested in accuracy and metrological characteristics of wearable devices,
studying the state of the art immediately highlights the absence of a standard test
protocol, as well as the lack of standard parameters (e.g. uncertainty or error [43])
to consider in order to evaluate the device performance. Moreover, in the reviewed
papers the deviceswere tested on populations different both in size and characteristics
(e.g. healthy or not). It is important to take into account that the accuracy depends
on different factors linked to population and test protocol:

• activity intensity [22];
• skin photosensitivity, melanin concentration and pigmentation, when the sensor is
PPG [34, 44];

• sweat, movement artefacts, sensor positioning [45].

Wrist-worn devices (mostly based on accelerometer and PPG sensors) are gen-
erally less accurate than chest-strap devices [46] with regard to heartbeat related
parameters. On the other hand, the accuracy of several wrist-worn devices is often
not adequate when compared to reference instrumentation. At this purpose, it is
worth noting that a device, even if not comparable to gold standard, can be suitable
for some purposes, such as in sport applications. So, it should be taken into consid-
eration the application field and the variables to monitor, which will not be the same
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in different areas of interest. Depending on such items, also accuracy requirements
could be different; for example, if a healthcare provider wants to take a decision on
the basis of a measurement on his patient, the uncertainty will have to be lower than
in the case a common user would like to track his activity during the day.

Given the fact that there are neither a standard test protocol nor fixed parameters
usually taken into consideration for a device validation, it would be of utmost impor-
tance to conduct a pilot study fixing these lacks, validating the devices according to
an established test protocol and comparing the results to a gold reference instrument
(e.g. ECG for Heart rate assessment). Such an investigation could consider only a
few wearable devices (taking into consideration as many measured parameters as
possible), identifying some characteristics that can be considered essential for the
accuracy evaluation, which should be made following the guidelines for the expres-
sion of uncertainty in measurement [43]. If the results from this study were good,
the investigation could be extended to more devices (e.g. the most recent ones, like
BioRing and the clothing with electronics integrated directly into the textile sub-
strates [47]), so as to start building a database with the metrological characteristics
of wearable devices. Such a database would be extremely useful for the experts in
the field (e.g. health care professionals and fitness coaches) to obtain information
worthwhile for the development of work plans on the patients.
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Short Range Positioning Using
Ultrasound Techniques

Antonella Comuniello, Alessio De Angelis and Antonio Moschitta

Abstract In this paper, a positioning technique based onmeasuring the TimeDiffer-
ence of Arrival (TDoA) of ultrasonic chirp pulses is proposed. The implementation
issues of the proposed method are discussed and the development of two versions
of low-complexity prototype is presented. Experimental results from a measurement
campaign using the realized prototype are presented, demonstrating sub-centimeter
position measurement accuracy in the short range, thus validating the proposed tech-
nique.

Keywords Positioning technique · TDoA measurement · Ultrasonic chirp pulses

1 Introduction

Positioning techniques are a strong enabler for various innovative services, often
related to the Internet of Things paradigms, that include for instance Domotics,
Ambient Assisted Living, and Line Traceability. Ultrasound transmissions enable
low cost and accurate solutions, competitive in Line of Sight and short-range sce-
narios with respect to other technologies, such as those based on image processing
or on transmissions of electromagnetic signals. Ranging and positioning are usu-
ally achieved using time domain measurements, such as Time of Flight, Round
Trip Time, or Time Difference of Arrival (TDoA). The latter solution is interesting
and explored in the described activity, since it does not require synchronization of
the involved nodes. Moreover, current embedded and sensor technologies consent
to easily generate, acquire, and process ultrasound signals, coupling transducers to
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low-cost embedded platforms. In a previous activity, a simple 2D positioning system
was proposed, based on TDoA measurement performed by wireless capable nodes
[1]. Such approach is extended in this activity, where the performance of a par-
tially distributed planar (i.e. 2D) positioning system was studied, as a function of the
data acquisition sampling frequency and resolution. Two system configurations were
developed using available embedded platforms. The main design requirements for
the prototype were low-cost and low-complexity. Thus, at first, the proposed method
in [1] was implemented, using the bandpass sampling technique. Such an approach
allows for reducing both the sampling rate and the number of samples acquired for a
given chirp pulse duration, at the expense of timing resolution degradation. Then, the
system was reconfigured, gradually increasing the sampling frequency and the reso-
lution. Performance improvement was assessed, by comparing the achieved timing
and ranging accuracies.

2 The Positioning System

2.1 System Architecture

The considered system, as shown in Fig. 1, includes a mobile node acting as active
beacon, a set of wireless anchors, acting as listeners, and a Master node, acting as
supervisor. No synchronization is assumed between themobile node and the anchors,
but the anchors are assumed to be time-synchronized with each other. One of the
anchors acts as leader (Trigger source), triggering the remaining ones using wired
connection. The proposed approach was experimentally validated using embedded
platforms, delegating data acquisition and part of the processing tasks to low-cost
microcontrollers. The realized prototype is based on a set of Cypress Programmable
System on Chip (PSoC) devices [2]. The mobile node, as shown in the left side of
Fig. 2, is realized using a PSoC 4 BLE microcontroller equipped with a Bluetooth
LowEnergy (BLE) radiomodule [2]. Three anchors are realized each using a PSoC 5
Low-Power (LP) [3], as shown in the right side of Fig. 2. Themobile node, theMaster
node and the Trigger Source node are equipped with a Bluetooth Low Energy (BLE)
radio module. All nodes but the Master are equipped with an ultrasound transceiver,
namely the Murata MA40S4R piezoelectric transducer [4].

2.2 System Operation

As anticipated in the previous section, the Master node enables the estimation of the
mobile node position, triggering both the mobile node and the anchors’ set using the
BLE radio interface [1].



Short Range Positioning Using Ultrasound Techniques 391

Fig. 1 The considered positioning system. One possible implementation is depicted: the anchor
nodes are synchronized by means of a wired connection providing the trigger signal

Fig. 2 The realized prototype. Left: Mobile node, right: Listening anchor

The mobile node begins transmitting a repetitive sequence of ultrasound linear
chirp pulses, given by

s(t) � s0

(
TC

〈
t

TC

〉)

s0(t) �
⎧⎨
⎩

A sin(2π f (t)t), f (t) � f0 +
f1− f0
2TC

t, 0 ≤ t ≤ TC

0, elsewhere
(1)

where f 0 is the lowest frequency, f 1 is the highest frequency, TC is the duration
of a single chirp pulse, and 〈·〉 is the fractional part operator [1]. The chirp signal
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is used because of its correlation properties. Furthermore, interpolation techniques
are available for improving time measurement resolution [5, 6]. Specifically, the
transmitter is implemented by directly feeding a digital output signal generated by
the PSoC 4 BLE microcontroller to the ultrasonic transducer. This digital signal is a
square wave, with an amplitude of 3.3 V and a frequency linearly changing from 38
to 42 kHz in 20 ms. Such signal is cyclically repeated. Note that, due to the bandpass
behavior of the transducer, the square wave chirp is filtered, obtaining a sinusoidal
chirp at the transmitter’s output. Note that the received signal is further filtered by
receiver’s acoustoelectric transducer. The anchors start listening for incoming signals
at their own ultrasound transceiver electrical output for a time window of duration
TW , chosen to guarantee that each anchor collects an entire transmitted ultrasound
pulse. Each anchor acquires data records that are then processed to measure the time
difference of arrival of the incoming signal using correlation techniques. The TDoA
measurements are converted into range differences as follows:

di j � vτi j � Ri − R j , i, j � 1, . . . , N , i �� j, (2)

where N is the number of anchors, v is the speed of sound in air, τ ij is the TDoA
between the i-th node and the j-th node, and Rm is the distance between the m-th
anchor and the mobile node, given by

Rm �
√

(xm − x)2 + (ym − y)2 + (zm − z)2, (3)

where (xm, ym, zm) are the known coordinates of the m-th beacon, while (x, y, z) are
the coordinates of the mobile node, which have to be estimated [1]. Such estimation
is performed using a least squares approach. In particular, the following cost function
is minimized:

J (x, y, z) �
∑(

di j (x, y, z) − d̃i j
)2

, (4)

where d̃i j is the measured range difference between the i-th node and the j-th node.
Theminimization of (4) is performed by a Personal Computer connected to the board
node via USB.

3 Experimental Results

3.1 Experimental Setup

Two versions of the measurement setup are developed, called setup 1 and setup 2.
Their fundamental building blocks are designed and tuned in order to achieve a good
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Fig. 3 Flow-chart of the measurement procedure in the two considered setups

tradeoff between complexity, accuracy, and update rate. The operation of the two
setups is described by flow-charts shown in Fig. 3.

The setup 1, shown in Fig. 4, applies the bandpass sampling approach, with
the aim of demonstrating the feasibility of a positioning system based on simple
and low-cost hardware [7]. The system operates as follows: the signal from the
ultrasonic transducer at the receiver is first amplified using a Programmable Gain
Amplifier (PGA) and digitized by an Analog to Digital Converter (ADC) using
bandpass sampling. The ADC resolution is set to 8 bits, the sampling frequency
is set to 24 kSa/s and the acquisition record length was 480 samples. Thus, the
sampling window duration was 20 ms. As an example, the records acquired by three
receivers are shown in Fig. 5. Then, the acquired signal is processed, obtaining the
cross-correlation sequence with respect to a locally-stored template. Subsequently,
the envelope of the cross-correlation sequence is obtained by low-pass filtering the
absolute value of the sequence, obtaining a smooth envelope, as depicted in Fig. 6.
Then, the peak of each envelope is identified, and its abscissa provides the required
delay estimation. Note that the timing resolution of peak identification is improved
by quadratic interpolation of the samples adjacent to the peak [8]. The interpolated
time instant corresponding to each cross-correlation peak, is then transferred by
each receiving node to a PC via USB connection. In the PC, each time value is
first converted into a distance estimate, by multiplication by the known speed of
sound. Then, range-difference estimates are obtained by subtraction, and the heuristic
presented in Sect. 2-C is applied. Finally, the TDoA positioning algorithm described
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Fig. 4 Block diagram of the partially distributed architecture implemented in setup 1. The indi-
vidual receiver nodes, RX0, RX1, and RX2, acquire and process the signals. Subsequently, they
transmit the value, representing the interpolated time instant corresponding to the cross-correlation
peak, to a host PC that performs TDoA based positioning
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Fig. 5 Signals acquired simultaneously by the three receivers: a RX0, b RX1, and c RX2

in [9] is used to estimate the position of the mobile node. The overall measurement
duration is about 0.9 s.

In setup 2, as shown in Fig. 7, the system is reconfigured using the DMA (Direct
Memory Access) transfer supported by the PSoC microcontroller. The high DMA
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Fig. 6 Envelope of
normalized cross-correlation
sequences of the
implemented setup 1. The
blue, red, and black lines
represent the
cross-correlation between the
signal received by beacons 0,
1 and 2, respectively, and the
template
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transfer rate permits both oversampling (i.e. using a sampling frequency larger than
NyquistRate) and increasedADCresolution.Both degrees of freedomwere exploited
to improve the system. Thus, in setup 2, the sampling frequency is set to 100 kSa/s,
while the ADC resolution is set to 12 bits. The same record length of 20 ms was used.
Unlike setup 1, in setup 2, individual nodes do not extract time domainmeasurements,
but transmit the received signal records to the PC. In turn, the PC, performs cross-
correlation analysis between signals received from couples of beacons, as depicted
in Fig. 8, obtaining TDoA estimations. By moving part of the computational burden
to the PC, the measurement duration was not increased with respect to setup 1. The
performance of the cross correlation is enhanced using interpolation techniques, as
in setup 1.

3.2 Experimental Results

The system performance was experimentally validated, realizing both setup 1 and
setup 2 and performing measurements. Both setups are respectively shown in Fig. 9a
and b. In both setups, the anchorswere placed at fixed positions along the x axis. Three
beacons were deployed in a co-linear configuration. Instead, the mobile node was
placed at a known position in the center of the considered area, chosen according
to the directivity specifications of the ultrasound transceivers in [4], with the aim
of maximizing the received SNR. In particular, the effect of sensor directivity is
dependent on the angle between the direction of maximum directivity of RX, that
was set parallel to the y axis, and the line joining TX and RX. After placing the
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Fig. 7 Block diagram of the partially distributed architecture implemented in setup 2. The individ-
ual receiver nodes, RX0, RX1, and RX2, only acquire the signals. Subsequently, they transmit data
records acquired to a host PC that processes the signals and performs TDoA based positioning

Fig. 8 Envelope of
normalized cross-correlation
sequences of the
implemented setup 2. The
cross-correlation between the
signal received by beacons 0
and 1 is denoted by the blue
line, that between beacons 0
and 2 by the red line, and
that between beacons 1 and 2
by the black line
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mobile node in the test position 10 repeated acquisitions were performed, followed
by 2D position estimation.

In setup 1, as shown in the left of Fig. 10, all nodes are placed on stands and the
test position is surveyed by aligning the stands with a grid placed on the floor. Due
to nonidealities in the experimental setup, such as misalignment of the stands, the
ground-truth accuracy of the test positions can be quantified to be within 1 cm. In
setup 2, as shown in Fig. 10b, only the mobile node was placed on a stand.

As a metric for performance evaluation, the positioning error was computed,
defined as theEuclideandistance between the true position and the estimatedposition.
Experimental results for the two configurations are shown in Fig. 10, where the mean
estimated position is plotted for the test point, together with the corresponding true
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Fig. 9 Experimental setup 1 (a) and 2 (b)
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Fig. 10 Plot of the positioning results. The blue circlets indicate the true position, the filled red
circlets denote the estimated positions. Left: setup 1, right: setup 2

Table 1 Positioning error for
the two considered setups

Error mean (cm) Error standard
deviation (cm)

Setup 1 2.0 0.8

Setup 2 0.4 0.1

position. The obtained results show that a low-complexity and low-cost system for
TDoA ultrasonic positioning is feasible. The realized system is capable of sub-
centimeter accuracy in a range of about 1 m. Table 1 shows the positioning accuracy,
expressed by error mean and standard deviation. Notice that the mean positioning
error decreased from 2.0 cm, in the case of setup 1, to 0.4 cm in the case of setup 2.
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4 Conclusions

A low-cost and low-complexity positioning system based on wirelessly triggered
TDoA measurements was developed. Two partially distributed architectures were
considered, and the positioning accuracy in a 2D scenario was assessed. It was shown
that, under favorable conditions, the proposed low-cost architecture can achieve sub-
centimeter accuracy, by using oversampling techniques and by increasing the ADC
resolution.
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Estimating the Outdoor PM10
Concentration Through Wireless Sensor
Network for Smart Metering

D. Capriglione , M. Carratù , M. Ferro , A. Pietrosanto
and P. Sommella

Abstract The original proposal of Advanced Metering Infrastructure based on
short-range communication (wM-Bus) is suggested for the continuous monitoring
of Particulate Matter within Smart Cities. A prototype of water meter equipped with
a low cost off-the shelf PM sensor has been developed as remote node to be adopted
in the radio Local Area network. Result of the metrological characterization against
the quality requirements of the PM measurement according to European regulations
as well as the simulation of a typical Smart Metering scenario in terms of commu-
nication performance confirm the feasibility of the proposed AMI for an effective
adoption within urban areas.

Keywords Air pollution · Smart City · wM-Bus

1 Introduction

The monitoring of pollution level in urban areas must be considered one of the
most important services for the citizens, indeed, the presence of high levels of pollu-
tants are correlated with respiratory illnesses such as bronchitis, asthma, and chronic
obstructive pulmonary disease that represent in according to the WHO the cause of
death for 12 million of peoples [1].

Typically the air pollution is monitored by expensive (10,000 e to 30,000 e
worth) station usually located in fixed point in an urban areas. Moreover, complex
and repetitive calibration andmaintenance operations are requested in order to obtain
a high accurate measurement. Thus, few points of measurements are often available,
not ensuring the awareness of the air quality in places not close to the measurement
station. In order to obtain a distributed information on air pollution various solutions
are adopted such as the use of air-qualitymobile stations, passive samplers ormodels.
In the first case, mobile stations are also very expansive as fixed stations and in most
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Fig. 1 Block scheme of the proposed Advanced Metering Infrastructure

cases they do not guarantee to reach a sufficient level of information to make a good
density of spatial sampling. The passive samplers although they are less expensive
than fixed and mobile stations, are not able to appreciate episodes of pollution with
a high dynamics. Finally, the adoption of models requires a high level of knowledge
and data that are not available in the most cases [2].

Recent technological advances in the field of embedded electronic and IoT com-
munication technologies lead to the development and proposal of low-cost sensors
(~15e) for pollution monitoring and wireless/wired interfaces (GPRS, Wi-Fi, LAN)
enabling people [3–7] to share information about the urban air quality.

Following the Smart City paradigm, the authors intend to perform the air pollution
monitoring through theAdvancedMetering Infrastructure (AMI) that is the backbone
of pilot projects where measurements of private (gas, water, electricity) consumption
or public services are already remotely managed [8].

Twofold advantages are expected: the (zero-cost) sharing of an existing network
infrastructure currently used by the smart meter to delivery information to the end
users and the high spatial density of the measurement points guaranteed by the
pervasive meter installation which may be exploited to achieve a tri-dimensional air
pollution map.

2 The System Under Test

The AMI is a network that automatically provides utility companies with real-time
data about consumptions that come from smart meters according to the hierarchical
topology schemed in Fig. 1.

A set of wireless sensor nodes (leaf nodes) are connected to the master node,
the Data Concentrator Unit (DCU/GW), which in turn forwards information to the
Central Access System (SAC) where data are processed and stored. The leaf node
battery powered hardware is featured onlywith a 169MHzwM-Bus [9] radiomodule,
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Fig. 2 The Particulate
Matter sensor
GP2Y1010AU0F

whilst master node hardware is provided also with long-range transmission capacity
(GSM/GPRS antenna) to get to the SAC via cellular network. DCUs are either AC
powered or solar cell recharged battery powered, it depends on the installation. Both
leaf node—master node communications and master node—SAC communications
are based on DLMS/COSEM protocol [10]. Each master node is responsible for the
concentration andmanagement of data generated from a number of leaf nodes, which
are to be sent to the SAC.

The adoption of Advanced Metering Infrastructure (AMI) based on short-range
communication (wM-Bus) is proposed for the continuous monitoring of Particulate
Matter within urban areas in order to exploit the widespread deployment of gas and
water meters: a prototype of smart meter equipped with a low cost off-the shelf PM
sensor has been developed as remote node to be adopted in the radio Local Area
Network.

In detail, the GP2Y1010AU0F sensor manufactured by Sharp (see Fig. 2) was
proposed to measure the outdoor PM level [11] and integrated into the visual water
meter described in [12].

In order to estimate the metrological performance of the developed digital sensor,
the calibration of 30 PM sensors was performed by adopting the highly accurate
Dylos Pro-1100 device (as reference instrument) and obtaining the calibration curve
reported in Fig. 3. More in details, the PM sensors and the reference instrument
were placed inside a hardboard box (internal volume�1 m3). A cigarette (kept at
the middle of the box) was used as PM source for calibration, whereas the sensors
(previously synchronized with time resolution of 1 s) were collecting samples at one
minute intervals. After lighting the cigarettes, the box was closed and left for a total
of 300 min. After a sharp increasing in the corresponding readings, the PM sensors
remained saturated until the 150th minute, and then gradually decreased.

By adopting the cubic polynomial fitting suggested in [13], the calibration curve
has been computed for each PM sensor. The results are shown in Fig. 3 in terms of
meanvalue and standard deviationwithin the output range of interest (0÷500µg/m3).
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Fig. 3 Calibration curve
(blue line) of the PM sensor
and corresponding
uncertainty interval (red
lines)

As expected the measurement uncertainty exhibited by the developed PM sensor
is quite poor (ranging from 5 to 25% of the corresponding reading) if compared with
the data quality assured by fixed measurement stations.

3 The Feasibility Study

Result of the previous metrological characterization has been the basis of the fea-
sibility study about a microscale model to be adopted for PM10 monitoring (as
integration of the fixed stations), which takes into account the quality requirements
of the PM measurement according to European directive [14] about air quality eval-
uation. Indeed, the daily PM10 concentration should be estimated on hour basis with
instrumentation able to assure data coverage (not lower than 75%, equal to 18 daily
measurement results) and data uncertainty (with 95% confidence level) not greater
than 25% of the limit daily value for preserving the public health, that is equal to
50 µg/m3 (against which the dally mean value has to be compared).

In other words, the width of each (1-h) measurement result (expressed as 95%
Confidence Interval) should lower than 25µg/m3. Thus, in order to effectively adopt
the proposed Wireless Network, the corresponding metrological performance of the
corresponding PM sensors has to be compensated through the averaging operation
by exploiting the data availability from spatially distributed sensors within theWSN.

In detail, the comparison between the worst case for the estimated measurement
uncertainty (80 µg/m3 at PM concentration equal to 230 µg/m3) and the prescribed
data quality (12.5 µg/m3) leads to the requirement for the concentration ratio, which
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should be assured by the distributed WSN, as detailed in the following scenario,
where the wM-Bus protocol limitations are considered.

Indeed, according to the national regulation for natural gas AMI (UNI-TS 11291,
[15]) a smart meter with short range radio capability is allowed to send 4 wM-Bus
frames (maximum length equal to 255 byte) a day, by adopting the N2-a channel
(featured by 12.5 kHz bandwidth centered at 169MHz, GFSKmodulation and trans-
mission rate equal to 4.8 kbit/s). Each one of the four transmission start times should
be randomly selected by the autonomous smart meter within the corresponding 6-h
window (6:00:00 is considered as the conventional daily starting time, when the soft-
ware routine for the random selection is executed). Thus, the smart meter equipped
with the PM sensor may be programmed to run the PMmeasurement once an hour in
order to include the available 1 byte PM readings (stored in the volatile memory) into
the data field of the next wM-Bus frame (whose typical length ranges from 70 to 120
byte for spontaneous upward transmission from gas and water meters compliance
with DLMS/COSEM).

Numerical simulation of the micro-scale model has been carried out by consider-
ing for each node of the proposed WSN a corresponding measurement equal to the
random variable which takes into account the probability distribution of the outputs
from a fixed measurement station and the low-cost PM sensors. In detail, the former
distribution has been estimated by averaging the 1-h measurement results recorded
during 1 month by a fixed air quality station placed in Salerno, Italy whereas, the
latter (uniform) distribution of the PM sensor output takes into account the calibra-
tion results. Finally, different values (in the range 75%-95%) have been considered
for the successful communication rate of the uplink transmission from WSN nodes
to DCU/GW.

As main result of the simulation, the necessary 1-h PM measurements about the
micro-scale (with the prescribed data quality) are always available at level of the
Central Access System (as average of the corresponding readings from the smart
meters) when the minimum concentration ratio of 1 DCU/GW to 100 remote nodes
is considered. The requirement is typically fulfill by the smartmeter planning in urban
areas (characterized by the population density greater than 6000 inhabitants/km2),
where each DCU/GW is able to effectively manage the bidirectional short-range
communication with hundreds of sensor nodes located until to 300 m.
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Machine Learning Techniques to Select
a Reduced and Optimal Set of Sensors
for the Design of Ad Hoc Sensory Systems

Luigi Quercia and Domenico Palumbo

Abstract The first step of this research has been to discriminate, by means of a
commercial electronic nose (e-nose), the maturity evolution of seven types of fruits
stored in refrigerated cells, from the post-harvest period till the beginning of the
marcescence. The final aim was to determine a procedure to select a reduced set
of sensors that can be efficiently used to monitor the same class of fruits by a low
cost system with few, suitable sensors without loss in accuracy and generalization.
To define the best subset we have compared the use of a projection technique (the
Principal Component Analysis, PCA) with the sequential feature selection technique
(Sequential Forward Selection, SFS) and the Genetic Algorithm (GA) technique by
using classification schemes like Linear Discriminant Analysis (LDA) and k-Nearest
Neighbor (kNN) and applying two data pre-processingmethods.We have determined
a subset of only three sensors which gives a classification accuracy near 100%. This
procedure can be generalized to other experimental situations to select a minimal
and optimal set of sensors to be used in consumer applications for the design of ad
hoc sensory systems.

Keywords Sensors selection · Classification algorithms · Electronic nose
Fruit monitoring · PCA

1 Introduction

The e-nose is largely used for food applications [1] because it offersmany advantages,
among which, mainly, the fact that the analysis is inexpensive, not disruptive and
that the data processing is done in real time. Moreover, in the last years, the ability
to realize portable, reduced and inexpensive e-nose systems [1, 2] has opened the
possibility of a pervasive development of sensorial techniqueswhich could be applied
not only in the post-harvest period, in the storage cells, but also wherever we want
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evaluate the fruits freshness “on the go” such as when the fruits are on the shelves
for consumer applications. Furthermore portable, reduced and inexpensive e-nose
systems arewishednot only in food industry [3], but also for quality control, explosive
detection, air quality control [1], and many other applications [4–7], requiring new
experimental methodologies to design and optimize ad hoc sensory systems for each
specific application. In our research we would verify the feasibility of using specific
e-nose experimental data to select a minimal and optimal set of sensors to be used
in consumer applications for the design of such sensory systems.

In general, feature selection is a critical problem in machine learning applications
and in bioinformatics [8, 9]. The main problem is to determine which and how many
optimal features we need in our applications. The classical PCA technique can’t be
appropriate to our aims because the data variance can’t be always well correlated to
the useful information. Using a commercial e-nose, we will apply the PCA to our
data and we will compare it with other techniques of feature selection using different
classification algorithms.

2 Materials and Methods

We have used to monitor the fruits a commercial e-nose (PEN3, Airsense Analytics
GmbH) equipped with a 10 metal-oxide semiconductor (MOS) gas sensor array. It
has been already used with success in many studies [10–14].

Seven different fruits types have been used in this study: bananas, clementines,
strawberries, pears, peaches, plums and grapes. After the first experimental cam-
paigns suggesting the critical importance of using a realistic quantities of fruits and
storage cell dimensions, we have performed all campaigns filling the storage cell,
about 4m3, with fruits at 80%of the volume, that is to say about 300 kg of fruits. Each
type of fruits has been monitored in different campaigns under comparable experi-
mental conditions. The monitoring period is different for each fruit type because this
is dependent on the storage life variability of each fruit type to the storage process.
The temperature was set to 5 °C. Fruits, when commercially available, were placed
in the refrigerated cell as soon as possible. To follow the evolution of our samples
headspaces we have utilised the e-nose coupled with an automatic electro valves
system designed and realized in order to be synchronized with the e-nose operations.
Themeasurements were taken at up to six different sampling points every 4 h because
we have experimentally verified that in this period the headspace reaches always the
equilibrium. We can ignore the perturbation introduced by the monitoring procedure
because during 15min of aspiration at the flux of 400ml/min, we remove only 6 L on
a total volume of 4000 L. Every 4 h the e-nose switches in “sample time” and aspires
from a test point for 15 min, then the electro valves are closed and the e-nose goes
in “flush time” for 25 min, usually enough to recover all sensors. During the sample
time the e-nose collect a sample every second. After an initial period during which
the signals of the 10 sensors of the e-nose rise, there is a period in which the signals
are almost constant. Usually the last points in the flat zone are used for successive
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analysis but, in our case, because there could be the influence of the refrigerator fan
motor, we use the average of all the points in the flat zone. Moreover the measure-
ments used in this study for data analysis were only those taken at the same hour:
about 5 a.m. The averages of the 10 sensors for each day, will give us the evolution
of the headspace during the monitoring phase until the fruits reach the putrescence
phase (which we define as storage life) clearly pointed out by mould development.

2.1 Data Pre-processing

The manipulation of e-nose data is an important aspect of the information extracting
process, especially when we have to compare data from different e-nose systems, or
different types of samples, i.e. fruits and meat, or different types of fruits. Many data
normalization techniques have been implemented [15, 16].

Usually the most used techniques are the sensor auto scale, in which each sensor
is scaled so that the resulting signal has zero mean and variance 1, and the sensor
vector normalization, in which each sensor is scaled in the interval [0 1] [15, 17–19].
Both the techniques transform the data, changing the scale between the sensors, so
that the inter-information between the sensors is lost. We won’t use this method [20]
because auto scale solution is usually adopted only when there is a big difference in
the scale of the data. Moreover, both auto scale and vector normalization, amplify
all the sensors at the same way, also the sensors who are not informative [17, 20]. To
overcome these problems we use a “global” normalization so that a complete data
set of each fruit is normalized in [0 1] using the global min and max of the fruit data
set itself, following the equation:

ki, j � xi, j − xmin_ f rui t

xmax_ f rui t − xmin_ f rui t
(1)

where i is referred to the sensor and j to the sample, xmin_ f rui t and xmax_ f rui t are the
minimumandmaximumof the fruit data set analysed.We apply the previous equation
for each fruit data set. The global normalization has the advantage that the relative
information between the sensors isn’t changed so that the electronic “fingerprints”
of each fruit is retained and the sensors with less information aren’t amplified.

Other authors didn’t apply any data pre-processing especially when they study
only one type of fruit [10–12].

Because we are comparing different fruits and there can be some scale differences
between them we will use the global normalization; we will compare this normal-
ization with the raw data without normalization and we will refer to this data using
the label no normalization.
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2.2 Feature Selection and Classification Algorithms

After the pre-processing step, we have applied different techniques to the entire set
of the seven fruits types to select some reduced features which retain the “valuable
information”. An exhaustive search of the combinations of k features over n total
features, is possible but we have to evaluate, for each k, n!/[k!(n− k)!] combinations
[21] and, in total:

n∑

k�1

n!

k! (n − k)!
(2)

which, in the case of n big, is impracticable.
Many techniques can be implemented to reduce the number of combinations to be

evaluated [22]. The feature selection techniques compared here are the PCA, the SFS
and the GA whereas their evaluation has been performed using the KNN and LDA
classification algorithms. These classification algorithms gave us, in a preliminary
phase, better classification accuracy than Support Vector Machines (SVMs) and
Artificial Neural Networks (ANNs) also according to Tang et al. [2]. In the KNN
classification we have used the neighbors equal to 2, the distance metric equal to
Euclidean and the distance weight set to Equal without standardize the data. The
classification accuracy is quantified, in all cases, by the 5 folds cross-validation loss.
These parameters will be used in all the simulations, which have been done using
Matlab R2015b [23].

The PCA analysis is largely used in clustering analysis to obtain preliminary
information especially because it is an unsupervised technique. The technique is
also used in feature selection in many fields [24] because it’s very simple: it only
discharge the components which have less variance. It should be noted that the use
of the PCA without the evaluation of a classification function is inadequate, so,
following Pardo et al. [25], we will use the PCA in conjunction with classification
algorithms.

The SFS algorithm and the SBS, Sequential Backward Selection, algorithm are
techniques which sequentially add, or remove, respectively, to the previous set only
one feature not included in the previous features set. At every step, p sets are eval-
uated. The performance of each of the p sets can be evaluated using a classification
procedure. The best set is chosen and a new set is formed. Due to the nature of the
processes, the SFS and SBS have memory of the past so that a new set has only 1
feature different from the previous set, i.e. the procedure only investigate a limited
number of combination and can be trapped in local minima [26].

The Genetic Algorithm, starting from a random population, transforms the actual
population in a new population acting like the natural evolution [27]. All the indi-
viduals of a new population are evaluated, the best individuals are chosen and a
new generation is formed following the rules of genetics. The procedure stops when
we reach the best population (according to a fitness function which can be a clas-
sification function) or when a maximum number of iterations is reached. The GA
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Table 1 Storage lives of the seven fruit types

Fruit Bananas Clementines Grapes Peaches Pears Plums Strawberries

Days 20 21 19 46 30 33 12

algorithm doesn’t implement an exhaustive search but is able to avoid local minima
and find a near optimal solution [28] with the best ratio between the recognition rate
and the number of evaluations [29]. In this research we have adapted the Sheffield
“Genetic Algorithm Toolbox for MATLAB, v1.2” developed at the Department of
Automatic Control and Systems Engineering of The University of Sheffield [30]
especially changing the fitness function to determine the classification accuracy.

3 Results

The storage lives of the fruits analyzed in our campaigns have a large variability
(see Table 1). To have the same conditions, as needed by GA elaboration, we started
analyzing only the first 12 days, correspondent to the strawberries storage life.

Principal Component Analysis
Wehave to remember that, considering each type of fruits separately, the sensors with
the prominent variances are different to that of the other fruits due to the fact that
different fruits emitted different types of VOCs. Moreover, considering the global
variance of the overall fruits without distinction between the species, whereas the
pre-processing phase doesn’t change the relative variance, and hence the sensors
sequence for a type of fruit, it changes the global variance of overall fruits so that we
have two different sets of sensors for the two types of normalizations, see Tables 2
and 3.

Determined the two sequences of sensors of the overall data fruits for the two types
of normalizations, we have evaluated the classification accuracy of the 10 sequences
of sensors using the KNN and LDA for both no and global normalization, starting
from using one sensor up to using ten sensors. For each combination of sensors we
have calculated the average of 100 different runs using the built-in Matlab functions.

Sequential Forward Selection algorithm
Also for the SFS procedure with the KNN and LDA classification, we have used both
no and global data normalization. The functions and options used are the same used
in the PCA analysis. The SFS algorithm has been described in Sect. 2.2. We have to
note that, opposite to the sensor set extracted by the PCA analysis, in this case the
optimum sensor sequence couldn’t be the same at each run due to the randomdivision
of the data with the “5 folds” partition, so in the case of LDA and no normalization
we have extracted the two most frequent sequences, {2 1 3 4 9 7 5 6 10 8} and {2
1 9 4 3 7 10 5 6 8}, which give the lowest error over 100 runs, see Tables 4 and 5.
We also have to note that the more sensors we have to extract, the more different
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Table 4 Selected sensors by PCA and SFS with LDA. First 12 days. In the SFS sequences there
were more than one combination of sensors with the same error

PCA LDA SFS LDA
No norm. 2 6 8 3 9 1 7 5 4 10 2 1 3 4 9 7 5 6 10 8 2 1 9 4 3 7 10 5 6 8
Global 2 6 8 1 9 7 4 3 5 10 5 6 1 2 4 3 8 7 9 10 5 6 2 1 4 3 7 9 8 10

Table 5 Selected sensors by PCA and SFS with KNN. First 12 days

PCA KNN SFS KNN
No norm. 2 6 8 3 9 1 7 5 4 10 2 9 3 4 1 5 7 6 10 8 2 9 4 3 1 5 6 7 8 10
Global 2 6 8 1 9 7 4 3 5 10 5 6 2 1 9 3 4 8 7 10 5 9 7 4 1 2 3 6 10 8

sequences we have with the same cross-validation loss. For example, if we have to
extract one sensor, in the case of SFSwithKNNand global normalization (but similar
behavior happens in the other cases), we have a sensor, the number 5, with the 82%
of frequency whereas, selecting this sensor number 5, we have three sequences with
two sensors {5 2}, {5 6} and {5 9} with a frequency near the 33% each; we apply
the same procedure when we would select three or more sensors. The same happens
in the case of SFS with LDA and global normalization and in the SFS with KNN
correspondent cases and the same procedure has been done to select the sequences
and to calculate the cross-validation losses.

Genetic algorithm
We have applied the GA to our data with the same options adopted for the PCA
and SFS algorithms. As in the SFS algorithm, the sensor sequences aren’t unique
and, in addition to the previous case, the sensor sequences at a defined step could be
different from the previous sensor sequences for more than one feature: for example
in the case of GA KNN with no normalization we pass from the sequence with five
sensors {1 2 7 9 10} to the sequence with six sensors {1 2 3 4 5 9} changing three
different sensors. So, for each searching sensor set, from 1 to 10 sensors, and for
each combination of algorithm and pre-processing, we have done, at least, 100 runs
each to determine the most frequent sequences which give the lowest error. We have
to note, in this case, that the more the sensors we have to extract the more different
sequences we have with the same cross-validation loss but, differently from the SFS
case, with 1, 2 or 3 sensors, we have a predominant combination, as shown in Table 6
for the first three sensors, so, for GA, we consider only one sequence of sensors.

4 Discussion

Figure 1 summarizes the results obtained with the three methods for the first 12 days.
The figure suggests that the best result is obtained in the case of GA-KNN-no nor-
malization (1% and 0.6% of cross validation loss with 2 and 3 sensors respectively),
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Table 6 Selected sensors by Genetic Algorithm. First 12 days. For this Table, we show all the
selected sensors at each step because in this case a sequence can differ from the previous one for
more than one sensor. The per cents, only showed for simplicity for the first 3 sequences, are the
frequencies of the combinations over 100 runs

GA LDA GA KNN
N° of sensors No norm Global No norm Global
1 2                   100% 5                   100% 2                   100% 5                   100%
2 9 10                82% 5 6                100% 2 9                100% 5 9                  71%
3 1 8 9               67% 1 2 4               85% 2 9 5               39% 5 9 7               78%
4 1 5 7 9 4 5 6 9 2 9 5 1 5 9 7 4 
5 1 5 6 7 9 4 5 8 9 10 2 9 1 7 10 5 9 7 4 10 
6 1 3 5 6 7 9 1 2 3 4 5 6 2 9 1 3 4 5 1 2 3 5 8 10 
7 1 3 4 5 6 7 9 1 4 5 7 8 9 10 1 2 3 4 5 8 9 1 2 3 5 7 8 9 
8 1 3 4 5 6 7 9 10 2 3 4 5 6 8 9 10 1 2 3 5 7 8 9 10 1 3 4 5 7 8 9 10 
9 1 3 4 5 6 7 8 9 10 1 2 3 4 5 7 8 9 10 1 2 3 4 5 6 7 8 9 1 2 3 4 5 7 8 9 10 
10 1 2 3 4 5 6 7 8 9 10  1 2 3 4 5 6 7 8 9 10 1 2 3 4 5 6 7 8 9 10  1 2 3 4 5 6 7 8 9 10 

Fig. 1 Cross-validation loss, first 12 days. The cross-validation losses showed for the SFS cases,
are related to the sequences in bold in Table 4 and in Table 5. In all the cases, the cross-validation
losses showed, are the average of 100 different runs

although from three features onwards, excluding the case of GA-LDA-no normal-
ization, the GA cases are equivalent.

The worst sensor subset is determined by the PCAmethod. In effect, although the
PCA is capable of choosing the sensor 2 as one of the most important sensor in terms
of classification accuracy, as done by the GA and the SFS methods, it doesn’t take
into account the importance of the sensor 9 which, in the case of no normalization,
has “only” the 4.73% of the overall variance compared to the 8.3% of the sensor 6
but this difference is highly correlated to our problem of correctly classify the seven
fruits: the PCA is incapable of discriminate between “useful information”, for our
scopes, and “noise”.



414 L. Quercia and D. Palumbo

The optimumdata pre-processingmethod depends by the classification algorithm:
in the KNN case, excluding the PCA case, the best accuracy is obtained by the cases
in which there isn’t data pre-processing whereas in the LDA case, the best accuracy
is obtained for the case of data with global normalization. In the LDA case, the PCA
method hasn’t a uniform behaviour.

5 Conclusions

In this paper we have used the experimental data to compare and evaluate two data
pre-processing methods, two classification algorithms and three feature selection
techniques. The data have been obtained during many campaigns on different fruits
monitored by a PEN3 e-nose in realistic refrigerated cells simulating commercial
storage and transport conditions. We reached three main conclusions:

(1) optimal data pre-processing method depends on the classification algorithm;
(2) KNN classification algorithm gives the best classification result;
(3) about sensors selection we can summarize our result as follows:

(a) PCA technique gives the worst result: variance comes out to be drastically
different from information;

(b) GA technique is the best but also the SFS technique, for a low number
of features to be selected, gives optimal results. GA should be preferred,
especiallywhen the number of features is high, for a reduced computational
cost and sensitivity to eventual local minima.

(c) GA technique with KNN algorithm and “no normalization” pre-processing
method came out to be the best combination. Using only three sensors, i.e.
the sensors{2 9 5}, we have a classification accuracy near the 100%.

These three sensors could be inserted in low cost systems for consumer applica-
tions, to automatically detect not only the type and variety of fruit but, primarily, his
freshness.
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Multi-sensor Platform for Automatic
Assessment of Physical Activity of Older
Adults

Andrea Caroppo , Alessandro Leone and Pietro Siciliano

Abstract This work presents a multi-sensor platform integrating one or more com-
mercial low-cost ambient sensors and one wearable device for the automatic assess-
ment of the physical activity and sedentary time of an aged person. Each sensor
node could operate in a stand-alone way or in a multi-sensor approach; in the last
case, fuzzy logic data fusion techniques are implemented in a gateway in order to
improve the robustness of the estimation of a physiological measure characteriz-
ing the level of physical activity and specific parameters for the quantification of
a sedentary lifestyle. The automatic assessment was conducted through two main
algorithmic steps: (1) recognition of well-defined set of human activities, detected
by ambient and wearable sensor nodes, and (2) estimation of a physiological mea-
sure, that is (MET)-minutes. The overall accuracy for activity recognition, obtained
using simultaneously ambient andwearable sensors data, is about 5%higher of single
sub-system and about 2% higher of that obtained with more than one ambient sen-
sor. The effectiveness of the platform is demonstrated by the relative error between
IPAQ-SF score (used as ground-truth, in which a low score corresponds to a seden-
tary lifestyle whereas a high score refers to moderate-to-vigorous activity level) and
average measured (MET)-minutes obtained by both sensor technologies (after data
fusion step), which never exceeds 7%, thus confirming the advantage of data fusion
procedure for different aged people used for validation.

Keywords Intelligent environments · Ambient assisted living
Human activity recognition · Ambient sensor · Wearable sensor

1 Introduction

In theworld the older population continues to grow at an unprecedented rate. Accord-
ing to the “AnAgingWorld: 2015” report [1], 617million people, 8.5%of theworld’s
population, are 65 and over, a growth trend that in 2050 will make the world’s elderly
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population reach 1.6 billion, almost 17% of the human beings that will live on our
planet. The greatest concern for the health of the growing elderly population will
increasingly be non-communicable diseases,with an unsustainable impact on already
fragile health systems. To all this must be added other risk factors—such as smok-
ing and alcohol abuse, the inadequate use of fruit and vegetables, the low levels of
physical activity (PA) and the increment in sedentary time (ST)—that directly or
indirectly contribute to the global increase in diseases.

Therefore, both PA and ST are important factors to consider in the health of older
adults. Further work is required in this area with regard to cause of these outcomes
and potential confounding factors. At this stage it is important to define the current
level of PA and the amount of ST to allow for the size of the issue to be identified.

The interpretation of ST has been under scrutiny already, anyhow general consen-
sus of opinion indicates that it should refers to any waking movement characterized
by an energy expenditure (EE)≤1.5 metabolic equivalents (METs), a value gener-
ally assumed in sitting or reclining posture. This means that any time a person is
sitting or lying down, they are engaging in ST. Typical ST for older adults includes
television (TV) viewing, reading and sleep on the couch or in bed.

Smart monitoring of seniors behavioral patterns and more specifically activities
of daily living (ADLs), PA and ST, have attracted immense research interest in
the scientific community. Development of smart decision systems to support the
promotion of health smart homes has also emerged taking advantage of the plethora
of smart, inexpensive and unobtrusive monitoring sensors, devices and software
tools. Moreover, smart sensors are becoming more and more a technology key in
Ambient Assisted Living (AAL) scenarios and, since in AAL context it is important
to make people feel comfortable with technologies, acceptability is a fundamental
aspect because it conditions the real use of these new devices by older adults.

In the recent years the analysis of human behavior in a domestic environment
has been widely investigated, focusing on measurement of PA and ST. For example,
commercial devices that integrates pedometers have been used to study activity levels
[2] even if this device presents significant limitations in its manage because it results
to be not efficient for the discrimination of different walking velocities [3].

SenseWear Armband (SWA) is another interesting solution that has been devel-
oped for the approximation of PA. This device is efficient to collect a diversity of
physiological signs, but it is used principally for an accurate estimation of Energy
Expenditure (EE) and step count during treadmill effort, providing a reasonably
accurate measure of step count. Moreover, the results report in [4] showed that
SWA permits to quantify the amount of PA, providing a methodology for automatic
decision-making system for the increasing of activity in aged people. While arm-
bands technologies have proven to be fine devices for tasks of daily life they have
not been appropriate for higher intensity exercise, so its manage for the evaluation
of physical and sedentary levels is not ideal.

In a recent paper [5] the authors compares objective and subjective assessment
measures ofPAandST inyoungadults, usingSWAfor theobjectivemeasurement and
PPAQ [6] to capture self-reported PA over the observation period. The result obtained
show considerable discrepancies in the measures of PA/ST levels, with young adults
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interested in weight gain prevention that engage in both high levels of moderate-to-
vigorous intensity PA (MVPA) and ST, with participants self-reporting fewer MVPA
minutes and more ST compared to objective estimates. The limitation of this work
is related to the lack of elderly subjects for the validation of the methodology.

The work proposed by Claridge et al. [7] is aimed at estimating objective and
subjective quantification of habitual physical activity (HPA) and sedentary time in
ambulatory and non-ambulatory adults with cerebral palsy, where objectivemeasures
of HPA and ST were obtained by using ActiGraph GT3X. The findings of authors
support the use of accelerometers to objectivelymeasureHPAand sedentary behavior
in adults, even if they highlight that participants showed little reluctance to wearing
accelerometers.

The present work describes a multi-sensor platform able to automatically assess
the level of PA and ST of older adults. Both ambient and wearable sensors are
used in the integrated version of the platform and this type of hardware architecture
is motivated by the fact that in this way we expands the number of end-users, as
they may accept only a type of sensor technology. Moreover, a fusion module was
implemented for the improvement of activity recognition task. The smart sensors
are able to recognize the same set of activities, extensively used for human behavior
understanding [8]. The assessment of PA/ST was evaluated saving on a database the
recognized activities and their relative duration. Subsequently, every activity was
converted in (MET)-minutes which is derived from the time engaged in an activity
with consideration to the number of METs of the same (statistically derived from a
sample of persons).

The remainder of this paper is structured as follows. Section 2 reports an overview
of the platform, technical specifications regarding the used sensors and a description
of computational framework for human activities recognition in correspondence of
each sensing technology involved. The same section describes also the study design
and themethodology used in order to assess the level of PA and ST. The experimental
results are reported and discussed in Sect. 3. Finally, conclusions and directions for
future research are provided in Sect. 4.

2 Materials and Methods

2.1 Platform Overview

The topology of the platform is reported in Fig. 1. It consists of a number of detector
nodes managing several ambient sensor nodes and one detector node that manages
the wearable sensor node. Moreover, the platform integrates one coordinator node
(an embedded personal computer) that receives high-level reports from each detector
node. The actual version of the platform exploits hardware components selected in
order to meet typical requirements of AAL applications.



420 A. Caroppo et al.

Fig. 1 Conceptual representation of the network topology (AS1…n…k are the ambient sensors, WS
is the wearable sensor, the gateway is an embedded PC)

The computational framework is conceived as a modular, distributed and inte-
grated into a larger AAL system through open middleware. Each ambient detector
node includes a fuzzy rule-based data fusion logic that aggregates information from
the vision sensor in order to provide more accurate information regarding activity
detection task rather than each one of the individual source alone.

2.2 Ambient Sensor and Relative Framework for Activity
Recognition Task

The ambient sensor used in the present work is Microsoft Kinect V2 (Fig. 2a), a low-
cost wired structured light sensor, able to acquire 3D point clouds of the observed
environment (even in overlapped views when more than one Kinect sensor is used
to monitor the environment, with target in a range up to 10 m from the optical cen-
ter of the cameras) [9]. Kinect was primarily designed for natural interaction in a
computer game environment. However, the characteristics of the captured data have
attracted the attention of researchers from other fields including mapping, 3Dmodel-
ing and human activity recognition. The sensor consists of an infrared laser emitter,
an infrared camera and an RGB camera. The laser source emits a single beam which
is split into multiple beams by a diffraction grating to create a constant pattern of
speckles projected onto the scene. This pattern is captured by the infrared camera
and is correlated against a reference pattern. The reference pattern is obtained by
capturing a plane at a known distance from the sensor, and is stored in the memory
of the sensor. When a speckle is projected on an object whose distance to the sen-
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Fig. 2 aMicrosoft Kinect forWindows V2, bmain steps of computational framework for activities
recognition using Kinect sensor

sor is smaller or larger than that of the reference plane the position of the speckle
in the infrared image will be shifted in the direction of the baseline between the
laser projector and the perspective center of the infrared camera. These shifts are
measured for all speckles by a simple image correlation procedure, which yields
a disparity image. For each pixel the distance to the sensor can be retrieved from
the corresponding disparity. The Kinect sensor is able to capture RGB, depth, and
infrared streams with frame rate of 9–30Hz based on resolution. The default display
resolution of these streams is 640×480 pixels, but it can be increased up to 1280×
1024 with a lower frame rate. The RGB stream comes in 8bit resolution in either
color format of VGA or UYVYwhereas the depth stream is 11 bit allowing for 2048
different depth sensitivity levels. Moreover, 3D sensors enable a new vision-based
monitoring modality by which the subject’s privacy problem can be mitigated since
only distance data unable to reveal the subject’s identity are processed.

The computational framework for the ambient sensor deals with feature extrac-
tion, human posture classification and activity recognition steps (Fig. 2b). Features
are extracted from Kinect point cloud by using a twofold volumetric-topological
descriptor having different levels of detail and computational complexity [10]. Given
the coarse-to-fine features extracted, the posture classification step was performed
via Support Vector Machine (SVM) classifier. The last step provides the activity
recognition process, modelling each activity by means of a discrete Hidden Markov
Model (HMM), whose observed symbols are the postures output of the previous step
of the framework.

2.3 Wearable Sensor and Relative Framework for Activity
Recognition Task

The wearable device used in this version of the platform is the Wearable Wellness
System (WWS), produced by Smartex [11]. It is made up of a sensorized garment
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Fig. 3 a Wearable Wellness System compound by smart garment and an electronic device for
acquisition, storage and wireless transmission of accelerometer data, bmain steps of computational
framework for activities recognition using tri-axial accelerometer data

and an electronic device (SEW) for the acquisition, the storage and the wireless
transmission of the data. It has been designed to continuously monitor main vital
parameters (Electrocardiography-ECG, Heart rate, Breathe rate) and themovements.
The WWS garment is suitable and comfortable, reducing the well-known usability
problems of the smart wearable devices. Moreover, it can be washed and it can be in
tight contact with the body without any creases (Fig. 3a).

It integrates two textile electrodes, one textile piezoresistive sensor and a pocket,
placed on the chest, for the SEW electronic device in which it is integrated a tri-
axial MEMS accelerometer for the movement monitoring. The WWS can operate
in streaming, via Bluetooth up to 20 meters (in free space), or in off-line modality,
storing the data on a micro-SD integrated in the SEW device. In streaming mode the
duration of its rechargeable battery life is about 8 h, while in off-line the duration
is more than 18 h. For the elaboration, the raw acceleration data have been sent to
the embedded PC with a 25 Hz frequency, that it is enough to recognize the physical
activity [12].

The data are in the decimal format and represent the acceleration values with
full scale in the range of ±2 g and a 10 bit resolution for an high sensitivity. The
MEMS accelerometer is DC coupled, so it measures both static and dynamic accel-
eration along the 3 axes and allows to get information on the 3D spatial relative
position (compared to the Earth gravity vector) of the person who wears it. Indeed,
if the accelerometer relative orientation is known, the resulting data can be used to
determinate the angle α of the user position with respect to the vertical direction.

The main computational steps of the software architecture for wearable sensor
concerns data acquisition, data pre-processing, system calibration, feature extraction
and classification steps (Fig. 3b). The samples coming from the device are filtered out
by a low pass FIR filter to reduce the noise due to the electronic components, environ-
ment and human tremors. A calibration procedure was accomplished by recovering
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the initial conditions after the device mounting, followed by an algorithmic step
focused on extraction of useful features (Average Acceleration Energy-AAE, mean
and the standard deviation over three acceleration axes, step/minute). Finally, the
classification of the activities is obtained by implementing the effective and robust
semi-supervised k-means clustering algorithm.

2.4 Methodology for Automatic Assessment of Physical
Activity

The computational frameworks described in the previous sections transform the
sensors into “smart sensors”, able to recognize a set of well-defined activities. At
this stage, the evaluation of the PA and ST are obtained by analyzing the duration
of the activities detected and linking this duration to a physiological measure able to
objectively assess the level of PA and to evaluate the amount of ST. In this work that
common value is (MET)-minutes. MET is a unit for the estimation of the oxygen
amount used by the body during PA. It is, in short, a way to compare the amount of
exertion required for different activities between people. One MET is the base unit
of METs in relation to activity. A single MET is equivalent to the energy, or oxygen,
utilized by the body while at rest, or while participating in other idle activities, such
as sitting quietly or reading a book, for example. The harder your body works during
any given activity, the more oxygen is consumed and the higher the MET level.
Activity that burns three to six METs is considered moderate-intensity physical
activity. Activity that burns more than six METs is considered vigorous-intensity
physical activity. (MET)-minutes are simply the time engaged in an activity with
consideration to the number of METs. So if a subject walked at a pace (equivalent
to 5 METs) for 30 min it would be calculated as follows:

5METs × 30minutes � 150 (MET)-minutes (1)

Consequently, the activity of each participant was converted into (MET)-minutes
per week (=MET level×minutes of activity/day×5 times/week) according to IPAQ
[13]. It is important to emphasize that MET values are derived from the analysis
of the literature in which they are experimentally and statistically derived from a
sample of persons as indicative averages, since the level of intensity could deviate
from the representative experimental conditions used for the calculation of the stan-
dardMET values. In the present work, participants were classified into four classes of
physical activity as: class 1, sedentary (MET-minutes×5 times/week≤450); class 2,
some activity (450<MET-minutes×5 times/week≤1000); class 3, moderate activ-
ity (1000<MET-minutes×5 times/week≤2200), or class 4, high activity (MET-
minutes×5 times/week<2200). The intervals were determined from the analysis of
the scientific literature that addresses this issue, evaluating the average weekly level
of (MET)-minutes, and proportioning it compared to the temporal monitoring period
of the present study.
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Table 1 Confusion Matrix for ambient sensor (multiple camera view), RES� resting, RCL�
reclining, STD� seated, STRE� standing/relaxed, WLK1�walking at 1.5–3.0 km/h, STRD�
standing for domestic work, WLK2�walking at 3.0–6.0 km/h. The values in bold represent the
correct predictions of the considered activity in terms of overall accuracy

Predicted activity (%) Activity
description

Met

RES RCL STD STRE WLK1 STRD WLK2

Actual
activ-
ity
(%)

RES 94 6 Resting 0.7

RCL 5 92 3 Reclining 0.8

STD 4 96 Seated (reading or
writing)

1.0

STRE 98 1 2 Standing (relaxed) 1.2

WLK1 1 94 1 4 Walking
(1.5–3.0 km/h)

1.9

STRD 2 2 93 3 Standing
(domestic work)

2.0

WLK2 2 1 97 Walking
(3.0–6.0 km/h)

3.4

3 Results and Discussion

The activity detection performance (expressed in terms of average accuracy) has been
estimatedbyusing a commonexperimental setup inwhich the participantswere asked
to perform a predefined set of activities. During such experimental session, data were
collected simultaneously by ambient-installed Kinects and the smart garment worn
by each participant (only 3 participants agreed to wear the sensorized garment). The
confusion matrix of classified activities are reported in Table 1 (ambient sensors
with multiple view) and Table 2 (wearable sensor). The tables show different kinds
of activities (and related MET units) useful for the evaluation of PA and ST.

The results obtained show a satisfactory classification procedure using both the
sensing technologies. In particular, it is clear that the use of more ambient sensors
provides the highest performance in terms of overall accuracy, with only slight con-
fusion in distinguishing activities involving similar postures. The average accuracy
obtained with the wearable sensor is also satisfactory, even if lower performance
is obtained in correspondence of activities performed in standing position (relaxed,
domestic work or walking at different speeds).

Moreover, the estimation of accuracy level that the platform can achieve in terms
of activities recognition using data fusion process was evaluated. In Table 3, In order
to facilitate performance comparison, the overall accuracy related to each standalone
sub-system and the one related to the integrated system is reported.

The overall accuracy obtained using simultaneously data provided by ambient
and wearable sensors is about 5% higher of single sub-system and about 2% higher
of the activity recognition rate obtained with more than one ambient sensor, thus
confirming the advantage in using a coordinator node that is able to manage and
elaborates the high level outputs (activities) provided by each sub-system.
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Table 2 Confusion Matrix for wearable sensor (multiple camera view), RES� resting, RCL�
reclining, STD� seated, STRE� standing/relaxed, WLK1�walking at 1.5–3.0 km/h, STRD�
standing for domestic work, WLK2�walking at 3.0–6.0 km/h. The values in bold represent the
correct predictions of the considered activity in terms of overall accuracy

Predicted activity (%) Activity
description

Met

RES RCL STD STRE WLK1 STRD WLK2

Actual
activ-
ity
(%)

RES 95 5 Resting 0.7

RCL 2 90 4 2 2 Reclining 0.8

STD 4 96 Seated (reading or
writing)

1.0

STRE 1 91 3 4 1 Standing (relaxed) 1.2

WLK1 2 90 2 6 Walking
(1.5–3.0 km/h)

1.9

STRD 1 6 3 88 2 Standing
(domestic work)

2.0

WLK2 1 5 2 92 Walking
(3.0–6.0 km/h)

3.4

Table 3 Performance evaluation of activity recognition module in terms of overall accuracy (bold
value indicates the best result)

Sub-system Overall accuracy (%)

Ambient sensor (single view) 91.57

Ambient sensor (multi-view) 94.71

Wearable sensor 91.71

Integrated system 96.68

Differences between the results of IPAQ-SF score (expressed in MET-minutes x
weekdays) and the average objective measurement obtained during the experimental
period by ambient and wearable sensors are reported in Table 4. They have been
estimated in terms of relative error (RE) defined as follows:

RE � |Q(i) − S(i)|
S(i)

× 100% (2)

whereQ(i) is the IPAQ-SF score of the ith subject, whereas S(i) is the average (MET)-
minutes × weekdays of the ith subject measured with both sensing technologies.
From the results obtained it is evident that themethodology appears to be less reliable
when the level of physical activity increases, and this is due to the classification
performance obtained by each sensor with respect to activities of the following
categories: walking (at different speeds) and standing (for domestic work).
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Table 4 Relative error expressed in % between IPAQ-SF score and average measured (MET)-
minutes obtained by ambient sensors, wearable sensor and both sensor technologies

User # IPAQ-SF Score RE (%)

Ambient Wearable Integrated system

1 1150 11.36 Not applicable Not applicable

2 560 3.22 5.41 2.51

3 1245 9.45 11.53 6.63

4 375 3.84 Not applicable Not applicable

5 750 5.07 7.71 4.16

6 480 3.50 Not applicable Not applicable

7 760 5.14 Not applicable Not applicable

4 Conclusion

The objectives of this study were to (1) examine the use of smart sensors (ambient
and wearable) for human activity monitoring and (2) to assess the level of PA/ST
of the observed subject in objective way, in order to provide a metric to the physi-
cian and make it capable to determine interventions that can, for example, reduce
sedentary behaviour and increase at same time the physical activity during free-living
activities in a domestic environment. The use of MET-minutes as objective measure
for the assessment of the PA levels was appropriate analyzing the results obtained
and comparing them with the results of IPAQ-SF score. Moreover, further advan-
tages of the present work are to be found in the system architecture topology and in
the design of the computational framework characterized by a modular, distributed
and open architecture that permits a simple integration of both hardware resources
and software modules with the aim to extend the number of services offered and
the number of potential end-users, increasing the level of acceptability thanks to the
use of different sensors. The suggested computational framework was implemented
and tested for embedded processing in order to meet typical in-home application
requirements such as low power consumption, noiselessness and compactness.

Future studies will be addressed to the inclusion of a larger sample size in the
experimental stage and to the evaluation of sensors/detectors both ambient and wear-
able alternative to those already used, with the aim of integrating different smart
sensors and raise the level of acceptance by end-users.
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Failure Modes and Mechanisms
of Sensors Used in Oil&Gas Applications

M. Catelani, L. Ciani and M. Venzi

Abstract This paper focuses on failure modes and mechanisms of the main sensors
used in Oil&Gas field, especially for Safety application, in the Safety Instrumented
System design. Moreover, the role of the on-board diagnostic will be also discuss
and how it improves the capability to detect a failure mode in the sensors used in
safety critical applications.

Keywords Sensor · Failure mode · Failure mechanism · Diagnostic

1 Introduction

Theoperation ofmany industrial processes, especially in chemical and oil&gas fields,
involves inherent risk to persons, property, and environment. The goal of functional
safety is to design, built, operate and maintain systems in such a way to prevent
dangerous failures or, at least, to be able to control them in case of hazardous condi-
tions. In order to reduce the risk arising from industrial plants, it might be necessary
to automatically activate safety measures when required to avoid dangerous situ-
ations: functional safety of Electrical/Electronic/Programmable Electronic Safety-
Related Systems is achieved with Safety Instrumented Systems (SIS). These systems
are specifically designed to protect personnel, equipment, and the environment by
reducing the likelihood or the impact severity of hazardous events [1–3].

Safety Instrumented Systems (see Figs. 1 and 2) are typically constituted by a
combination of three fundamental blocks [4, 5]:

• Sensor(s) detects a physical quantity and provides a corresponding electrical out-
put. Field sensors are used to collect information anddetermine an incipient danger;
these sensors evaluate process parameters (e.g. temperature, pressure, flow, etc.)
in order to determine if single equipment or the whole process or plant is working
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Fig. 1 SIS—Safety Instrumented System

Fig. 2 Safety Instrumented System functional block diagram

properly and it is in a safe state. Such sensors do not monitor the normal process
but they are usually dedicated to SIS.

• Logic solver(s) receives the information collected by the sensor and elaborates it
to take the best response. It is typically a controller that takes actions according to
the defined logic in order to prevent hazardous conditions.

• Final element(s) implements the outcomes of the logic solver. This actuator is the
last element of the loop and in many industrial applications is represented by a
pneumatic valve.

Two important parameters for safety assessment are Diagnostic Coverage (DC)
and Safe Failure Fraction (SFF) [6]. DC is the ratio of the probability of detected
failures to the probability of all the dangerous failures and it is a measure of system
ability to detect failures; SFF, instead, indicates the probability of the system failing
in a safe state so it shows the percentage of possible failures that are self-identified
by the device or are safe and have no effect.

DC � λDD

λDD + λDU
(1)

SFF � λSU + λSD + λDD

λSU + λSD + λDU + λDD
(2)

where λSU is the safe undetected failure rate, λSD is the safe detected failure rate, λDU

is the dangerous undetected failure rate and λDD is the dangerous detected failure
rate.
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2 Sensors in Oil&Gas Application

This paragraph introduces a brief description of the main used sensor classes for
Oil&Gas SIS application: temperature, pressure, flow and level. The temperature
sensors allow the users to detect any temperature change measuring the amount of
heat energy which is produced by the equipment. Temperature sensors are classified
in contact devices (i.e. must be in physical contact with the monitored item) and non-
contact devices (i.e. that works using convection and radiation to monitor changes).

The main kinds of temperature sensors are listed below [7, 8]:

• Thermocouple (TC): two junctions of different metals welded together. The first
one (i.e. the reference junction, also called cold junction) is maintained at constant
temperature while the other one is the measuring point. This sensor provides an
output voltage proportional to the temperature difference between the two junc-
tions. It could work approximately from −200 to 2000 °C.

• Thermostat (TS): a bi-metallic strip formed bonding together two different metals.
The mechanical bending of the strip is due to the different linear expansion rate
of the two metals produced by a temperature change.

• Thermistor (RTD): passive resistive devices that changes its resistance because of
changes in temperature.

Three types of pressure measurements are possible: absolute pressure (i.e. mea-
surement referred to perfect vacuum), gauge pressure (i.e. measurement referred to
ambient pressure) and differential pressure (i.e. difference between two points of
measurement). Usually, pressure sensors provide all these kinds of measurements.
The main pressure sensors are the following [9, 10]:

• Capacitive: a parallel plate capacitor formed by a fixed base plate and a deformable
conductivemember (diaphragm). Pressure deforms the diaphragm inducing a vari-
ation in the capacitance.

• Piezoelectric: uses the piezoelectric effect to measure the strain upon the sensing
area and consequently the pressure.

• Piezoresistive: uses the piezoresistive effect to detect strain due to applied pressure.

The rate at which a fluid moves through a cross section is called flow. There are
several types of flow meters that derive the flow rate from other physical quantities
using fundamental fluid flow principles. The main types of flow meter are listed
below [11, 12]:

• Differential pressure: uses Bernoulli’s principle in order to evaluate the flow rate,
which is one of the most common ways to evaluate a flow measurement. The
pressure dropping across the sensor is proportional to the square of the flow rate.

• Direct force: are governed by balancing forces within the system.
• Ultrasonic—Doppler effect: uses frequency shift of an ultrasonic signal which is
reflected by discontinuities in motion in order to measure the fluid velocity.

• Ultrasonic—Transit time: uses two different transducer together. It measures the
flight time of a signal sent from the up transducer to the down transducer.
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Level sensors detect the level of liquids and fluids in two different ways: con-
tinuous or discrete. A continuous level meter measures the quantity of liquid in a
container; a discrete fluid meter indicates if the liquid is above or below a reference
line. There are a lot of different types of level sensors [13, 14]:

• Magnetic and mechanical: direct contact or magnetic system control the mechan-
ical switch operation.

• Ultrasonic: contactless sensor used in case of highly viscous fluids that works
through an ultrasonic signal to measure the distance between the sensor and the
reference surface.

• Hydrostatic: provides an indirect measure of the fluid column height obtained by
the fluid pressure measure.

3 Failure Modes and Failure Mechanism of Sensors

In order to perform the availability and reliability of the systems, it’s important to
study the failure mechanisms and failure modes that can occur to these four families
of sensors. The use of the standard ISO 14224 is mandatory to asses this type of
analysis [15]. The international standard provides a base for the collection of data
and for the reliability to all the equipment in oil&gas field. Themain objectives of the
standard are: design and configuration of a system, RAMS requirement for industrial
plants, life cycle cost and maintenance optimization.

According to [15] a failure mechanism is the physical, chemical or other process
that leads to a failure and a failure mode is the effect by which a failure is observed
on the failed item.

Table 1 shows an extract of the failure mechanisms and relative failure modes for
temperature sensors used in Oil&Gas safety application.

Figure 3 shows the effect percentage of the most probable failure modes for the
thermocouples and thermistors, the two main temperature sensors used in Oil&Gas
SIS. The left pie chart is referred to the thermocouples, the right one described the

Table 1 Examples of failure mechanisms and modes for temperature sensors

Failure mechanism Description Failure mode

Vibration Abnormal vibration Erratic output

Corrosion All types of corrosion, both wet
(electrochemical) and dry (chemical)

External leakage

Low output

Erratic output

Breakage Fracture, breach and crack No output

Overheating Material damage due to overheating/burning High output

Low output

External leakage
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Fig. 3 Pie chart of failure mode percentages for thermocouples and RTDs used in Oil&Gas SIS

Table 2 Examples of failure mechanisms and modes for pressure sensors

Failure mechanism Description Failure mode

Deformation Distortion, bending, buckling, denting, yielding,
shrinking, blistering, creeping, etc.

Erratic output

Spurious operation

Corrosion All types of corrosion, both wet (electrochemical)
and dry (chemical)

External leakage

Low output

Erratic output

Breakage Fracture, breach and crack No output

Fatigue In case the cause of breakage can be traced to fatigue High output

Low output

Spurious operation

Table 3 Examples of failure mechanisms and modes for level sensors

Failure mechanism Description Failure mode

Vibration Abnormal vibration Erratic output

Deformation Distortion, bending, buckling, denting, yielding,
shrinking, blistering, creeping, etc.

Erratic output
Spurious operation

Looseness Disconnection, loose items Erratic output

Spurious operation

thermistors. For both sensors the most probable failure mode is the Open circuit,
therefore it needs more attention during the design phase of the system. Diagnostic
and optimization of the maintenance policies are mandatory in order to mitigate the
occurrence of this failure mode.

Table 2, Table 3 and Table 4 show an extract of the failure mechanisms and
failure modes for respectively pressure sensors, level meters and flow sensors used
in Oil&Gas safety application.
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Table 4 Examples of failure mechanisms and modes for flow sensors

Failure mechanism Description Failure mode

Deformation Distortion, bending, buckling, denting, yielding,
shrinking, blistering, creeping, etc.

Erratic output
Spurious operation

Looseness Disconnection, loose items Erratic output

Spurious operation

Clearance/alignment
failure

Failure caused by faulty clearance or alignment Erratic output

Sticking Sticking seizure, jamming due to reasons other than
deformation or clearance/alignment failures

Erratic output

Cavitation Relevant for equipment such as pumps and valves Erratic output

4 Diagnostic in Oil&Gas Safety Sensors

This study shows how the on-board diagnostic improves the capability to detect a
failure mode in the sensors used in safety application. The work focuses on a single
flowmeterElectromagnetic Flow (8732E) by Rosemount Corporation; it is equipped
with on-board diagnostic and it could be programmed to internally identify its failure
modes and communicates its health state.

In case the on-board diagnostic is set off the logic solver detect the failure modes
that lead the output signal out of range. The failure rate results are shown in Table 5.

Diagnostic Coverage and Safe Failure Fraction are the following:

DC � 128

128 + 309
� 29.2% (3)

SFF � 284 + 0 + 128

284 + 0 + 128 + 309
� 57.1% (4)

In case the on-board diagnostic is set on the results are shown in Table 6.
Diagnostic Coverage and Safe Failure Fraction are the following:

DC � 916

916 + 309
� 74.7% (5)

Table 5 Failure rates of flow meter without on-board diagnostic

λSU λSD λDU λDD

284 FIT 0 FIT 309 FIT 128 FIT

Table 6 Failure rates of flow meter with on-board diagnostic

λSU λSD λDU λDD

284 FIT 0 FIT 309 FIT 916 FIT
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Fig. 4 Comparison of DC and SFF values with and without on board diagnostic

SFF � 284 + 0 + 916

284 + 0 + 916 + 309
� 79.5% (6)

According to Eqs. (3)–(6) Fig. 4 shows the results of DC and SFF compared with
and without diagnostic.

5 Conclusions

This paper proposes an overview about the main sensors used in safety application
in Oil&Gas field, including temperature, pressure, level and flow sensing units. An
extract of themain failuremodes and failuremechanism of these sensors are analyzed
and described, focusing on the effect percentage of the most probable failure modes
for the thermocouples and thermistors.

Finally, the paper focuses on the effects of on-board diagnostic on an industrial
flow meter used in a Safety Instrumented System. The on-board diagnostic highly
improve the probability of detection of the dangerous failure, with a consequent
increase of the Diagnostic Coverage and the Safe Failure Fraction.
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Lab-on-Disk Platform for KRAS
Mutation Testing

Iemmolo Rosario , Guarnaccia Maria, Petralia Salvatore ,
Cavallaro Sebastiano and Conoci Sabrina

Abstract Colorectal cancer (CRC) is one of the most common cancers worldwide.
In the United States is currently the third deadliest cancer with more than 1 mil-
lion patients diagnosed annually of which 50% will develop metastatic disease. In
some subtypes of CRC, the KRAS mutation status has emerged as an important
diagnostic/prognostic marker for the response to treatment with anti-EGFR drugs
in patients with metastatic CRC. Currently, the direct sequencing remains the gold
standard technique for the diagnosis of DNA mutations, but the low sensitivity,
time-consuming and the need for operating in rooms with dedicated instrumentation
makes this method disadvantageous in daily practice. In recent years, new technolo-
gies characterized by different sensitivities, specificities and complexities are starting
to be used in research and clinical studies for the detection of DNA genotyping. In
this work, we propose a novel portable Lab-on-Disk platform developed by STMi-
croelectronics as a competitive device able to perform TaqMan-based real-time PCR
for the rapid and simultaneous detection and identification of KRAS gene mutations.

Keywords Optical biosensor · Colorectal cancer · Diagnostics · RtPCR
DNA mutations

1 Introduction

Colorectal cancer (CRC) is one of the most common causes of cancer-related death
in both men and women, with an incidence of almost a million cases annually [1, 2].
In addition to lifestyle and environmental risk factors, the development of CRC is
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associated with genetic defects, such as chromosomic instability and several genetic
alterations involving different genes implicated in proliferation, differentiation, apop-
tosis and angiogenesis pathways [1, 3, 4]. The genetic heterogeneity of CRCallows to
a more precise diagnosis of predisposing familial syndromes [5] and to predict prog-
nosis and direct therapies [1]. In fact, several point mutations in specific RAS genes,
involved in the G-protein signal transduction pathway, are known to influence diag-
nosis and treatment of colorectal cancer [6–8]. Among them, mutations in KRAS can
be diagnosed in approximately 35–45%of patients, with a high concordance between
primary and secondary lesions [9, 10]. The most frequent mutations inKRAS are sin-
gle base missense mutations, 98% of which are found at codons 12 and 13 [6]. In
particular, these mutations cause a constitutive activation of KRAS impairing the
intrinsic GTPase activity of Ras and confer resistance to GTPase activators, thereby
causing Ras accumulation in its active guanosine triphosphate (GTP)-bound state,
sustaining the activation of Ras signaling [11]. This leads to the activation of multiple
downstream proliferative signaling pathways, such as MAPK, the RAF/MEK/ERK
and the PI3 K/AKT signaling cascades that result in a sustained proliferation sig-
nal within the cell even in the absence of growth factor stimulation [12]. Despite
the increased activity of the signaling pathways, the mutation alone causes the loss
of RasGTPase enzymatic function only [13]. To date, several studies conducted to
explore the role of KRAS mutations in relation to carcinogenesis highlighted that its
mutational status is a frequent predictive and prognostic marker of tumor progression
and sensitivity or resistance to anti-EGFR therapy [14]. These results suggest that
the prediction of response to EGFR with respect to the patients’ genotype is one
of the main tasks in colon cancer management to ensure maximum efficacy with
minimal adverse effects. Different approaches can be utilized to identify the KRAS
mutational status but the most common require skilled personnel, high costs and
specialized equipment [15, 16]. Moreover, these methods need to be standardized
regarding their sensitivity, specificity, and cost per analysis before theymight be con-
sidered as standard reliable practice to be employed for diagnostics purposes. There
are two main challenges that need to be standardized to achieve more reproducible
and consistent results: heterogeneity of the testing materials and differences in the
detection limits among methods [17].

The real time Polymerase Chain Reaction (RT-PCR) is a standard method for the
genetic study. To allow a large use of this method in medical practice, great efforts
have been made from scientists to develop easy-to-use and miniaturized devices
allowing testing analysis to be conducted by unspecialized personnel at very low
cost [18, 19]. These platforms called Genetic “Point-of-Care” (PoC) are designed to
be used outside the central laboratory and directly near the patient [20]. The genetic
PoC must integrate the three main steps necessary for molecular analysis: sample
preparation, PCR amplification and detection. This goal can be achieved by various
formats such as Lab-on-chip, Lab-on-tube, Lab-on-Disk systems [21–23]. The new
frontiers in the genetic PoC are oriented to assays based on PCR-free technologies.
The cooperative hybridization is an innovative method employed to capture and
detect a whole genome at device surface [24]. In this paper, we propose the use of
a novel and portable Lab-on-Disk platform developed by STMicroelectronics, for
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the rapid and simultaneously detection of the main KRAS mutations based on Real
Time PCR methodology. Based on hybrid silicon-plastic technology, this platform
is composed of a miniaturized silicon chip, with onboard the temperature sensors,
heaters, and the compact tool that drives the real-time PCR process [25].

Comparedwith commercial platforms, the Lab-on-Disk offers a rapid and sample-
in answer-out analysis allowing a new approach to genetic counseling and testing
for several diseases.

2 Materials and Methods

LAB-on-Disk system. It is composed by a polycarbonate disk containing 4 dis-
posable silicon chips (Fig. 1). Each chip integrates heaters and temperature control
sensors in the silicon part to perform PCR thermal cycles with an accuracy of 0.1 °C.
The polycarbonate part is glued to a silicon part to form microchambers with a total
volume of 25 µL. A Lab-on-disk reader for the RT-PCR experiments was developed
by STMicroelectronics. The system is composed by an electronic board to manage
temperature cycling, and by an optical module with two wavelength (FAM and VIC
dyes) for the RT-PCR optical detection.

DNA extraction. Genomic DNA from in home Formalin Fixed and Paraffin
Embedded Colorectal Cancer (FFPE-CRC) samples was extracted using the auto-
mated workstation EZ1 (Qiagen, Germany) according to manufacturer’s instruction.
Quality and yields of theDNAwere evaluatedwithNanoDrop 1000 spectrophotome-
ter (Thermo Fisher Scientific, USA). Informed consents were obtained from patients
for the useof their samples and for the access tomedical records for researchpurposes.

Primers and Probe design. The assay was designed to detect the most common
KRAS codons 12 and 13 mutations (c.34G > A; c.34G > C; c.34G > T; c.35G >

Fig. 1 Lab-on-Disk platform: a 6-wells silicon chip; b plastic disk where silicon microchips are
inserted and c lad-disk-reader
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Table 1 Primer pairs used to detect KRAS gene codon 12 and 13 mutationsa

Target Sequence

KRAS exon 2 forward wild type GACTGAATATAAACTTGTGGTAGTTGGA

KRAS exon 2 forward G12S AATATAAACTTGTGGTAGTTGGAGCTA

KRAS exon 2 forward G12D AACTTGTGGTAGTTGGAGCTGA

KRAS exon 2 forward G12A CTTGTGGTAGTTGGAGCTGC

KRAS exon 2 forward G12 V ACTTGTGGTAGTTGGAGCTGT

KRAS exon 2 forward G12R AATATAAACTTGTGGTAGTTGGAGCTC

KRAS exon 2 forward G12C AATATAAACTTGTGGTAGTTGGAGCTT

KRAS exon 2 forward G13D GTGGTAGTTGGAGCTGGTGA

KRAS exon 2 reverse CATATTCGTCCACAAAATGATTCTGA

KRAS exon 2 internal probe 5′-FAM-CTGTATCGTCAAGGCACTCT-
MGB-3′

aIn bold, nucleotides matching the relative mutation

A; c.35G > C; c.35G > T; c.38G > A). Primer-Blast (NCBI, Bethesda, MD, USA)
was used to select high-quality primers for each mutation with an optimal length of
24–28 bp and an optimal annealing temperature between 59 and 61 °C (Table 1).
The specificity to the target sequence was verified in silico with the UCSC Genome
Browser and Primer-BLAST. The 3′ terminus of forward primer was adapted to
anneal specifically the mutated DNA template in order to obtain eight different allele
specific forward primers. In addition, an oligonucleotide probe, common to the wild
type and mutant KRAS alleles, was designed and FAM-labeled at the 5′ terminus
while a Minor Grove Binding (MGB) site was added at the 3′ terminus.

KRAS genotyping assay. Genotyping of human KRAS was performed by Lab-
on-Disk platform as previously described [25]. Briefly, TaqMan Genotyping assay
was performed in order to evaluate the mutational status of KRAS in FFPE-CRC
DNA samples. A PCR mix was prepared to contain 10 ng of genomic DNA, 1 µM
of reverse and allele-specific forward primers, 100 nM of FAM-labeledKRAS probe,
2.5 µL of 2X TaqMan Genotyping Master Mix (Thermo Fisher Scientific, Waltham,
MA) in a final volume of 5 µL per chamber. Thermocycling conditions were set
as follow: an initial denaturation step at 97 °C×10′ (one cycle), followed by 45
cycles at 97 °C×15′′ and 64 °C×60′′. In every run, positive and negative control
samples were co-amplified. Region of Interest (ROI) areas in the microchip were
manually selected to acquire the fluorescent signal at the end of each amplification
cycle. However, dedicated software allows a correction of the ROI diameters at the
end of the analysis for best fitted data. In order to determine the performance of
the novel Lab-on-Disk platform, the Cycle Thresholds (Cts) values of the TaqMan-
based real-time PCR specificity assay were compared to those obtained with the
standard equipment Light-Cycler 1.5 (Roche Diagnostic, USA) using the same PCR
mix (Fig. 2). Amplification program of LightCycler 1.5 was set as follow: an ini-
tial denaturation step at 95 °C×10′ (one cycle) followed by 45 cycles of 95 °C×
15′′, 62 °C×10′′, and a final extension of 72 °C for 10 min. KRAS mutation status
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Fig. 2 Genotyping assay of formalin fixed and paraffin embedded colorectal cancer specimen car-
ryingKRASG12Dmutation: a genotyping assay performed by the Lab-on-Disk platform has amore
elevated efficiency if compared to standard real time PCR (LightCycler 1.5) performances (b). The
obtained cycle thresholds were confirmed by three independent experiments; c electropherogram
of formalin fixed and paraffin embedded colorectal cancer specimen used to compare performances
of the two platforms. Blue square highlights the G>A transition in KRAS codon 12 of the same
clinical sample

of the samples were previously evaluated through direct sequencing using BigDye
terminator v.3.1 kit (Applied Biosystems, Foster City, California) according to man-
ufacturer’s instructions, on ABI PRISM 310 genetic analyzer (Applied Biosystems,
Foster City, California).

Statistical Analysis. One-way analysis of variance (ANOVA) was used to com-
pare differences among groups and statistical significance was assessed by the
Tukey–Kramer post hoc test. The level of significance for the statistical test was
p ≤ 0.05. Data were reported as Mean ± standard deviations.

3 Results

In this work, a TaqMan Genotyping assay was implemented on the Lab-on-Disk
platform to detect the mutational status of human KRAS in FFPE Colorectal cancer
samples. The specificity of the assay was compared to that obtained with a standard
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rea time PCR (Light-Cycler 1.5) and the same experimental protocol. In Fig. 2, a
comparison of genotyping assay performances of the Lab-on-Disk (panel a) and
LightCycler 1.5 (panel b) instruments using a KRAS-G12D (dbSNP: rs121913529)
mutated sample are shown. The optimization of the optical sensor of the Lab-on-
Disk platform allowed a distinct decrease of about 12.43 cycle threshold values
for wild type allele (***P<0.0001) and about 12.17 cycle threshold values for the
G12D mutated allele (***P<0.0001), respectively. The G>A transition in KRAS
gene codon 12 of the same sample was previously diagnosticated through direct
sequencing (panel c).

4 Discussion

KRAS (human homolog of rodent sarcoma) is the most studied gene of the RAS
GDP/GTP-binding family. The encoded wild type protein plays a pivotal role in
intracellular signal transduction, including proliferation, differentiation and senes-
cence [26].Activatingmutations in codon12, 13 or 61ofKRAS gene occur in 30–40%
of CRC patients [27, 28], making KRAS mutational analysis one of the most impor-
tant diagnostic/prognostic parameter for this neoplasm. In fact, mutational status of
KRAS is involved in therapeutic protocol decisions and it is useful to evaluate overall
and progression free survival [14, 29, 30].

In this work, we propose a newmethod for mutational analysis ofKRAS in FFPE-
CRC samples using Lab-on-Disk platform. This innovative platform is able to detect
point mutations with high specificity and sensitivity. The first innovation is repre-
sented by a plastic disk in which four different silicon microchips can be inserted.
This allows to increase the number of amplification reactions per single run. The
improved performances and the technological innovation achieved, make the Lab-
on-Disk platform a competitive device in the genotyping of human genes with a
considerable advantage over traditional platforms, which results in a reduction of
costs and time required for the analysis, maintaining high efficiency and reliability.

5 Conclusion

The Lab-on-Disk platform was able to perform highly specific mutational analysis
in human genomic DNA proving to be highly competitive in both time-consumption,
cost of analysis, and high reliability when compared to standard equipment. Thanks
to its features, the Lab-on-Disk platform offers a rapid and sample-in answer-out
analysis, and represents a reliable Point-of-Care for rapid and accurate genotyping
of human DNA samples.
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Study Toward the Integration
of a System for Bacterial Growth
Monitoring in an Automated Specimen
Processing Platform

Paolo Bellitti , Michele Bona , Stefania Fontana , Emilio Sardini
and Mauro Serpelloni

Abstract As bacterial infection diseases represent a relevant threat for human health
worldwide, many efforts are spent in accelerating the diagnostic process of biological
specimens. The WASPLab automated platform, by COPAN Italia S.p.A., detects
bacterial growth by processing the images of the Petri dishes containing a sample to
analyze. This work presents a study performed on a developed system that exploits
impedance measurement to monitor bacterial growth in Petri dishes in real time. It
is part of an activity aiming at system integration in the WASPLab, to enhance its
monitoring capabilities and flexibility. Through repeated 24-h tests executed with the
system, we successfully detected S. aureus growth in Petri dishes that were inside
one of the WASPLab incubators, starting from impedance measurements performed
at 50–150 Hz. In particular, depending on the parameter being observed, detection
timewas between four and six hours, for an initial bacterial concentration in the order
of 4.5 · 107 CFU/ml. These preliminary results represent the first step for evaluating
system integration in the WASPLab.

Keywords Bacterial growth detection · Impedance measurement
WASPLab platform

1 Introduction

Bacterial infections count as a major source of disease worldwide, especially when
they are not properly treated. As an example, nearly 50 million infection-related
sepsis cases are estimated each year,withmore than 5million deaths [1]. The problem
is even more serious because of the increasing capability of some bacterial strains to
resist to specific antibiotic therapies, as indicated in a report released in January 2018
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by the World Health Organization [2]. For these reasons, a quick diagnosis showing
that a biological specimen is infected needs to be achieved, since it allows delivering
a proper therapy in a timely manner, preserving subject’s health.

The market provides numerous commercial systems able to meet this necessity.
In particular, such systems detect bacterial growth in a biological sample much faster
than traditional methods based on colony count [3, 4]. In this way, only the speci-
mens that are really contaminated are sent sooner to dedicated laboratories for specific
tests, accelerating analysis process and therapy delivery to a patient. They exploit
different measurement principles for their operation. For instance, the BacT/ALERT
(bioMérieux SA) [5, 6] and the BACTEC™ (BD) [7] detect a fluorescence variation,
which is due to CO2 production from bacterial metabolism. The BacTrac (SY-LAB
Geräte Gmbh) [8] and the RABIT (Don Whitley Scientific Ltd.) [9] perform a mea-
surement of electric impedance, which changes because of pathogens activity. Then,
the Biacore (GE Healthcare) exploits the principle of Surface Plasmon Resonance
to detect the presence of bacteria on sensor surface [10]. Finally, the Thermal Activ-
ity Monitor (TA Instruments) evaluates bacterial growth from the heat generated by
related chemical reactions, implementing isothermal microcalorimetry method [11].

An approach different from those followed by the previously mentioned systems
is exploited by the WASPLab platform (COPAN Italia S.p.A.) [12]. WASP stays
for Walk-Away Specimen Processor. Referring to Fig. 1, which shows it for conve-
nience, the WASPLab works in the following way. A Petri dish is inoculated with
a possibly infected biological sample in WASP station, by a robotic manipulator.
Then, it moves to one of two temperature-controlled incubators, in order to enhance
bacterial growth, which is monitored by taking pictures of it at different moments in
the image acquisition stations. Pictures are analyzed from a digital imaging interface,
and they are stored in WASPLab Central, which shares data about the analysis to
other connected systems. Finally, dishes are accumulated in silos at the end of the
analysis process. All steps are managed in a completely automated way.

TheWASPLab platform is a very advanced solution for bacterial growth detection.
However, there is the possibility to even enhance its capabilities and flexibility. For
instance, analyzed Petri dishes need to be moved between incubators and image
acquisition stations every time a picture has to be taken. This repeated change in the
environmental conditions may have a negative influence on bacterial growth. Then,
pictures of two Petri dishes at most can be acquired at a time, because there are two
image acquisition stations in theWASPLab, each receiving the Petri dishes from one
of the incubators. Finally, carrying out a measurement with a sensor system would
permit to have at disposal quantitative data about bacterial growth in real time.

In a previous work [13], we described a system that performs this task through
repeated impedance measurements related to a Petri dish. Such system has been
developed with the final aim of integrating it in the WASPLab once it is optimized,
in order to monitor bacterial growth in Petri dishes while they remain always inside
the incubators. Furthermore, we illustrated an experimental analysis executed in a
laboratory setup, to evaluate system performances regarding measurement accuracy
and bacterial growth monitoring. On the other hand, this work presents a study per-
formedwith the system operatingwhen analyzed Petri disheswere incubated directly
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Fig. 1 Picture of the WASPLab automated specimen processing platform

inside the WASPLab. Through the study, we could observe system behavior in the
field, which is the first step toward its integration in the WASPLab. The following
section includes a brief description of the system and illustrates how the study was
carried out. Then, third section presents the obtained preliminary results.

2 Materials and Methods

2.1 The Measuring System

For this work, we realized an improved version of themeasuring system, with respect
to the one presented in [13], which enhances its portability. Used system is shown in
Fig. 2. It presents three different principal parts.

The first part is an instrumented Petri dish, which has been realized by adding
two macroelectrodes of specific geometrical characteristics to the same disposable
object that is used during the analysis with the WASPLab. It contains an agar-based
culture medium for bacterial proper growth. From the frequency response of the
instrumented Petri dish, we obtained an equivalent lumped-parameter model rep-
resenting either electrode/medium interface, through double layer capacitance CDL

and charge transfer resistance RCT, or medium conductivity, through resistance RM.
These parameters are the quantitative data about bacterial growth that the developed
system is able to provide. They are obtained fromPetri dish impedancemeasurements
performed at two fixed working frequencies, by implementing specific mathematical
formulas [13].
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Fig. 2 The measuring system in its improved version

The second part is an electronic module, which is designed for measuring the
impedance related to the instrumented Petri dish at the working frequencies [13].
It is entirely inside a box of dimensions 120×120×55 mm. Then, it is configured
according to a particular necessity, by properly choosing its components. The system
can work with more electronic modules, if the number of the Petri dishes to analyze
simultaneously augments. This increases its modularity.

Then, the third part is a laptop, executing a LabVIEWVirtual Instrument (VI) that
drives the electronicmodule and elaborates the impedancemeasurements to findCDL,
RCT, and RM. This VI allows system user changing measurement parameters when
necessary and monitoring bacterial growth by looking at CDL, RCT, and RM real
time trend. Furthermore, it presents additional features, with respect to the program
described in [13]. First, since the system is designed to implement an automatic
bacterial growth monitoring, it generates an alarm as it detects that CDL, RCT, or
RM variations have overcome a threshold. Second, when the alarm occurs, an e-mail
is sent automatically to a defined address, reporting that bacterial growth has been
detected and at what time. Third, obtained data are stored not only in laptop’s own
memory, but also in a folder that is shared with connected devices through the cloud.
In this way, information about bacterial growth is available from remote locations
too.

2.2 Study Setup and Protocol

The study presented in this paper was entirely carried out in COPAN Italia S.p.A.
(Brescia, Italy), with the developed system working with the WASPLab platform, as
shown in Fig. 3. During the study, we executed repeated bacterial growth monitoring
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tests with the same setup, whose block scheme is represented in Fig. 4. Furthermore,
every test was conducted following a defined protocol.

Three instrumented Petri dishes were filled with Tryptone Soy Agar medium.
Two of them were also inoculated with S. aureus ATCC 6538, considering an initial
concentration in the order of 4.5 · 107 CFU/ml. Such value is high, but we kept it
to verify that the system worked properly, in a favorable condition. Inoculation took
place in a safe environment, at ambient temperature. Then, remaining Petri dish was
not inoculated. In this way, we had a reference to evaluate the trend related to the
others.

The next step after inoculation was system preparation. We configured three elec-
tronicmodules, in away they excited onePetri dish eachwithwaveformsof amplitude
equal to 1 Vpp and measured Petri dish impedance at frequencies f 1 �50 Hz and f 2
�150 Hz. In addition, their internal gain factor was obtained by attaching a 100 �

commercial resistor to the system and acquiring the corresponding impedance.
When the system was ready, we put the Petri dishes in one of the WASPLab

incubators, which had already turned on, in order to make its internal temperature
uniform. In particular, once incubator was closed after Petri dishes positioning, its
control system drove the temperature to stay in a range between 34.8 and 35.2 °C,
given a set point equal to 35.0 °C. Every Petri dish was attached to the terminals of
an electronic module. As all modules are equal to each other, such operation was
performed without respecting a precise order.

Last step was triggering the VI running on the laptop to acquire bacterial growth
data. We set its parameters to allow a continuous impedance measurement at f 1 and
f 2 and provide a single value of CDL, RCT, and RM every two minutes, for 24 h.
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Fig. 4 Block scheme of the setup used for testing the system during the study

3 Preliminary Results

3.1 Double Layer Capacitance CDL

Figure 5a illustratesCDL time behavior related to the Petri dishes analyzed during one
of the tests. All represented curves have an initial transient of about one hour, which
is due to medium temperature variation from initial state (inoculation at ambient
temperature) to the condition in which dishes are inside WASPLab incubator (about
35 °C). Then, once initial transient gets over, the curve related to the Petri dish that
was not inoculated presents a gradual decreasing trend, caused by medium partial
drying. On the contrary, the curves referring to inoculated Petri dishes reflect a typical
growth trend. In fact, after a lag phase in which it is stable, CDL starts to augment
(log phase). Such increase derives from bacterial growth, which generates charged
molecules accumulating at electrode/medium interface, as reported in the literature
[3]. The transition between lag phase and log phase identifies system detection time,
which occurs at four hours. Finally, the curves show a brief stationary phase, in
which CDL is stable again, and death phase, in which CDL decreases, as bacterial
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activity is coming to an end. Even though both curves allow recognizing all growth
phases, they are characterized by a different dynamics. For instance, log phase lasts
about one hour less for inoculated Petri dish 1 than for inoculated Petri dish 2. This
is caused by a variance in bacterial distribution along electrode/medium interface
between the two inoculated Petri dishes, as inoculation step was carried out by hand
and, therefore, it is not an exactly repeatable operation. In fact, a low variability
in double layer characteristics may have great consequences on CDL values. In any
case, such discrepancy does not lead to a relevant difference in detection time.

3.2 Charge Transfer Resistance RCT

Figure 5b shows the time trend characterizing the other interface parameter, i.e.,
resistance RCT. This figure highlights that RCT behavior reflects CDL curves shape
shown in Fig. 5a. In fact, all curves present an initial transient and those related to
inoculated Petri dishes help identifying bacterial growth phases, even if with different
dynamics.

However, RCT has an opposite direction with respect toCDL. In fact, for everyCDL

increasing tract, there is a RCT descending phase, and vice versa. In particular, bac-
terial growth leads to a decrease of RCT, since it causes an accumulation of charged
molecules at electrode/medium interface, which augments the charge transfer capa-
bility of double layer. Since RCT and CDL trends are similar, system detection time
extracted from the analysis on charge transfer resistance is comparable to the one
obtained from observing double layer capacitance.

3.3 Medium Resistance RM

Finally, Fig. 5c represents RM time behavior, which is identical for the two curves
related to the inoculated Petri dishes (although there is a difference between the
corresponding values), unlike what happens for CDL and RCT. Furthermore, Fig. 5c
highlights that such behavior does not reflect the one characterizing the other param-
eters. In fact, after a two-hours initial transient, RM decrease during log phase for
inoculated Petri dishes is slower than RCT’s. In addition, this trend lasts until the end
of the test. Anyway, decrease is in agreement with what is stated in the literature,
as it is due to an increase of medium conductivity caused by bacterial metabolism
[3]. Consequently, system detection time obtained from RM observation is about six
hours, i.e., it is greater than what is found fromCDL and RCT study. On the other side,
the curve related to not inoculated Petri dish has a progressively increasing trend
after the transient, which is caused by medium partial drying.

Even though its analysis leads to the identification of a greater detection time,
as compared to those found by studying CDL and RCT trends, RM has a more stable
behavior. In fact, its curves do not present the anomalous peaks that are visible when
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Fig. 5 Time trends of parameters providing information about bacterial growth, obtained from one
of the performed tests. a Capacitance CDL. b Resistance RCT. c Resistance RM
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observing the other two parameters. Consequently, since the measuring system has
the advantage of monitoring three parameters at the same time, a preliminary alert
about bacterial growth detection can be generated from CDL and RCT observation.
Then, a full alarm can be produced when the system detects RM variation too.

4 Conclusions

This paper has presented a study performed on a system designed for bacterial growth
monitoring in Petri dishes. System operation relies on the impedance measurement,
at two fixed working frequencies, of the analyzed Petri dishes, which are instru-
mented with electrodes. Firstly, we have given a general description of the system.
Then, we have illustrated how the study was conducted, i.e., S. aureus growth was
monitored when Petri dishes were inside an incubator of an automated platform,
called WASPLab and commercialized by company COPAN Italia S.p.A. Finally,
we have reported preliminary achieved results, which highlight system capability to
detect bacterial growth in the field.

Preliminary results from the performed study pave the way for system integration
in theWASPLab platform or, at least, for a connection between them, once the former
is optimized for such purposes. This would lead to several advantages regarding the
automated analysis carried out by theWASPLab. First, bacterial growth is monitored
in Petri dishes that are inside the incubators for the entire test duration. Second,
since the system provides three output parameters, additional real time data about
any growth phase is obtained, from all analyzed Petri dishes. Such data could be
shared between other connected systems, included the remote ones, allowing all
authorized people to be informed anytime and anywhere. Finally, the system is easily
reconfigurable, to meet user’s needs and particular applications. This contributes to
augment WASPLab flexibility.

Future research activity will deal with further growth tests, considering different
initial concentrations and different bacteria. In addition, design features for system
optimization will be introduced, in order to favor its integration in the WASPLab.
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A Virtual ANN-Based Sensor for IFD
in Two-Wheeled Vehicle

D. Capriglione , M. Carratù , A. Pietrosanto and P. Sommella

Abstract In the context of automotive and two-wheeled vehicles, the comfort and
safety of drivers and passengers is even more entrusted to electronic systems which
are closed-loop systems generally implementing suitable control strategies on the
basis of measurements provided by a set of sensors. Therefore, the development of
proper instrument fault detection schemes able to identify faults occurring on the
sensors involved in the closed-loop are crucial for warranting the effectiveness and
the reliability of such strategies. In this framework, the paper describes a virtual
sensor based on a Nonlinear Auto-Regressive with eXogenous inputs (NARX) arti-
ficial neural network for instrument fault diagnosis of the linear potentiometer sensor
employed in motorcycle semi-active suspension systems. The use of such a model
has been suggested by the particular ability of NARX in effectively take into account
for the system nonlinearities. The proposed soft sensor has been designed, trained
and tuned on the basis of real samples acquired on the field in different operating
conditions of a real motorcycle. The achieved results, show that the proposed diag-
nostic scheme is characterized by very interesting features in terms of promptness
and sensitivity in detecting also “small faults”.

Keywords Soft sensor · NARX · Fault diagnosis
1 Introduction

Thanks to the progressive diffusion of MEMS [1, 2]. (Micro Electro Mechanical
System), today’s vehicles are increasingly adopting sensors and electronic instru-
mentation to support different types of applications like Electronic fuel injection
(EFI), Antilock-braking system (ABS), Electronic stability program (ESP), Active
or Semi-Active suspension system and so on [3]. As an example, the motorcycle
suspension is one of the most critical subsystem, which directly affects the comfort
and the vehicle handling: it ensures the contact between tires and road, and at the
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same time isolates the vehicle frame from the road roughness [4–8]. An active or
semi-active suspension system and suitable strategies are able to change the damping
coefficient as a function of the suspension stroke velocity, the pitch rate and/or other
measurements about the vehicle dynamics from a set of sensors typically including
MEMS like accelerometers, gyroscope and magnetic encoders [9, 10]. Driven by
the primary goals of cost-saving and safety, the use of the MEMS has led the sensor
fusion to become an interesting research topic through the development of new solu-
tions such as virtual sensors: the process of estimating any system or process variable
by adopting mathematical models, replacing some physical devices and using data
acquired from some other available sensors. They represent a good solution success-
fully applied to solve various problems such as the backup of measurement systems,
the what-if analysis, the prediction for real-time plant control and sensor validation.
A virtual sensor may be useful for multipurpose, first of all, the inferential model
intended to reduce themeasuring hardware requirements may result into a significant
source of budget saving and increasing system reliability. Probably the main applica-
tion of the virtual sensor is the Sensor Validation following the (physical/analytical)
redundancy-based approach typically exploited in the automotive safety [10]. Focus-
ing the attention on the semi-active suspension systems, typically their effectiveness
can drastically decrease because the aging and/or faults that can mostly occur on
the rear suspension stroke sensor. Indeed, the sensor devoted to the measurement of
such a quantity is typically a linear potentiometer whose electrical contacts suffer
of deterioration due to the continuous attrite and crawling imposed by motorcycle
normal operating. As a consequence, a suitable Instrument Fault Detection (IFD)
scheme should be developed for identifying faults that could occur on such a sensor
with the aim of improving the reliability and effectiveness of the suspension control
strategy, and the driver (and passenger) safety [11, 12]. In addition, to develop an
on-line IFD scheme it should be also based on simple models requiring computa-
tional burden compatible with typical control units adopted in motorcycle context.
In this framework, the authors propose a suitable IFD scheme based on the analyt-
ical redundancy provided by a virtual sensor specifically designed for the residual
generation of rear suspension stroke sensor. In a more detail, the residual function
that allows identifying the fault on such a sensor is evaluated as difference between
the output of a suitable trained Nonlinear Auto-Regressive with eXogenous inputs
(NARX) artificial neural network and the actual outputmeasured by the sensor. Then,
the analysis of the residual on a suitable time interval allows identifying the presence
of a fault on the rear-stroke sensor.

The obtained results are very encouraging because the proposed scheme shows a
very good promptness also in identifying “small faults” which are typically due to
the device wear and tear and aging, or to other influence factors as the variation of
the sensor power supply which results as changing of the input/output curve of the
sensor.
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2 The Two-Wheeled Vehicle Under Test

The design and validation of the virtual sensormeasuring the rear suspension position
as well as the development of the corresponding IFD scheme have been performed
according to the data-driven approach introduced in [9] by adopting the SUZUKI
GSX-1000 model as the two-wheeled vehicle under test.

As depicted in Fig. 1, the motorcycle has been equipped with (i) semi-active
suspension system (including the magneto-rheological fork and rear shock damper);
(ii) a set of hard sensors measuring the main quantities of interest for controlling the
vertical dynamics according to specifications reported in Table 1.

Moreover, themeasurement set-up also includes a suitable data acquisition system
designed for sampling and storing the data collected by the sensors. In detail, data

Fig. 1 Scheme of the measurement set-up for the motorcycle under test

Table 1 Specification of the measurement set-up for the test motorcycle

Output Symbol Sensor type Manufacturer Model Mounting
notes

Front
suspension
stroke

Sfront Linear
displacement
Sensor

Penny and Giles SLS130 Fixed to the
handlebar
and the fork
bottom

Rear
suspension
stroke

Srear Mounted
between the
frame and
rear wheel

Motorbike
speed

Vbike Magnetic
encoder

Dorman 970-011 Fixed to the
front wheel

Pitch
velocity

Gyro Gyroscope STMicroelectronics L3GD20 Fixed to the
frame
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sampling has been carried out at the frequency of 1 kHz with a 12-bit ADC (about
the output from the analogical sensors), whereas a CAN-BUS data logger working
at 1 Mbps has been adopting for data recording.

Ameasurement campaign involving themotorcycle under test has been performed
with reference to the 8 km long lap, which includes various profiles (cobblestone
stretch, urban and extra-urban road, concentrated obstacles) able to introduce the
typical excitation modes of the suspension system. As a result, more than 40 test laps
have been run (mean lap time equal to 500 s) by achieving 6 h data logging about
the sensors output in faulty-free conditions.

3 The Virtual Sensor

The virtual sensor adopted for predicting the rear suspension position has been devel-
oped by adopting a NARX Neural Network. This choice has been driven by the very
attractive proved features of NARX neural networks in accurately prediction of non-
linear dynamic systems the good capability of noise filtering [13]. The proposed
architecture takes into account the front suspension position, the pitch rate of the
motorcycle body and the longitudinal speed of the vehicle. Indeed, such a quantities
are really correlated to the rear suspension as also described by the half car model
(this one is valid only in steady state conditions but highlights the relationship among
the above quantities) [14].

A sketch of the NARX is reported in Fig. 2.
As for the number of hidden layers and nodes different values have been analyzed

by adopting the Matlab Neural Toolbox ranging in the following sub-sets:

Fig. 2 Block-diagram of the proposed IFD scheme
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• the number of neurons in the (unique) hidden layer in the range [5–20];
• the tapped delay of the input signals in the range [50–200] ms, according to the
motorcycle dynamics [10];

• the tapped delay of the output signal in the range [50–200] ms.

The learning (training+ test) set was constituted by 200,000 experimental samples
acquired in different working conditions of the system under test [15]. To train the
network, to identify the best architecture and to achieve reliable performance results,
a k-fold validation technique was adopted. As a result, the configuration showing the
best accuracy in terms of regression capability (i.e. the capability in reproducing the
expected sensor outputs) and repeatability was achieved by considering 13 neurons
in the hidden layer, and tapped delays (for the input and output) equal to 100 ms.

4 The IFD Scheme

Based on the data acquisition and adoption of the virtual sensor previously intro-
duced, an original IFD scheme is proposed by including two steps (see the simplified
block-diagram in Fig. 3):

• Residual Generation: the stage computes the difference between the measured and
predicted values of the rear suspension stroke (respectively provided by the linear
potentiometer and the virtual sensor), by highlighting the fault symptom;

• Decision Making: the stage implement the rules needed to correct the fault of
interest.

Fig. 3 Block-diagram of the
proposed IFD scheme
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Fig. 4 Examples of local accuracy about the sensor output prediction and threshold selection about
the residual

As previously reported, the instantaneous prediction of the soft sensor is satisfying
for most of the experimental dataset. However, some conditions remain (see Fig. 4),
where the percentage difference between the ground-truth and the predicted position
are significant. To limit the effects of the poor prediction, the performance of the
virtual sensor has been evaluated in terms of the Sliding Occurence Error (SOE)
curve, that may be interpreted as the survivor function of the error tolerance. Then,
a strategy based on the moving average is employed for computing a more accurate
residual:

Emean,L(i) � 1

LS

LS−1∑

k�0

∣∣∣∣
yp(i − k) − ym(i − k)

ym(i − k)

∣∣∣∣ (1)

where yp and ym are the predicted and measured rear suspension stroke, Ls is the
number of samples included in the moving window length L.

As an example, about the worst predicted cases by the virtual sensor (10% of the
experimental dataset), the minimum value for the residual Emean,L is less than 5%,
when L equal to 500 ms is considered.

The IFD scheme for the rear stroke sensor is proposed to reveal the small faults,
also known as “un-calibration faults”, mainly due to the device wear and tear and
aging, or to other influence factors as the variation of the sensor power supply and
which results as changing of the input/output curve of the sensor. Such a kind of
fault generally appears as slight amplitude deviation from the expected behavior and
could be detected through the plausibility checks typically implemented in auto-
motive ECUs only after hours or days from the occurrence, when the performance
degradation implies unacceptable risk levels.

According to the proposed Decision Making step (see Fig. 5), a fault is detected
when the residual computed by the corresponding block exceeds a fixed threshold
T% longer than the sliding window L. Focus has been devoted to analyze the optimal
value for the window length L when the level of the un-calibration T% is equal to
10%.
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Fig. 5 Detection rule for revealing the un-calibration faults of the rear stroke sensor

Table 2 Performance of the
proposed IFD scheme for the
rear stroke sensor

L (s) FA% MD% CD% td,mean

0.1 74.3 0.0 25.7 0.7

0.5 48.0 0.0 42.0 0.9

1.0 0.4 3.6 96.0 19.9

2.0 0.0 20.2 79.8 33.4

The instrument fault detection scheme has been verified against Nfaults �1000
faults randomly introduced in the (measured) rear stroke samples of dataset, by
considering the following performance indexes:

• the percentage FA% of false alarms, when threshold is exceeded for predicted
samples corresponding to faulty-free sensor output;

• the percentageMD% of missed detections, when either threshold is not exceeded
for predicted samples corresponding to faulty sensor output or threshold is
exceeded after a maximum delay td,max with respect to the fault insertion time;

• the percentage CD% of correct fault detections, when threshold is exceeded for
predicted samples corresponding to unhealthy sensor output by the maximum
observation time td,max.

Experimental results are summarized in Table 2 for L varying from 100 ms to
2 s, when td,max �60 s is considered. A satisfying performance is exhibited by the
proposed fault detection scheme when the virtual sensor is adopted by averaging the
prediction every second (Ls �100). Shorter sliding windows allow to achieve poor
performance in terms of FA% because of the prediction limits by the NARX model
about the signal tracking for 10% of the Test set samples whereas, a larger sliding
window leads to poor performance in terms ofMD%because the threshold exceeding
is not completely satisfied for all the output samples within the observation time.

Moreover, as shown from themean delay time td,mean for the correct fault detection
the sliding window length L equal to 1 s allows to achieve a very prompt response
of the IFD scheme.
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5 Conclusions

The paper has described the development of a virtual sensor specifically designed for
the fault diagnosis of the rear stroke suspension sensor in motorcycle. The fault diag-
nosis procedure is based on the processing of residuals given at each time instant by
the difference between the measured value and the one predicted by the virtual sen-
sor. The scheme has been tuned for achieving a good tradeoff between sensitivity and
promptness in detecting also “small faults”, i.e. ones which typically related to the
device wear and tear and aging, or more in general to the variation of the input/output
curve of the sensor. Really, this kind of faults are very difficult to identify in prac-
tice because they could bring to very small residuals which can be confused with
values achievable in normal and fault-free operating conditions if the false alarm
percentage has to be kept low as well. In this framework, the use of a Nonlinear
Auto-Regressive with eXogenous inputs (NARX) artificial neural network and suit-
able residuals post-processing methods have revealed particularly effective for these
purposes. In particular, after a suitable tuning phase, a Correct Detection percentage
approaching 95% and False Alarms percentage less than 1% have been achieved for
un-calibration faults. The corresponding mean detect time was less than 20 s which
is a very interesting performance in terms of promptness (as matter of fact, these kind
of faults do not affect dramatically the suspension system behavior and passenger’s
safety if isolated within a reasonable time interval). Further developments will con-
cern with the extension of the Instrument Fault Detection scheme to the other sensors
involved in the semi-active suspension control strategy and in verifying the on-line
implementation of the whole diagnostic procedure for on-board applications [16].

References

1. D’Angelo, G., Laracca, M., Rampone, S., Betta, G.: Fast eddy current testing defect classifi-
cation using Lissajous figures. IEEE Trans. Instrum. Meas. 67(4), 821–830 (2018)

2. Bernieri, A., Ferrigno, L., Laracca, M., Rasile, A.: An AMR-based three-phase current sensor
for smart grid applications. IEEE Sens. J. 17(23), art. no. 7974752, 7704–7712 (2017)

3. Marek J.: Automotive MEMS sensors—trends and applications. In: International symposium
on VLSI technology, systems and applications (VLSI-TSA). http://doi.org/10.1109/VTSA.
2011.5872208

4. Liguori, C., Paciello, V., Paolillo, A., Pietrosanto, A., Sommella, P.: Characterization of motor-
cycle suspension systems: comfort and handling performance evaluation. In: Proceedings of
IEEE Instrumentation and Measurement Technology Conference, pp. 444–449. ISBN: 978-
146734622-1. https://doi.org/10.1109/i2mtc.2013.6555457

5. Carratù, M., Pietrosanto, A., Sommella, P., Paciello, V.: Suspension velocity prediction from
acceleration measurement for two wheels vehicle. In: Proceedings of I2MTC 2017. https://doi.
org/10.1109/i2mtc.2017.7969943

6. Liguori, C., Paciello, V., Paolillo, A., Pietrosanto, A., Sommella, P.: On road testing of control
strategies for semi-Active suspensions. In: Proceedings of IEEE Instrumentation andMeasure-
ment Technology Conference, art. no. 6860931, pp. 1187–1192. ISBN: 978-146736385-3.
https://doi.org/10.1109/i2mtc.2014.6860931

http://doi.org/10.1109/VTSA.2011.5872208
https://doi.org/10.1109/i2mtc.2013.6555457
https://doi.org/10.1109/i2mtc.2017.7969943
https://doi.org/10.1109/i2mtc.2014.6860931


A Virtual ANN-Based Sensor for IFD in Two-Wheeled Vehicle 463

7. Liguori, C., Paciello, V., Paolillo, A., Pietrosanto, A., Sommella, P.: ISO/IEC/IEEE 21451
smart sensor network for the evaluation of motorcycle suspension systems. IEEE Sens. J.
15(5), 2549–2558. https://doi.org/10.1109/jsen.2014.2363945

8. Paciello, V., Sommella, P.: Smart sensing and smart material for smart automotive damping.
IEEE Instrum. Measur. Mag. 16(5), art. no. 6616288, 24–30. https://doi.org/10.1109/mim.
2013.6616288

9. Capriglione, D., Carratu’, M., Liguori, C., Paciello, V., Sommella, P.: A soft stroke sensor for
motorcycle rear suspension. Measur. J. Int. Measur. Confed. 106(1), 46–52 (2017). https://doi.
org/10.1016/j.measurement.2017.04.011

10. Capriglione, D., Carratu’, M., Pietrosanto, A., Sommella, P.: NARX ANN-based instrument
fault detection in motorcycle. Measur. J. Int. Measure. Confed. 117, 304–311. https://doi.org/
10.1016/j.measurement.2017.12.026

11. Catelani, M., Ciani, L.: A fault tolerant architecture to avoid the effects of Single Event Upset
(SEU) in avionics applications. Measur. J. Int. Measur. Confed. 54, 256–263 (2014). https://
doi.org/10.1109/i2mtc.2017.7969915

12. Leturiondo, U., Salgado, O., Ciani, L., Galar, D.: Architecture for hybrid modelling and its
application to diagnosis and prognosis with missing data. Measur. J. Int. Measur. Confed. 108,
152–162 (2017). https://doi.org/10.1016/j.measurement.2017.02.003

13. Zhang, J., Yin, Z., Wang, R.: Nonlinear dynamic classification of momentary mental workload
using physiological features and NARX-model-based least-squares support vector machines.
IEEE Trans. Hum-Mach. Syst. 47(4), 536–549 (2017)

14. Spelta, C., Delvecchio, D., Savaresi, S.M.: A comfort oriented control strategy for semiactive
suspensions based on half car model. In: Proceedings of ASME Conference DSCC20102,
pp. 835–840 (2010)

15. Angrisani, L., Bonavolontà, F., Liccardo, A., Schiano Lo Moriello, R., Ferrigno,. L., Laracca,
M., Miele, G.: Multi-channel simultaneous data acquisition through a compressive sampling-
based approach. Measur. J. Int. Measur. Confed. 52(1), 156–172. https://doi.org/10.1016/j.
measurement.2014.02.031

16. Capriglione, D., Liguori, T., Pietrosanto, A.: Real-time implementation of IFDIA scheme in
automotive systems. IEEE Trans. Instrum. Meas. 56(3), 824–830 (2007). https://doi.org/10.
1109/tim.2007.894899

https://doi.org/10.1109/jsen.2014.2363945
https://doi.org/10.1109/mim.2013.6616288
https://doi.org/10.1016/j.measurement.2017.04.011
https://doi.org/10.1016/j.measurement.2017.12.026
https://doi.org/10.1109/i2mtc.2017.7969915
https://doi.org/10.1016/j.measurement.2017.02.003
https://doi.org/10.1016/j.measurement.2014.02.031
https://doi.org/10.1109/tim.2007.894899


A Smart Breath Analyzer for Monitoring
Home Mechanical Ventilated Patients
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Abstract In this work we developed a Smart Breath Analyzer device devoted to the
tele-monitoring of exhaled air in patients suffering Chronic Obstructive Pulmonary
disease (COPD) and home-assisted by mechanical ventilation. The device based
on sensors allows remote monitoring of a patient during a ventilotherapy session,
and transmit the monitored signals to health service unit by TCP/IP communication
through a cloud remote platform. The aim is to check continuously the effectiveness
of therapy and/or any state of exacerbation of the disease requiring healthcare. By
preliminary experimental tests, the prototype was validated on a volunteer subject.
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1 Introduction

Chronic obstructive pulmonary disease (COPD) is a chronic inflammatory lung dis-
ease that causes obstructed airflow from the lungs, with emphysema and chronic
bronchitis being the two most common conditions that contribute to COPD. Symp-
toms include breathing difficulty, cough, mucus (sputum) production and wheezing;
frequent exacerbations are associated with disease progression. COPD is caused by
long-term exposure to irritating gases or particulate matter, most often from cigarette
smoke [1]. COPD is one of the major causes of chronic morbidity worldwide and
it’s currently the fourth leading cause of death in the world, but projections place it
in third place among the causes of death by 2020. It represents a significant burden
for patients, carers and health services worldwide [2, 3].

Standard pulmonary functions tests (such as spirometry and lung volume tests)
are used for COPD diagnosis. Other tests include pulse oximetry and arterial blood
gas tests [4]. However many limitations and issues remain in COPD diagnosing and
monitoring, due to the disease heterogeneity encompassing a variety of phenotypic
expressions and several complications, including respiratory infections (i.e. pneu-
monia) that make it much more difficult to breathe and causing further damage to
lung tissue.

There is an unmet need for simple additional testing approaches that would enable
early diagnosis, differentiation from other respiratory diseases (as asthma), preven-
tion of acute exacerbations and home COPD patient management by health service
[5, 6]. HomeMechanical Ventilation is applied to patients with different chronic res-
piratory diseases and, in order to be effective, it requires accurate individual titration.
Nowadays this can be obtained only by frequent home interventions by specialized
hospital staff and this is associated with waiting time and high costs health service.

The aim of this work was to develop a simple device, a Smart Breath Analyzer
(SBA), that allows remotemonitoring of aCOPDpatient by a physician at the hospital
during a session of ventilation therapy by sensors and may reduce the number of
emergency-room visits. The SBA transmits the monitored signals to the healthcare
center by TCP/IP communication through a cloud remote platform in order to check
continuously the effectiveness of therapy and/or any state of exacerbation of the
disease requiring healthcare.

2 Smart Breath Analyzer

2.1 Rationale

Nowadays, it’s recognized by the scientific and medical community that a relatively
new concept, the analysis of exhaled air, might prove useful as a new non-invasive,
safe and fast tool in medical applications supporting (not substituting) standard tools
and methodologies of clinical practice in disease screening, diagnostics/prognostics
and patient monitoring [7, 8].
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In particular, in this work we introduced breath analysis by gas and Volatile
Organic Compounds (VOCs) sensors in home ventilotherapy by developing a Smart
Breath Analyzer (SBA), a potential new telemedicine medical device designed as
external unit to ventilator, that monitors additional parameters to those registered by
the ventilator [9–11]. The aim is to innovate patient monitoring by the acquisition of
different signals fromgas sensors, exposed to the exhaled air flow, being able to reveal
any state of exacerbation of the disease requiring nursing or medical intervention.

2.2 Architecture

The SBA device was designed in order to properly fit the fluidic needs for gas
flows and to hold all the electronic circuitry for sensors interfaces. Two printed
circuit boards (PCBs) were designed and realized: the first, called SenseShield, is
the interface board between the second board, calledMultiSense and the main board.
All sensors are physically connected, through a fluidic circuit, to a gas tight chamber
mounted on theMultiSense board for the sensing of the patient’s exhaled breath. The
sensors adopted in the SBA device are the following:

• Infrared CO2 sensor;
• Electrochemical O2 sensor;
• Anarray of 3MetalOxides-based chemoresistive sensors to fingerprint the exhaled
Volatile Organic Compounds (VOCs) pattern;

• Temperature and relative humidity sensor.

The overall hardware architecture was schematized in Fig. 1. The main board
plays a key role for coordinating the entire system and, in the early stage of design,
a survey was carried out to select the right platform for the application. Despite the
large amount of development boards and evaluation kits in today’s embedded and
Internet-of-Things market, including performance targeted ARM Cortex-A or Intel
x86 based System-on-Chip, the choice was done on a simpler core architecture to
take advantage of the cost, firmware development time, application flexibility and
smarter possibilities for future developments.

In particular, Arduino MEGA 2560 was adopted due to its low cost, low power
consumption and small size factor; it also benefits of a simple and open source
Integrated Development Environment (IDE) and a huge community support. The
target of the main board is to communicate with sensors and device on the system,
to properly control the sequence of operations and to communicate with a remote
server through TCP/IP protocol for data storage and processing. The SBA has also
two LED devices, remotely controlled through the processing application on the
server, for direct communication with users. Finally, the TCP/IP communication
is performed thanks to a Ethernet shield 2 board. Except for the CO2 sensor, that
is electrically connected directly to the Arduino, all sensors are connected to the
MultiSense board. A simplified diagram of the MultiSense board with emphasis on
the gas fluidics in the sensor chamber is reported in Fig. 2.
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Fig. 1 Hardware architecture of SBA device

Fig. 2 Simplified diagram of the multisense board with gas fluidics
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2.3 Preliminary Test

The SBA device was connected to the patient’s breathing circuit through two T-
connection; a small fraction of the main exhaled flow, that is the input flow in the
above figure, is piped in the sensor chamber and the output flow is returned to the
breathing circuit. It was verified that this solution doesn’t cause any pressumetric

Fig. 3 Sensors signals versus time monitored by the smart breath analyzer during a ventilotherapy
session
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or volumetric variation in the breathing circuit, allowing the ventilator’s normal
operation.

The prototype was validated on a volunteer subject; the acquired signals from all
the sensors are shown in Fig. 3.

3 Conclusions

A novel low cost device for breath analysis, called Smart Breath Analyzer (SBA),
was developed and tested. The device is aimed to enhance the monitoring features of
mechanical ventilators, providing sensors forO2 andCO2 concentration, temperature
and relative humidity in the exhaled air of a COPD patient. Furthermore, the device
includes a small array of three chemoresistive sensors based on MOX technology
that provide a fingerprint of the Volatile Organic Compounds (VOCs) pattern in the
exhaled air. Thanks to the ability to transmit monitored signals to a remote cloud
server, the SBA device can successfully enter in a tele-monitoring clinical program
whom aim is to make the home-assisted mechanical ventilotherapy more efficient.
Futureworks are concerned the development of smart embedded algorithms to predict
the status of the disease in real-time.

Acknowledgements The Smart Breath Analyzer was developed inside the project ReSPIRO (Rete
dei Servizi Pneumologici: Integration, Research and Open-innovation—Bando Aiuti a Sostegno
Cluster Tecnologici Regionali, project cod. F29R1T8) founded by Apulia Region.
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A Nonlinear Pattern Recognition Pipeline
for PPG/ECG Medical Assessments

Francesco Rundo, Salvatore Petralia , Giorgio Fallica
and Sabrina Conoci

Abstract In this contribution, an innovative platform for ECG assessment from
PPG signals for automotive applications is presented. The platform we propose is
based on an optical miniaturized probe coupling a LED emitter with a silicon pho-
tomultipliers (SiPM) detector. The optical probe is able to measure PPG signal from
the palm of hands. The new nonlinear Pattern Recognition Pipeline we developed
associate the “Diastolic phase” of the heart to a “Reaction” physical dynamic while
the “Systolic phase” can be mathematically modelled having a “Diffusion” physical
proprieties. Results show there is specific cross-correlation between ECG signal and
first-derivative of processed PPG waveform for the same person.

Keywords PPG · ECG · Pattern recognition

1 Introduction

The monitoring of physiological parameters such us heart electrical activity (ECG)
and heart rate variability through a non-invasive miniaturized systems can be funda-
mental in a wide variety of medical applications (such us cardiovascular diseases)
and sports training.

Electrocardiography (ECG) is a very common cardiologic exam obtained bymea-
suring the electrical activity of the heart over a period of time by means of electrodes
placed on the skin of specific body positions. These electrodes detect the electrical
changes arising from the heart muscle (electro-physiologic pattern) due to depolar-

F. Rundo (B) · S. Petralia · G. Fallica · S. Conoci
STMicroelectronics—Automotive and Discretes Group—Central R&D, Catania, Italy
e-mail: francesco.rundo@st.com

© Springer Nature Switzerland AG 2019
B. Andò et al. (eds.), Sensors, Lecture Notes in Electrical Engineering 539,
https://doi.org/10.1007/978-3-030-04324-7_57

473

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04324-7_57&domain=pdf
http://orcid.org/0000-0001-5692-1130
http://orcid.org/0000-0002-5874-7284
mailto:francesco.rundo@st.com
https://doi.org/10.1007/978-3-030-04324-7_57


474 F. Rundo et al.

izing and repolarizing process occurring during each heartbeat [1]. The recording of
ECG requires specific medical instrumentation needing also medical offices to be
measured.

The PhotoPlethysmoGraphy (PPG) signal is a physiological waveform due to
the synchronous changes of the blood volume upon each heart pumps that reaches
and distends also the arteries and arterioles in the subcutaneous tissue of the body
periphery.

The change of the blood volume caused by the pressure pulse can be monitored
by illuminating the skin with specific wavelength light and measuring the amount
of light either transmitted or reflected by a photodetector: a peck appears for each
cardiac cycle [2, 3].

The shape of the PPG waveform differs from subject to subject and since the
blood flow to the skin can be influenced by other physiological parameters, PPG can
also be used to monitor breathing, hypovolemia and circulatory conditions.

Figure 1 shows typical ECG and PPG compliant waveforms
On the basis of the above considerations, PPG can be more easy recorded by low-

cost optical systems in a non-invasive manner than ECG. For that reasons the use of
PPG signal offers significant advantages for Point-of-Care (PoC)medical devices [4].

In this work we describe a robust and efficient bio-inspired pattern recognition
pipeline for the reconstruction of ECG signal from PPG.

Fig. 1 Typical ECG and PPG waveforms
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2 Materials and Methods

The physiological probe used for the measurements of PPG signal was fabricated by
STMicroelectronics [5, 6]. It was composed by a LED light emitter coupled with a
Silicon Photomultipliers (SiPMs) detector.

The LED was OSRAM LTM673 emitting at 529 nm featured by an area of 2.3×
1.5 mm2, viewing angle of 120°, spectral bandwidth of 33 nm.

The SiPMs was a microdevice of total area of 4.0×4.5 mm2 and contain 4871
square microcells with 60 µm pitch. A bandpass filter with a pass band centered at
542±70 nm was glued on the SiPM package (Loctite® 352TM adhesive).

A proper printed circuit board (PCB) was developed and used to interface the
PPG probe and NI (National Instruments) acquisition instrumentation. The board
was featured by a 4 V portable battery, a power management circuits, a conditioning
circuit. Measurements were carried out in reflectance mode on the right radial artery.

ALabVIEWsoftwarewas developed tomanage the acquisition of the PPG signals
(sampling frequency 1 kHz).

The overall dataset was stored in a log file that was then handled by MATLAB
based algorithm for the PPG signal pattern recognition.

3 Results and Discussion

The herein proposed pipeline is schemed in Fig. 2.
It includes a number of processing modules, such as:

Fig. 2 PPG/ECG pipeline
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• a block “PPG Filter Pattern Recognition”. This block make an appropriate filter-
ing of the PPG signal by removing signal artefacts that can affect the following
process steps. Moreover, this block is suitable to segment each single conformed
PPG waveforms discarding the corrupted ones in order to have—at the end—a
segmented well conformed PPG time-series;

• a block “ECG Filter Pattern Recognition”. As per the above reported block, this
block also applies proper filters to the ECG signals to remove possible artefacts.
As per the previous step, this block carried out the segmentation of the single
conformed ECG waveforms discarding the corrupted ones. The output of this
block is a well-conformed ECG timeseries;

• a block “Storage”. In this block, both the PPG and the ECG filtered signals are
stored before the processing with the bio-inspired algorithm;

• a block “LV MLP Neural Network System”. In this block a properly configured
LeVenberg-Marquardt Neural Network [7] carried out a first modelling of recon-
structed ECG signals from the corresponding PPG ones. The network is trained by
the LVmodified Error back propagation learning algorithms. The input segmented
PPG samples are fed into the networkwith the target in order to reconstruct the cor-
respondingECGsamples. ThePPGandECG timeseries are resized in order to have
same length. The learning is performed by using each resized segmented filtered-
PPG waveform as input and corresponding resized pre-filtered ECG waveform
as target for back propagation schema. All the data are normalized into [0.2–0.9]
range.

• a block “Cortex Motor Map Neural System” used to improve the neural approxi-
mation PPG to ECG performed by previous block bymeans of LVNeural Network
[6]. The tests shown that LV neural network does not exhibits the capability to
perform careful reconstruction of ECG signal starting from PPG ones. By means
of Cortex Neural Motor Map, the function approximation capability of overall
system is improved, so that the whole neural system (LV Neural Network plus
Cortex Motor Map) is able to perform an ECG time-series reconstruction from
corresponding PPG samples. Actually, the reconstructed ECG samples have fed
into Cortex Motor Map as input vector. The classical Winner Take All (WTA)
algorithm discriminates the winner neuron (i.e. the neuron which minimize the
Euclidian distance between normalized reconstructed ECG samples) and weight
values of such neurons of Motor Map. The winner neuron performs a random
update of the corresponding output weight “wout “which will be used to improve
the reconstructed ECG(ECGCMM) as per the following equation:

ECGCMM(t + 1) � ECG′(t) + a(t) ·
∑

x,y∈Nw

B(x, y, t) · (
wout(t)

)

wout(t + 1) � wout(t) + c(t)
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Fig. 3 LV neural network: learning error dynamics

where ECG′(t) is the reconstructed ECG timeseries from previous LV Neural Net-
work block, the a(t) and B(t) are the learning rate and neighborhood function respec-
tively, while c(t) identifies a random variable which will be used to search the right
values to improve the ECG reconstruction. The WTA algorithm performs update
of input and output weights only if mean square error between above reconstructed
ECGCMM timeseries and real ECG ones is minimized under prefixed precision.

Figures 3 and 4 shows the learning error minization of LV Neural Network and
the Motor Map input and output weights distribution.

Figure 5 reports the obtained results. It can be noticed that the “reconstructed
ECG signal” from PPG is perfectly superimposable with the “real ECG signal” in
the part we needs for medical assessment in automotive application.

In automotive application we need to reconstruct the so called HRV (Hear Rate
Variability) which is awell-defined indicator suitable to detect the level of drowsiness
of driver [8, 9].

The HRV is computed from R-peak of ECG (max value of ECG pattern). As
clearly reported in Fig. 3, the proposed algorithm perfectly reconstruct the R peak
of each ECG waveform so that we are capable to reconstruct a robust HRV diagram.
This allows to be implemented in a car more easily respect to ECG which required
complex system (sensors, at least two contact points as per Einthoven triangle, etc.).
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Fig. 4 Cortex neural motor map input and output weights distribution

4 Conclusion

The monitoring of physiological parameters such us heart electrical activity (ECG)
and heart rate variability through a non-invasive miniaturized systems can be funda-
mental in a wide range of PoC applications from medical assessment in automotive
application.

In this work we have described a robust and efficient bio-inspired pattern recog-
nition pipeline for the reconstruction of ECG signal from PPG acquired by a minia-
turized physiological optical probe.

The results highlight a fully compliance between the reconstructed ECG signal
from the PPG pattern with target to have a great precision in the R-peak detection in
reconstructed timeseries. This is very promising for the development of PoC device
for ECG reliable measurements in medical environments for different applications.
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Fig. 5 Typical results HRV reconstructed from PPG and ECG
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Electronic System for Structural
and Environmental Building Monitoring

Leonardo Pantoli, Mirco Muttillo, Giuseppe Ferri, Vincenzo Stornelli,
Rocco Alaggio, Daniele Vettori, Luca Chinzari and Ferdinando Chinzari

Abstract In this work, we present an innovative sensing and monitoring system of
indoor environment parameters and structural elements of a building. The system has
been conceived and optimized for modern wooden structures; it is organized with a
control unit and sensing nodes that can be arranged freely. This architecture allows
to provide continuous information about inside and outside ambient temperatures,
moisture conditions and tri-axis inclination of structural elements. The data, contin-
uously monitored, are collected on a web server able to check the overall status of
the building and to generate automatic warnings and alerts for any criticisms. A web-
application has been also developed for system monitoring, giving the possibility to
create summary report and to analyse the data profiles. The system is currently work-
ing on a novel public construction fabricated in XLAM and designated for school
activities in Lucca (Italy). All measurement results will be shown in the full paper.

Keywords Monitoring system ·Wooden structures · Sensors system

1 Motivation

Wood is being billed as the answer to creating greener cities, lightweight, safe and
sustainable. New types of ultra-strong timber are partly driving the trend; in addition,
cross-laminated timbers, for instance , create a stronger weave more fire resistant
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than steel and more elastic of traditional structures. Obviously, a disadvantage of the
timbers is that they require a higher maintenance and their properties are sensitive to
environmental parameters, in particular moisture. This has led to the typical choice of
using external coating to preserve the wood integrity, but adds also a further difficulty
making hard the periodic check of the timber quality [1, 2]. Anyway, the benefits
related to the use of wooden structure are more relevant of the relative criticisms and
this justifies the rapid spread of this technology solution as constitutive element of
modern buildings.

2 Proposed Monitoring System

This work has been conceived with the aim to overcome the above described draw-
backs on one side and to further increase the human wellness and safety on the
other side, by continuous monitoring both the environmental parameters and struc-
ture elements. In fact, in the last times an important research effort has been put
also in the buildings monitoring [3–11]. The system here proposed is an innovative
sensor network managed by microcontrollers; each sensing node allows to check
inner and outdoor temperature on the considered wall, its three-axis inclination and
moisture conditions at the intersection of each wall with transverse structural ele-
ments. All sensors, developed with dedicated interfaces, are usually placed below
the internal/external coating, directly connected on the wooden elements for better
reliability. Only an inspection box is necessary for each sensing node. In Fig. 1,
a block scheme of the node structure and the first prototype are shown. All nodes
communicate with the data logger by means of a wired link on a RS485 protocol;
this control unit, beyond managing the sensor network, is in charge of transmit the
real-time data on a web server by using a GSM on board module. In Fig. 2a the data
logger architecture is shown, while in Fig. 2b a test bench of the proposed system
is reported. Finally, Fig. 3a illustrates a possible installation scenario. The collected
data can be checked and managed by a web application, as shown in Fig. 3b. In this
way, the status of each sensing node can be continuously monitored and a dedicated
software provides also an alert system by generating automatic warnings and alarms
for any criticisms. The limits thresholds can be self-defined by the user.
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Fig. 1 a Block scheme of each sensing node; b prototype node (without sensors)

3 Test Case: Example of Application

The described has been installed for the first time about two years ago on a novel
public construction fabricated inXLAMand designated for school activities in Lucca
(Italy) (Fig. 4). It is still currently working there, without any needs of maintenance
or anomalies. In Fig. 5a a simplified building plant is reported together with the posi-
tion of the sensing nodes (1)–(5) and of the data logger (DL). The system has been
installed with wired connections in the interspaces of the wooden walls according
to the interconnection scheme of Fig. 5b. Each measurement parameter is monitored
with a sampling time of 1 s, and the collected data are sent by the data logger to
the web server about in real time by means of a dedicated GSM/GPRS connection.
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Fig. 2 a Block scheme of the data logger; b test bench of the proposed system

The relative web-application that has been also developed for system monitoring,
gives the possibility to create summary report and to analyze the data profiles. Just an
example of measurements performed in the construction period is reported in Fig. 6,
in which the data profile of outdoor temperatures (a), inner temperatures (b) and wall
inclinations (c) are reported over time for each sensing node. The accuracy and reli-
ability of the proposed system is clearly shown in Fig. 6a, where a couple of sensors
plainly show how the outside temperature of two walls significantly increase during
the day with respect to the others of the structure. By analyzing this phenomenon, the
cause has been traced on the different solar irradiation that interest the building and
this is proved, beyond of the orientation of the building itself, also by considering
that the measured temperature of all nodes fit well during the dark hours.
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Fig. 3 a Example of application: sensing elements with red circles; node with red rectangle. Hin
states for moisture sensor; Tin and Tout indicate the inner and outdoor temperature sensors, respec-
tively;M is the motion probe. b Graphical web interface with the control panel for monitoring and
data analysis of the sensor system
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Fig. 4 Test case: Scuola Primaria “Fornaciari”—Lucca
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Fig. 6 Example of measurements: a outdoor temperature; b inner temperature; c inclination
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Closed-Loop Temperature Control
CMOS Integrated Circuit for Diagnostics
and Self-calibration of Capacitive
Humidity Sensors

Moataz Elkhayat, Stefano Mangiarotti, Marco Grassi and Piero Malcovati

Abstract Atemperature control loop for capacitive humidity sensors has beendevel-
oped in 0.35 μm CMOS technology and characterized with experimental lab mea-
surements. The proposed circuit is employed for self-diagnostics of the humidity
sensor as well as for auto-calibration, thanks to correlation between relative humid-
ity and temperature. An input Switched-Capacitor (SC) thermometer read-out circuit
compares the measured temperature value with a setpoint while a SC PWMPI circuit
drives a power n-MOS to deliver heat to the sensor. Measurements results summary
is reported. The temperature loop accuracy is±0.25 °C in a range from room temper-
ature to 50 °C, while consuming 0.9 mA from a single 3.3 V supply for the control
and about 43 mW for delivering heating power.

Keywords Auto-Diagnostics · Capacitive humidity sensor
Temperature control loop · Self-Calibration
1 Introduction

Capacitive humidity sensors feature several advantages over other types of humidity
sensors, due to their fair linearity response, adequate accuracy, low fabrication cost,
and small size with possibility of easy integration in standard CMOS technologies
[1–4]. This research work is about the design of an interface circuit for capacitive
humidity sensors to generate an equivalent predictable artificial relative humidity
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variation, exploiting a controlled temperature step. Correlation between RH and
temperature for a given absolute humidity value is the key rule for getting the defined
RH step for diagnostics and calibration purpose. A prototype is developed in CMOS
0.35 μm, operating from a single internal 3.3 V supply.

Sensitivity and offset of humidity sensors canmove away from the values obtained
during initial calibration because of ageing, long term drift, or exposure to relatively
high temperature for a long time (typically T>50 °C at RH>70%). Therefore, self-
diagnosis and self-calibration techniques capable of periodically updating the cal-
ibration coefficients could strongly improve the performance and reliability of the
sensors over time. Since the sensor response is strongly temperature dependent, a
good stability over time is easier with the adoption of a temperature control loop also
during normal operation mode, leading also to higher RH measurement accuracy,
reducing also small ageing drift effects.

2 Temperature Control System Circuit

The temperature control loop shown in Fig. 1 is driven by a PI (Proportional-Integral)
controller with parameters TI�1.04 s and Kp�10. These parameters are optimized
on the basis of previous analysis on specific capacitive humidity sensors, calibrated
according to an appropriate algorithm (Ziegler-Nichols rules).

Voltage gain and integrator are realized using switched-capacitor (SC) techniques,
with two non-overlapped clock phases: F1 and F2 with a frequency of 100 Hz.
A comparator and a sawtooth generator block are designed to work as a PWM
modulator at 100 kHz. The output of the PWM circuit is connected to a power n-
MOS sized with W�1000 μm and L�0.4 μm (RDS �4 �), which delivers the
needed current to R-heater. The thermal coupling inside the sensor between the
adjacent insulated R-heater and R-thermo platinum resistors has been modeled in
VerilogA for transistor level system simulations during preliminary study. The first
resistor has a nominal value of 250� and has been connected to the power n-MOS to
regulate the output current and therefore the temperature, while the other terminal of
R-heater is connected to an external voltage supply varying from 3.3 V (equal to chip
supply voltage value) up to 10 V depending on the desired maximum temperature.
The temperature signal from the R-thermo (nominal value is 2.5 k�) is biased by
a programmable current generator and it is converted into a voltage which then is
amplified by a factor of 10 by a first SC fixed gain stage. The total DC closed loop
gain of the system is 100. The fabricated chip has the option to drive an external
nMOS gate to use discrete power devices till up to 10 V voltage supply.
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Fig. 1 Schematic of the complete system architecture

3 Experimental Measurements

The read-out circuit has been fabricated in a 0.35 μm CMOS technology with 3.3 V
supply voltage. The photograph of the chip with 24 I/O pads occupying an area of
500μm×500μm is shown in Fig. 2, including auxiliary supplies for pad protections
and buffers. Preliminary measurements have been carried out by using an equivalent
PT2500 resistor due to typical platinum fabrication material of humidity sensors
embedded heaters-thermometers. The platinum resistor, with a temperature coeffi-
cient α�3.925 m °C−1, featuring 2.5 k� at 0 °C, is thermally coupled with a power
resistor, featuring 250 � at ambient temperature of about 25 °C. The measurements
are divided into two groups, depending on the value of the heating supply voltage and
thus the maximum temperature. The first group of measurements is performed with
3.3 V supply to the internal nMOS for a temperature range typically between 25 and
30 °C. The second group of measurements have been carried out using an external
discrete power device (a high base input resistance NPN BDX53C Darlington BJT)
at 10 V supply to drive the sensor heater for a temperature range typically from 30
to 50 °C.

The first actual measurement, exploiting internal nMOS power device, has been
performed biasing the thermometer at 766.2 μA by means of the internal chip pro-
grammable current generator and setting to 2.15 V the reference voltage bias. A
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Fig. 2 Chip photograph (500 μm×500 μm)
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Fig. 3 Measurements for the range [27–30 °C]

PT2500 resistor is used as thermometer and a 1W power, 250� resistor is connected
to the internal nMOS drain pad for heating according to the set-point temperature.
The measurements have been carried-out by changing the setpoint value and mea-
suring the PT2500 value which is equivalent to have the information on the actual
temperature. Figure 3 shows steady temperature value at different set-points.
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Fig. 4 Measurements for the range [30–50 °C]

In the second group of measurements, performed using the high base input resis-
tance NPNBDX53CDarlington BJT supplied at 10 V, the thermometer current is set
to 199μA, while the reference voltage bias to 2.11 V. A PT2500 resistor is used again
as thermometer and a 1 W power, 250 � resistor is connected to the external Dar-
lington BJT collector for heating the sensor according to the setpoint temperature.
The measurements have been carried-out by sweeping the setpoint and measuring
the PT2500 value which is equivalent to the desired temperature. Figure 4 shows a
graph of the variation of steady temperature sensor in measurement with different
set-points.

All performed measurements data have been carried out in an ad hoc MATLAB
routine that calculates the temperature accuracy for each range of temperatures.
Figures 5 and 6 show the system transient response. The temperature ripple in mea-
surements is lower than 0.2 °C peak, while the closed loop system accuracy in
temperature regulation is±0.11 °C when using 3.5 V supplied internal heater power
MOS and±0.25 °C exploiting the external BJT Darlington driver.

4 Conclusions

The proposed temperature control circuit consists of a programmable current ther-
mometer read-out, a SC voltage amplifier, a SC PI analog controller for PWMmod-
ulation to drive the heater power device. The core supply voltage is 3.3 V, while
the maximum current consumption for the control part is 0.9 mA, including exter-
nal thermometer bias current, leading to an internal maximum power dissipation of
about 1 mW (the remaining 2 mW are dissipated by the external thermometer). The
maximum current drawn instead by the external heater actuator is about 13 mA for
maximum duty cycle, but this power contribution is almost all dissipated outside the
chip, i.e. into the external connected resistive heater (43 mW), whose temperature
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Fig. 5 System response (internal power MOS at 3.3 V supply)

Fig. 6 System response (external BJT Darlington at 10 V supply)

will range between 20 and 45 °C by regulation through a loop set-point. In fact, the
resistance of the output power transistor is about 4 � against 250 � of the heater
resistance. The heater will be connected to a 3.3 V supply with common ground. The
circuit is driven by two main clocks. The first clock (external) drives the switched-
capacitor architecture for the control loop and is set to 100 Hz, while the second
clock (generated internally by a relaxation oscillator) is set to 100 kHz to generate a
sawtooth waveform for the PWM heating actuator driver.
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Finally, it is possible to demonstrate a change in relative humidity controlled by
temperature variation. The self-calibration enabled by temperature control strongly
improves the performance and reliability of the sensors over time. The temperature
control loop implementation in CMOS technology offers high accuracy (better than
0.25 °C) and a strong reduction of drift effects. The temperature control of humidity
sensors enables many applications, from the simple heating of the sensor in order
to treat critical situations such as condensation or accumulation of water, to more
complex sensor self-diagnostic system that allows figuring out the malfunction in
humidity reading and sensor self-calibration.
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Abstract Air quality is a source of increasing concern in several cities, due to the
adverse health effects of significant pollution levels. For this reason, the need to assess
the concentration of pollutants at high temporal and spatial resolution is perceived
as very urgent. As such, there is a growing interest in building pervasive networks
integrating different sensing technologies to achieve this capability. In this view,
low cost smart sensors data could be fused together with fixed but more accurate
multisensor devices and certified analyzers data to build hi-res maps (<100 m) of
pollutant concentrations. Low cost UAVs are versatile platforms capable to host
playloads integrating multi sensor technologies for short term, mobile monitoring
tasks. The recently proposed tethered UAV platforms can be deemed as interesting
solutions to build and rapidly deploy impromptu networks of air quality analyzers for
mid-term environmental monitoring actions. In this work, we propose the integration
of the ENEA MONICA multisensor platform as a measurement payload for the
TopViewSAV-ESUAV.Theprototype has beenflowonboard of theSAV-ESplatform
for test flight targeting the measurement of a plume generated with a brushwood
controlled fire. The functional proof of concept flight have confirmed the possibility
to use MONICA as a measurement payload for the targeted platform.
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1 Introduction

New Air Quality (AQ) monitoring systems based on solid state sensors are under
development with some of them being already available on the market (for example
AQMesh [1]). However, several issues, such as the lack of selectivity of chemical
sensors with respect to the interferent gases present in the air, the poor long-term
stability and the lack of repeatability of the manufacturing process, limit their use on
a large scale.

In the last few years, the interest in the development of mobile implementations
of air quality sensors has significantly grown. Regulatory proof, accurate, estimation
of atmospheric pollutants concentrations still appears far to be achieved by low cost
systems, but some recent developments show that Machine Learning approaches [2]
to on field recorded data may allow the achievement of Data Quality Objectives [3]
for indicative measurements for some pollutants, in particular inorganic ones.

These results highlight that, the inability to obtaining a dense network of conven-
tional monitoring stations, due to their size and the maintenance required by them,
may be relieved by the possible deployment of a dense network of low cost sensors,
managed with Internet of Things hardware (IOT).

UnmannedAerial Vehicle systems (UAVs) represent a good solution for themoni-
toring of a single measurement point or for an extemporaneous network, for example
for the mapping of little areas presenting a complex morphology, such as cultivated
areas, industrial plants, ports, etc.

UAV mounted Chemical sensing solutions (MOX sensors based) are currently
under investigations of other research institutes [4]. All solutions are subject to com-
mon problems related to the weight of Payload, connectivity requirements, quality
of the measurements and reliability of the sensors over time. Also noteworthy are
the effects due to the aerodynamic perturbations generated by drone propellers.

2 Methodology: The Tethered Air Quality Drone
Architecture

The basic design of the system consists of four main pillars (see Fig. 1).
The implementation of the designed HW/SW architecture aimed to compact

dimensions and UAVs transport suitability. It consists of the Monica chemical mul-
tisensor [5, 6] plus an IoT processing unit for recording, geo-referencing, data pro-
cessing and data transmission.
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Fig. 1 Basic monitoring system design

2.1 Payload Part 1: MONICA Multisensor Node

Monica (v 2.0), developed by ENEA (Department of Energy Technologies, Photo-
voltaic and Smart Network Division, Innovative Devices Lab.) is a chemical mul-
tisensor device based on Alphasense A4 electrochemical sensing unit and T, RH
environmental sensors (sensirion SHT75). The gas sensors are targeted to CO (CO-
A4), NO2 (NO2-A43F) and O3 (O3-A431), that are among the most relevant air
pollution in the city. A known cross interference between NO2 and O3 affect the
respective sensors while all the sensors show a relevant response to temperature.
The CO sensor shows a noise level of 20 ppb and a sensitivity of 220–375 nA/ppm
at 2 ppm. Conversely, the NO2 sensor should show a noise level of 15 ppb and a
sensitivity of−175 to−450 nA/ppb at 2 ppm. Finally, the O3 sensor datasheet infor-
mation shows a noise level of 15 ppb and a sensitivity of −200 to −650 nA/ppm at
1 ppb.
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MONICA sensing array is connected to a data acquisition unit, namely STM32
Nucleo board (v. L432 KC) from ST microelectronics. The microcontroller unit is
connected to:

• the power subsystem, based on a lithium battery which guarantees more than thirty
hours of autonomy;

• the Alphasense analog front end (AFE 810-0020-00);
• EDR 2.0 Bluetooth™ shield.

The firmware controls data acquisition and conversion providing a duty cycle with
a variable sampling rate period of 1–75 s for the entire sensor array. Furthermore
oversampling techniques have been implemented to perform noise reduction.

The entire system is enclosed in a 12 × 10 × 6 cm box with three 3 × 3 cm
fans that helps maintaining a constant air flow near the sensitive edge of the sensor
units. In order to operate, the sensor node is usually connected to a smartphone using
the BT interface. Using the MONICA™Android™ app, the smartphone provide for
geolocalization and backend connectivity via 4G networks.

For UAVs,mounting a special IoT system has been purposely designed and imple-
mented to substitute and improve the smartphone capabilities.

2.2 Payload Part 2: IoT Processing Unit

The payload have been implemented by connecting the MONICA device with a
Raspberry Pi unit featuring a BT radio, a GPS unit for auxiliary geolocation purposes
(Pycom Pytrack) and a radio transmission subsystem (WiFi/LTE) for guaranteeing
the backend connectivity under radio coverage (see Fig. 2).

The Raspberry Pi is also responsible for implementing a calibration function
based on shallow neural networks trained on lab based multivariate (target gas +
temperature) calibration recipe.

Several technologies have been identified to realize a software stack IoT:

Fig. 2 The 3D printed Monica Payload case, including the Monica node, the Raspberry Pi module
and battery
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• Python, for portability between platforms;
• JS for integration with native Web development APIs;
• PHP and MongoDB for storing data acquired from sensor nodes.

Raw and calibrated data are sent to, and stored in, the MONICA backend, based
on a MONGODB NOSQL database, as JSON packets.

The Monica Environmental Network Analysis (MENA) interface, based on a
Javascript/Php engine including Google API Maps calls, have been hence used to
visualize and download the data for the reconstruction of the flight trajectory and
measured gas concentration.

2.3 UAV Platform

TheTopViewSAV-ESUAVsystem is a customizedUAV (Unmanned vehicle system)
based on the DJI S900 platform with N3 flight control subsystem (MTOW1 = 8 kg).
Precision geolocalization is obtained through an on board GNSS UBLOX M8 N
constellation receiver module with RTK2 capabilities.

Maximum flight duration is 18 min if operated on Lipo battery while it is virtually
unlimited if operated with Safe-T system as a tethered device.

The Safe-T system is a ground power supply, that provides the electric power to
the aircraft through a system of three cables with three-phase alternating voltage. It
is a case powered by primary supply voltage equal to 220 Vac/16 A 50 Hz, in which
there is an automated rotating axis. Around this axis, the winch (3 mm thick) that
contains the power cables connected to the APR, is wound. When the aircraft takes
off, it unrolls the winch (maximum length equal to 100 m), which is always kept
with a given mechanical voltage from the automated axis. The cables voltage varies
in [200, 600] V AC, while the power is limited to a maximum of 5 A, due to the size
and the weight.

An AC/DC converter turns the alternating voltage into DC power and supplies the
APR. The hexarotor requires a supply voltage equal to 22.2 V DC, with an average
power consumption of 2.5 KW.

The system is also equippedwith aWi-Fimodule, that allows to access to different
data, reported in Table 1.

Table 1 Data achieved by
Wi-Fi module

Data type

Internal case temperature
Cable mechanical voltage
Unrolling speed
Cable length
Instantaneous electric power absorbed by the aircraft
Flight time
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Table 2 System’s application field (SAF)

SAF Description

Static surveillance Events, forest fire management, anti-poaching

Pop-up
telecommunications
Traffic management

Industrial inspections Oil and Gas, public services, civil work structures. Remote
inspections of industrial facilities are often expensive, dangerous and
sometimes impossible to achieve. The rapid growth of unmanned
systems is offering the ability to overcome the limits and the lower
costs; free flight drones are still limited due to their limited flight time
and their security level is low

Air quality monitoring Impromptu monitoring networks, spills source detection, source
emission monitoring

TV broadcast Live air links on sporting events, concerts, shows

The UAV Tethered Platform system uses conveyed wave technology in order
to exchange data with the APR in flight. Thus, the information coming from the
aircraft, shall be sent via the three conductor cables. Finally, there is an Ethernet port
that allows to collect the data. The main system’s application fields are collected in
Table 2.

This system represents a step forward in the APR framework and further devel-
opments are possible in order to improve the communication between the aircraft
and the GCS.

3 Experimental Results: First Flight Session

The prototype has beenmounted on board of the SAV-ES platform (see Fig. 3) for test
flight targeting the measurement of a plume generated with a brushwood controlled
fire (see Fig. 4).

Previously, Payload and the PyMonica applications have been used in field tests
from September to November, mapping different routes, on foot, by bike and by car,
between the cities of Portici and Naples. The test of the payload installed on board
of the UAV has been carried out in early November at Castel Campagnano, Caserta
(Italy). Payload worked optimally in all field test sessions. The flight session chart
is shown in 3D picture (Fig. 5), in which it’s clear the passage of the Payload in the
controlled fire plume oriented along the mutating wind directions (red color).
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Fig. 3 The topview SAES-ES drone with the mounted Monica Payload

Fig. 4 The SAES-EV while in flight and monitoring the controlled fire plume

Field tests are analyzed by the user through the MENA panel. In Fig. 6, the 2D
projection of the 3D flight session graph is shown; the recorded data have been
imported and normalized in Matlab, clearly showing the correlation between NO2

and O3 sensors responses. It is evident the sensor dynamic influence, in particular
for CO sensor.
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Fig. 5 View of drone test session. Normalized CO (ppm)

Fig. 6 Session chart of normalized data

TheMENApanel show the results (see Fig. 7), in terms of chart, map and raw data,
of the test flight targeting the measurement of a plume generated with a brushwood
controlled fire. The sensors response peaks that can be observed correspond to the
flight over the plume.
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Fig. 7 MENA web panel, showing flight session results

4 Conclusions

The functional proof of concept flight have confirmed the possibility to useMONICA
as a measurement payload for the targeted platform. In order to refine the payload
shape and intake functionality, the in-flight air flow will be analyzed by dynamic
simulations The flying MONICA device calibration will be refined by using data
recorded during a 2 weeks co-location period with an ARPA managed certified
environmental monitoring station unit. This will allow to take into account, in the
training process, the interferences inducedby the simultaneous presence of non-target
gases, so to obtain a dataset more representative of real world situations.

The expected error reduction on field will make the system more accurate for its
application as a UAV payload.
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Abstract It has been observed that patients with some neurodegenerative diseases
(such as Alzheimer, Parkinson etc.) accumulate metals in their nervous system, in
particular the area of interest is the basal ganglia region. Several solutions can be
considered such as Magnetic Resonance Imaging (MRI), Positron Emission Tomog-
raphy (PET), and SQUID magnetometers. It should be noted that the first approach
works without radioactive tracers, however in presence of patients with implanted
devices the MRI cannot be used. The PET is an invasive technique which requires
use of radioactive tracers and the SQUID is a solution that can be pursued but it is
expensive and it is a sophisticatedmethod ofmeasurement with a complex set-up and
it is an expensive cryogenic instrumentation. In this paper, the possibility to use the
Flexible RTD-Fluxgate magnetometer as alternative low cost solution, able to detect
weak magnetic fields or field perturbations with low dimensions, high sensitivity,
low power consumption and an intrinsic digital form of the output signal as respect
the classical second harmonic fluxgate, will be addressed. Experimental results are
shown that encourage to pursue this approach in order to obtain simple devices that
can measure several quantities of known ferromagnetic compounds accumulated in
a localized area in order to be used as diagnosis method.

Keywords Neurodegenerative disease monitoring
Flexible RTD-Fluxgate magnetometer · Measurements of iron compounds

C. Trigona (B) · V. Sinatra · B. Andò · S. Baglio
Dipartimento di Ingegneria Elettrica, Elettronica e Informatica, University of Catania,
Viale Andrea Doria 6, 95125 Catania, Italy
e-mail: carlo.trigona@dieei.unict.it

G. Mostile · A. Nicoletti · M. Zappia
Department “G.F. Ingrassia”, Section of Neurosciences, University of Catania, Catania, Italy

A. R. Bulsara
Space and Naval Warfare Systems Center Pacific, Code 7100, 53560 Hull Street,
San Diego, CA, USA

© Springer Nature Switzerland AG 2019
B. Andò et al. (eds.), Sensors, Lecture Notes in Electrical Engineering 539,
https://doi.org/10.1007/978-3-030-04324-7_61

509

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04324-7_61&domain=pdf
mailto:carlo.trigona@dieei.unict.it
https://doi.org/10.1007/978-3-030-04324-7_61


510 C. Trigona et al.

1 Introduction

Clinical studies have demonstrated that patients with neurodegenerative diseases,
e.g. Alzheimer’s disease, Parkinson’s disease, Huntington’s disorders, amyotrophic
lateral sclerosis, and prion diseases, accumulate metals and, specifically, iron com-
pounds in specific brain regions, called basal ganglia [1].

In particular literature highlights that it is possible to correlate the quantity of
metal accumulated in the brain with a neurodegenerative disease [2].

For this reason, several techniques have been exploited in literature in order to
measure brain iron levels in neurodegenerative diseases, including PET, SQUID
magnetometers and especially MRI [3–5].

Itmust be observed that PET and a similar solution namedSingle PhotonEmission
Computed Tomography (SPECT) [6] are invasive techniques which require use of
radioactive tracers. The approach based on SQUID is less invasive and less dangerous
as respect the PET, however this magnetometer is expensive and it is a sophisticated
method of measurement which can operate in cryogenic conditions and it is a com-
plex architecture. The MRI is a method able to measure brain iron levels without an
invasive approach. It is worth noting that this method cannot be used on patients with
implanted devices considering that potential hazards (such as motion, dislocation or
torquing of the implanted medical system, heating of the leads, and its damage) may
occur. In this work the authors present a novel sensing approach for measuring iron
compounds based on a Flexible Core Residence Times Difference (RTD) Fluxgate
Magnetometer [7–9]. The proposed sensor presents several advantages compared
with other magnetometers, such as: low cost solution, compact device, high perfor-
mance in terms of sensitivity and resolution, low power consumption and an intrinsic
digital form of the output signal, high spatial resolution [10].

2 Measurement Method and Experimental Setup

In this section the employment of a Flexible RTD-Fluxgate magnetometer [7–10] to
measure iron concentrations comparable with the ferrous contents in a specific brain
region, called basal ganglia, and distinctive of healthy and pathological conditions,
is illustrated. It is worth noting that the sensor is a groundbreaking device to sense
quasi-static variations of the external magnetic field. The architecture of the sensor
includes: a ferromagnetic core having a diameter of 100µm, a relative permeability of
about 80,000 and an hysteretic input-output characteristic; a primary and a secondary
coils, identified as excitation and pick-up coils respectively, directly wound around
the ferromagnetic core and composed of 900 turns (see Fig. 1).
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Fig. 1 a The architecture; b the flexible prototype

The measurement procedure has been assembled considering the working prin-
ciple of the RTD-Fluxgate, where the information connected to the measured output
of the pick-up coil (Vout) is exploited. The readout strategy is focused on the mea-
surement of two time intervals, T+ and T−, called residence times, which represent,
from a physical point of view, the times spent by the hysteretic-core magnetization
variable in the two (stable) steady states. Their difference is indicated with the index
RTD, acronym for Residence Times Difference. In absence of an external magnetic
field, the RTD = T+ − T− = 0; in the presence of the target signal, the RTD �� 0. In
order to obtain an estimation of RTD the following measurement method has been
implemented: a waveform generator is used to generate a sinusoidal voltage, Vin,
which is transformed in a sinusoidal current through a V/I converter in order to drive
the excitation coil. The output signal of the pick-up coil, which has the shape of a
“spike train response”, has been connected (through an instrumentation amplifier) to
the Schmitt trigger (correlated with a level shifter) in order to convert the measurand
into a square waveform. The data are then acquired by a DAQ board (NI USB-6255)
and they are processed in LabVIEW environment through a specific routine to obtain
a measure of RTD from the input square waveform. The relation between RTD and
the duty cycle (D) of the square waveform has been determined as follows:

T � T + + T− → T− � T − T + (1)

T + � DT (2)

RT D � T + − T− � DT − (
T − T +

) � DT − (T − DT ) � T (2D − 1) (3)

The (3) equation is implemented in LabVIEW routine in order to collect a signal
for 25 s; the DAQ board is set to acquire a square waveform, for this reason it is
synchronized with rise and fall fronts of the input signal. The whole measurement
procedure can be summarized in Fig. 2.
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Fig. 2 The measurement procedure

The measurement method has demanded the realization of a suitable experimen-
tal setup in order to evaluate the iron compound contents (see Fig. 3). A function
generator (Agilent 33220A) is used to drive the primary coil with a sinusoidal current
having an amplitude of 7 mApp and a frequency of 150 Hz. The output signal (Vout)
is sent to a detection board and it is visualized on an oscilloscope (Agilent DSO-X
3024Awith a band of 200MHz, four channels and 4 GSa/s). Two power supplies are
employed to provide the V/I converter and the detection board. The sensing element
that detects the target compounds is a Flexible core RTD-Fluxgate magnetometer. It
is remarkable to underline the presence of a permanent magnet having length 2.5 cm,
diameter 0.5 cm, and a static magnetic field (evaluated at 5 cm of separation) of about
40µT. The sensor and themagnet aremaintained fixed at an angle of 90°, as shown in
Fig. 4. The role of the permanent magnet is invaluable to polarize the ferromagnetic
samples used to represent the iron contents in the basal ganglia region in a human
brain.
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Fig. 3 Experimental setup

3 Experimental Results

The obtained experimental results are presented in this section. It is important to
observe that a peculiar PVC head has been employed to emulate a human cranium
and it has been filled with 500 mL of a suitably saline solution, keeping in mind that
water and NaCl are well represented in a human brain [11]. The sensor capability
of detecting and measuring the iron contents has been tested and validated in [9],
where specific ferromagnetic samples, whose content can be identified as a hallmark
of neurodegenerative diseases, have been prepared; in detail, ferromagnetic mate-
rial, having a density of about 866 kg/m3 and known magnetic properties, has been
dispersed in oil (to avoid agglomeration [12]) and it has been inserted into a 1.5 mL
conical plastic container. Several ferromagnetic samples with different iron com-
pound contents have been realized, from 2.5 to 50 mg, and they have been inserted
inside the PVC cranium. In a previous paper [9] a measurement campaign has been
carried out in the presence and absence of the iron compounds, in order to estimate
the variation of the RTD, confirming the sensor capability to distinguish different
iron compound contents. In this work a particular attention has been reserved to
the employment of the permanent magnet, as essential element in the experimental
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Fig. 4 Focus on placement of sensor and permanent magnet

setup; it is worth to highlight that the magnet generates a constant magnetic field and
not variable, therefore it is not dangerous for the possible application in a human
context. The presence of the magnet allows to polarize the ferromagnetic material
that composes the ferromagnetic samples; therefore, a stronger and less noisy signal
on the pick-up coil is expected. The pursuit to obtain more steady output signal is
correlated to the necessity to use the magnetometer in an unshielded environment,
as it can be a medical laboratory.

For this motive, the authors have decided to analyze the effect and the influence
of the permanent magnet on the ferromagnetic samples and as consequence on the
output signal, taking account of the same experimental setup. In Figs. 5 and 6 the
RTD value as function of the iron compound content with and without magnet is
shown.

As can be observed, the Gaussian curves present a decrement in terms of RTD
as a function of the reduction of iron contents in both study cases. The zero target
condition, without magnet in Fig. 5 and with magnet in Fig. 6, is indicated with the
red curve (dotted line). It is intriguing to note that the Gaussian curves represent the
distribution of the RTD values for each iron compound; in particular the presence of
themagnet (seeFig. 6) allows to achieve a reduction of theGaussian curveswidth, and
therefore a minor dispersion of RTD values. Eventually, it is important to underline
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Fig. 5 RTD for several values of ferromagnetic samples (from 2.5 to 50 mg) without magnet

Fig. 6 RTD for several values of ferromagnetic samples (from 2.5 to 50 mg) with magnet [9]

that the Gaussian curves are well separate and discernible exactly where the magnet
is used, whereas a remarkable overlapping is visible in Fig. 5. The same trend can
be identified taking account of the RTD values as a function of the time. In detail, an
acquisition time of 25 s has been established and the RTD values with and without
magnet are presented respectively in Figs. 7 and 8. It is interesting to highlight that
the signal is noisier with partial overlapping of the RTD values when the magnet is
absent (see Fig. 7); opposite trend can be noticed in Fig. 8 where the RTD curves
are distinct completely with a small exception between the concentrations of 3 and
4 mg.
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Fig. 7 RTD values as a function of the time without magnet

Fig. 8 RTD values as a function of the time with magnet

4 Conclusion

In this paper the innovative opportunity of using a Flexible RTD-Fluxgate magne-
tometer in monitoring of iron compound contents, that can be correlated to neurode-
generative diseases, has been presented. Furthermore the authors have paid attention
to the introduction of a permanent magnet in the experimental setup in order to
increase and to stabilize the output signal. The achieved experimental results con-
firm that the permanent magnet, generating a constant magnetic field of about 40
µT, is able to polarize the ferromagnetic samples and a stronger signal has received
in the output in terms of RTD with a weaker fluctuation.
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Micro Doppler Radar and Depth Sensor
Fusion for Human Activity Monitoring
in AAL

Susanna Spinsante, Matteo Pepa, Stefano Pirani, Ennio Gambi
and Francesco Fioranelli

Abstract Among the older adults population, falls represent a serious health prob-
lem, and a considerable economic issue for the society as a whole, due to their many
consequences. In order to design reliable systems for automatic fall detection, able
to distinguish falls from activities of daily living, the sensor fusion approach may
be exploited. In this paper, the quite innovative fusion of Micro Doppler Radar and
Kinect sensors to achieve acceptable accuracy and sensitivity in fall detection is inves-
tigated. The results show that by fusion, it is possible to provide a 100% fall detection
sensitivity, over a dataset collected by taking into account ten different actions, with
proper configuration of the acquisition setup and algorithmic parameters.

Keywords Fall detection · Sensor fusion · Depth · Micro doppler radar

1 Introduction

Since the proportion of elderly people is increasing worldwide, and many of them
prefer living at home rather than in nursing homes, a wide range of technology-based
applications have been developed to assist elderly in their own premises, within the
Ambient Assisted Living (AAL) domain. When dealing with older adults, one of
the most crucial issues to tackle is the risk of fall. As reported by the World Health
Organization (WHO) in [1], approximately 37.3 million falls that are severe enough
to require medical attention occur each year. Falls represent either a serious health
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problem for the person involved, and a considerable economic issue for the society
as a whole. Among non-fatal falls, the largest morbidity occurs in people aged 65
years or older, with the reduction in physical activity, muscle atrophy and less social
interactions. As such, systems for automatic fall detection and notification (like those
exploiting inertial sensors, infrared, vibration, acoustic, and magnetic sensors, video
cameras, RGB-Depth (RGB-D), and radar sensors) can provide a valuable support
to alleviate the impact of falls on elderly’s quality of life. Additionally, reliable mon-
itoring systems can be beneficial to comprehensively evaluate the pattern of life of
an individual. This includes, for instance, how active the person is, how often he/she
moves in different locations of the house and what activities are performed, in partic-
ular the so-called Activities of Daily Living (ADLs). Irregularities in the pattern of
life of an individual can be used for early detection of deteriorating health conditions
(e.g. initial symptoms of dementia), providing the opportunity for timely and more
effective treatment [2, 3] when integrated to classical clinical health information [4],
and even enabling fall prevention.

Within the domain of non-wearable approaches to home monitoring, proposals
adopting RGB-D sensors have gained interest in recent years, as they enable event
detection without infringing the monitored subject’s privacy. However, RGB-D sen-
sors suffer from limited detection range. Additionally, depth sensors using the struc-
tured light approach are prone to changing light conditions and possible destructive
interference, in multiple sensors configuration [5]. For these reasons, RGB-D sen-
sors alone may not suffice in providing enough data to reliably understand human
actions, so in this paper we investigate the fusion of RGB-D and Micro Doppler
Radar (MDR) sensors, to provide a reliable monitoring solution aimed not only at
fall detection, but at ADLs recognition [6, 7] too. The radar part may provide longer
detection ranges and insensitivity to light conditions; the MDR sensor, by nature,
does not record images of any type so it keeps the privacy-preserving feature of the
system. The fusion approach [8] applied to MDR and depth sensors is quite novel,
and most of the literature is from the co-authors; fusion is performed at features
level, by concatenating the features obtained from both the sensing systems, before
applying the fall detection algorithm.

The paper is organized as follows: in Sect. 2, materials andmethods are presented,
with details about the sensors used, the test protocol and setup for datasets collection,
and the fall detection algorithm applied on the data. Sect. 3 describes and discusses
the experimental results obtained; finally, Sect. 4 concludes the paper.

2 Materials and Methods

2.1 Sensors and Data Acquisition Setups

As already anticipated in the former section, two sensors have been chosen in this
research: a Micro-Doppler Radar (MDR), and an RGB-Depth Kinect version 2,
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Fig. 1 Sensors used: a MDR with Yagi or centered patch (Ancortek 5.8GHz) antennas, b RGB-D
Kinect v2

shown in Fig. 1a and b, respectively. RGB-D and radar systems show many impor-
tant advantages compared with other technologies, especially because they are more
easily accepted by the assisted person. First of all, they preserve privacy, since the
RGB-D sensor uses only depth data in this context and the radar sensor does not
record images of any type by its nature. Moreover, being ambient sensors, they are
not cumbersome, and there is no risk that the person forgets to wear them. Radar
sensing technology may rise concerns on possible hazards posed by electromagnetic
radiation. However, commercial sensors use power levels below 20 dBm, comparable
with the power transmitted by conventional Wi-Fi routers and smartphones. More-
over, perceived risks should be traded off with benefits of continuous monitoring.
Nevertheless, these sensors have some intrinsic limitations. For instance, in some
conditions, the Doppler information obtained with the radar is not sufficient but, on
the other hand, the radar, unlike the RGB-D sensor, has a longer detection range
and is insensitive to varying light conditions [6]. In this sense, a sensor fusion-based
approach at features level is considered, to exploit the advantages of both the sensors
and compensate for their respective limitations.

Micro Doppler Radar Most of the Radar sensors operate in the range of C-band
(5.8GHz), X-band (8GHz) and K-band (24GHz). The Doppler shift (DS) is pro-
portional to the carrier frequency of the signal, hence as the frequency increases,
the µ-DS becomes more suitable for feature extraction and classification. In this
research, an off-the-shelf Frequency Modulated Continuous Wave (FMCW) radar
system (Ancortek SDR 5.8GHz) in the C-band has been adopted [9]. The bandwidth
equals 400 MHz and the chirp duration of 1ms leads to an unambiguous Doppler
frequency range of±500 Hz, sufficient to capture the whole human µ-DS for indoor
activities. Power transmitted by the radar sensor is approximately 19 dBm. The graph-
ical user interface (SDR-GUI) provided with the hardware has been used for data
acquisition, which allows the user to select the operating frequency and parameters,
signal waveforms, filter types and data recording mode. It also provides a graphical
representation of signals in time domain, frequency domain, combined time and fre-
quency domain in real time. Yagi and patch antennas, both with vertical polarization,
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Table 1 Main features of Kinect v1 and Kinect v2 [6]. For uncertainty in (∗) refer to [10]
Feature Kinect v1 Kinect v2

Depth sensing technology Structured light Time of flight

RGB image resolution 640 × 480 @15/30 fps 1920 × 1080 @30 fps

1280 × 960 @12 fps (15 fps with low light)

IR image resolution 640 × 480 @30 fps 512 × 424 @30 fps

Depth sensing resolution 640 × 480 @30 fps 512 × 424 @30 fps

320 × 240 @30 fps

80 × 60 @30 fps

Depth sensing range 0.4–3m (near mode) 0.5–4.5m (∗)
0.8–4m (normal mode)

Field of view 57◦ ± 5◦ horizontal 70◦ ± 5◦ horizontal

43◦ ± 5◦ vertical 60◦ ± 5◦ vertical

Skeleton tracking Skeleton with 20 joints Skeleton with 25 joints

Up to 2 subjects Up to 6 subjects

are commonly used for data acquisition. The former are expensive and cumbersome,
but have a long detection range and narrow beam-width, instead the latter are cost-
effective and compact, but have a short detection range and wide beam-width. In
particular, Yagi antennas have a 17 dBi gain and beam-width of 24◦ ± 2◦ in azimuth
and elevation, while patch antennas have 12 dBi gain and 40◦ ± 2◦ in azimuth and
elevation. For this reason, in all recordings the former have been adopted.

RGB-Depth Kinect In 2010 Kinect was officially launched, as a camera-based
control method for games. Almost immediately, hackers and independent developers
started to create open source drivers for this sensor, to use it in different ways and
applications. Two versions of Kinect succeeded over the years: Kinect v1 and Kinect
v2. Table1 reports main characteristics of both. Kinect is actually a multi-sensory
device. The depth sensor consists of an IR projector combined with an IR camera:
Kinect v1 exploits a structured light approach, whereas Kinect v2 uses the Time of
Flight (ToF) principle. In this study, the skeleton joints 3D coordinates provided by
a Kinect v2 sensor have been used for processing.

2.2 Test Protocol and Dataset Collection

Three datasets have been recorded in different periods and different environments.
From a chronological point of view, the first dataset (named UNIVPM) has been cre-
ated at Universita’ Politecnica delle Marche (Ancona, Italy), in December 2016. The
second and third datasets (named respectively UofG I andUofG II) have been created
in two different office environments inside the School of Engineering at University
of Glasgow (Glasgow, UK), in March and June 2017 respectively. In all datasets, 10
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Table 2 The ten activities under investigation

No. Activity Description

1 Walking The act of walking back and forth at a
normal speed while moving arms and
legs

2 Walking while carrying an object The act of walking back and forth at a
normal speed while holding an object
with both hands

3 Sitting down The act of sitting down on a chair from
upright position

4 Standing up The act of standing up from a chair

5 Bending and picking up an object The act of performing a step and then
bending to pick up an object from the
ground with one hand

6 Bending and tying shoelaces The act of bending on knees and tying
laces of one shoe with both hands

7 Drinking The act of holding a cup on one hand
and making one or more sips

8 Talking on phone The act of extracting the phone from
the pocket in the trousers and
answering an incoming call

9 Tripping and falling The act of simulating a trip and
subsequent front fall on the ground

10 Checking under the bed The act of bending on knees and place
the head next to the ground to check
something under a piece of furniture

actions, described in detail in Table2, were recorded. Recording time was 5 seconds
for actions from 3 to 9, and 10 seconds for actions 1, 2 and 10. The decision to keep
the same actions in all tests is motivated by different reasons: it ensures homogeneity
and interoperability between the datasets; the scientific community agrees on them as
examples of daily activities; they represent a challenge for classification algorithms,
being very similar to each other, especially in couples. Activity 9, that corresponds
to a fall, is the one we are interested in recognizing with the best accuracy.

InUNIVPM,Kinect andMDRdeviceswere placed in front of the actor performing
the action. Transmitting and receiving antennas of the radar are placed in amonostatic
manner (Fig. 2a). A total of 7 volunteers, 4 males and 3 females, aged 23–40, were
recruited to repeat all the actions 3 times, to increase intraclass variability. One actor
repeated the measurements with Kinect and radar in a side configuration. As far
as Kinect is concerned, only the skeleton joints 3D coordinates are actually used
for processing. However, all the available streams (depth, skeleton, RGB, IR) have
been acquired, to have either a ground truth reference of the performed action, and
a complete dataset. As far as the MDR is concerned, the operating frequency was
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Fig. 2 Laboratory setups for dataset acquisition: a UNIVPM dataset. In the yellow boxes (left and
right), the bi-static MDR by Ancortek; in the red box (center), the RGB-D sensor; b UofG I: the
radar system configuration is bistatic, as the transmitter (antenna inside yellow circle) and receiver
(antenna inside blue circle) are placed in two distinct positions. The Kinect is inside the red circle;
c UofG I: the axis of Kinect and the direction of movement of actors are 60◦ inclined; d UofG II:
the radar is in the monostatic configuration and the Kinect is in the front view configuration, as in
UNIVPM

5.8GHz, FMCW Sawtooth was selected as operating mode, bandwidth was fixed at
400MHz and sweep time at 1ms.

In UofG I, actions were performed only once, but the experiment was enriched
with participation of more volunteers: 16 actors (12 males and 4 females), aged 23–
58. To further test the robustness of the algorithms in a more realistic manner, Kinect
and radar data were acquired with sensors in an unfavourable position: the axis of the
Kinect was 60◦ rotated with respect to the actors (Fig. 2b, c). This emulates a possibly
common situation in everyday life, since the probability of having an angle of 0◦ or
90◦ is close to zero. As far as the radar is concerned, the bistatic configuration was
used. Differently from the monostatic case, in which the antennas are close in space
and oriented in the same direction in front of the actor, in the bistatic case an angle is
created between the receiver and the transmitter. As a consequence, the Doppler shift
is reduced, the signal-to-noise ratio (SNR) is reduced too, and the discrimination
between activities becomes more challenging. Additionally, 4 actors repeated the
measurements with the radar antennas in a monostatic configuration. This way, a fair
comparisonwith theUNIVPMdataset can bemade and the influence of the recording
environment can be investigated. In UofG II, 3 repetitions were performed for each
activity by 8 actors (5 males and 3 females), aged 24–30; the bistatic configuration
of the MDR and front view of Kinect were restored, as shown in Fig. 2d.

2.3 Fall Detection Algorithm

In this research, once the 3D coordinates from 25 joints at each frame are collected,
the approach based on temporal pyramid of key poses, developed by Cippitelli et al.
and described in [11–13], is applied. The algorithm is structured in four main steps,
as shown in Fig. 3 and detailed here:
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Fig. 3 Main steps of the fall detection algorithm

• Step 1 Extraction of posture features: Vectors p1,p2, . . . ,pN , containing the 3D
coordinates of all joints respectively in frames 1, 2, . . . , N (N = number of frames
= FR·T, being FR the frame rate and T the acquisition time), are extracted for
each action, being pi = [J0, J1, . . . , JP−1] (P = number of joints = 25) and J j =
[Jx , Jy, Jz] (Ji = i-th joint). Then, for each individual action, a sequence F of
feature vectors f1, f2, . . . , fN is extracted. Each fi = [d1, d2, . . . , d25], being each
d j the normalized Euclidean distance between each joint (J j ) and the skeleton
center of mass (Jcm);

• Step 2 Codebook generation and key poses substitution: The feature vectors
sequences Fi (i = 1, 2,. . . , th , where th = number of recordings for action h,
with h = 1, 2, . . . , M, and M the number of actions, i.e. the number of classes),
representing different recordings of the same kind of action (i.e. different repeti-
tions by one actor or recordings from different actors), are grouped in the same
class. The training instances Fi of the h-th class are then clustered in Kh key
poses, represented by the cluster centersC1,C2, . . . ,CKh . A codebook is obtained
by merging all the key poses obtained for each class. The dimension of this code-
book will be therefore K1 + K2 + · · · + KM . At the end of this step, an action,
previously represented by a sequence of feature vectors F = [f1, f2, . . . , fN ], is
encoded by a sequence of key poses S = [k1, k2, . . . , kN ]. To reach this goal, for
each frame, the specific displacement of joints is associated with the closer key
pose;
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• Step 3Histograms of key poses and temporal pyramid: A sequence of key poses S
is split into 2l−1 segments, at the l-th level of a temporal pyramid constituted by L
levels. Each time a histogram is obtained by counting the number of appearance of
each key pose within the segment. At the end, all the histograms are concatenated
in one vector H;

• Step 4Classification: Each set of histogramsH, which represent an action, is asso-
ciated to the corresponding class label (L), using binary Support Vector Machine
(SVM) in the one-versus-one modality. During training,H and L are both known,
whereas, during testing, H is known and L is predicted by the previously trained
model.

3 Experimental Results

In order to run the algorithm summarized in Sect. 2.3, features from MDR and
Kinect have to be selected. About Kinect, features are extracted from the 3D coor-
dinates of 25 skeleton joints at each captured frame, according to step no. 1 of the
algorithm; a total number of 22 features are selected from the MDR signals (texture-
based ones, spectrogram derived ones, and single-value-decomposition features).
Results are given in terms of accuracy, defined as the ratio between the number
of correctly classified events over the total amount of classified events, and fall
detection (FD) sensitivity, given as the ratio between the number of correctly clas-
sified falls and the total number of falls detected. If we define the classification
of an event: T P as true positive, FN as false negative, FP as false positive, and
T N as true negative, then accuracy = (T P + T N )/(T P + FN + FP + T N ) and
FD sensitivity = T P/(T P + FN ).

Experimental results have been evaluated over theUofG I dataset, being the richest
one. First, we obtained the so-called confusion matrix from the Kinect sensor alone,
using a Linear Discriminant Classifier, over all the activities (none removed) and 8
clusters in the algorithm. The reported accuracy was 85.2% and the FD sensitivity
was 94%. Figure4a shows the corresponding confusion matrix. From Table3 it is
possible to check the mean accuracy, and the percent values of correctly detected

Table 3 Mean accuracy, and percent values of correctly detected falls, over 10 actions, with Kinect
sensor

No. actors mean accuracy Correctly detected

Training/testing Falls (%)

11/5 0.52 64.00

12/4 0.73 93.33

13/3 0.80 92.00

14/2 0.84 100.00
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Fig. 4 Confusion matrices obtained by: a Kinect only, b MDR only, c Kinect and MDR fusion

falls, for different combinations of the number of actors used for training and testing
the classifier, over all the 10 activities. Combination 14/2 gives a 100% fall detection.

In Fig. 4b, the confusion matrix obtained by applying the same algorithm on
features computed over the MDR signals is shown. It is quite evident, from the
cells with light red background, that the amount of activities that are not correctly
classified by the algorithm increases with respect to the use of the Kinect device.
In particular, the algorithm is not good in correctly discriminating activities 1 and
2, i.e. walking and walking while carrying an object, respectively. Similarly, the
activity recognition fails for activities 4 and 5, that are both recognized as being
the 6 one. As a consequence, the resulting accuracy equal to 69.4%, and the FD
sensitivity equal to 75%, are remarkably smaller than in the Kinect case. Finally, the
effects of sensor fusion at features level are visible in Fig. 4c, where the confusion
matrix resulting from both Kinect and MDR sensors is provided. Feature vectors
from different sensors are concatenated and given as input to the same classifier, to
produce a more diverse feature space. Both accuracy and FD sensitivity feature a
sensitive increase, up to 86.3% the former, and up to 100% the latter. This means
that given the test dataset and the configuration previously described, the algorithm
is able to always classify correctly the fall events related to execution of activity no.
9. Independently from the classifier, results are always better after fusion.

4 Conclusion

Fall detection systems are central in modern healthcare, because of the devastating
effects that falls have on patients, the increased burden on family members, and on
the social welfare as a whole. Such systems must be able to detect a fall indepen-
dently on its dynamics, andmust have both high sensitivity and specificity: the former
means that most falls are detected, and the latter means that false alarms are mini-
mal. In this work, we investigated the possibility to exploit the fusion among Micro
Doppler Radar and Kinect sensors to achieve acceptable accuracy and sensitivity in
fall detection. This type of approach is quite innovative with respect to the literature,
and confirms the opportunity to take advantage from the fusion at features level, to



528 S. Spinsante et al.

overcome each sensor’s limitations and reduce the impact of external disturbances
and noise sources.
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Abstract Infertility is one of principal health and social problems of this century.
Male factors are involved in half of the cases and often the alteration concerns
sperm motility. Seminogram is the gold standard technique for semen analysis, but
it presents several limits. For this reason, we propose a new method for discriminat-
ing asthenozoospermic samples (low sperm motility) from normozoospermic ones
(progressive motility > 32%) based on the never explored analysis of the volatile
metabolites in the headspace of human semen sample by Gas Chromatograph (GC)
equipped with two detectors: a Mass Spectrometer (MS) and a metal oxide based gas
sensor sensitive (MOX) to Volatile Organic Compounds (VOCs). VOC sensor signal
profiles (resistance vs. time) showed a higher sensitivity to specific organic classes
such as aldehydes and ketones. The sensorgrams were preprocessed and analysed by
PLS-DA. The results showed that sensorgrams analysis by suitable bioinformatics
techniques has a good discrimination power and could support physiological param-
eters in human semen assessment. The analysis of the human semen Volatilome may
be a proof-of-concept for the development of a novel micro-GC device with a sensor
array detector, a potential candidate for infertility assessment in clinical practice.
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1 Introduction

Infertility is defined as the inability of a couple to achieve spontaneous pregnancy
after 1 year of regular, unprotected sexual intercourse [1]. Almost 8–12% of couples
in reproductive age is affected by this global health issue [2]. Male factors contribute
to approximately 50% of all cases of infertility and male infertility alone accounts
for approximately one-third of all infertility cases.

The diagnostic ability of available male fertility investigative tools is limited.
Semen analysis (SA), also known as “seminogram”, is the gold standard technique

for determining men’s fertility [3]. Unfortunately, SA provides limited information
and cannot discriminate fertile from infertile men on an individual basis [4]. More-
over, widely overlapping ranges of seminal parameters have left clinicians in search
of better seminal biomarkers. Therefore, new technologies are needed since a high
percentage (ranging from 6 to 27%) of infertile men show normal semen parameters.

Advanced research allowed to explore new potential biomarkers for specific alter-
ations in fields of genomics, proteomics and metabolomics, featuring the so-called
“omics” era. The researchers are employing these novel biomarkers from blood,
urine and breath [5, 6].

Through knowledge of spermatozoa metabolomics, we can reach a comprehen-
sive understanding of what is happening in the cells and find the key of molecular
mechanisms that regulate their biology [7].

In particular, untargeted metabolomic profiling is a powerful tool for biomarker
discovery by observing the changes in metabolite concentrations of various bioflu-
ids and by identifying altered metabolic pathways [8]. An important branch of
metabolomics, unexplored for human semen, is volatilomics. Volatilome is the total-
ity of Volatile Organic Compounds (VOCs) derived from cellular metabolism and,
recently, it is considered useful to a better understanding of physiological and patho-
physiological processes [9].

In this work, we propose a new technique based on the application of a MOX sen-
sor, used as additional detector after gas chromatograph (GC) separation, to evaluate
metabolome profile of human semen applied to infertility study. Mass spectrometer
(MS), which is the master detector of the system, is here used exclusively to identify
the compounds detected by the VOC sensor. The two detectors work in parallel by a
two-way splitter, that splits the helium (He) flow, eluting from the chromatographic
column, in 1:1 ratio towards the two detectors through two segments of defunction-
alized chromatographic column.

For data interpretation, statistical analysis was carried out by PLS-DA, the most
known tool to perform classification and regression in metabolomics. One of the
main advantages of PLS-DA is that it has the ability to analyze highly collinear and
noisy data [10]. This method is particularly appropriate for the analysis of large,
highly-complex data sets as are the sensor resistance profiles versus time (labelled
“sensorgrams”) of all the samples. In addition, PLS-DA applied to sensorgrams may
be an useful tool for generating parsimonious models through feature selection and
data reduction, as well as providing more predictive results.
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2 Materials and Methods

The study was focused on 57 reproductive-age men. First, semen analysis (semino-
gram) was carried out on semen samples collected from subjects at the Biological
Medical Center “Tecnomed” (Nardò, Lecce—Italy). Next, on the same semen sam-
ples, headspace VOC analysis was performed by the GC/[MS + sensor] system.

Initially, semen samples were classified based on sperm motility in two groups:
asthenospermic, with a progressive motility (PR) < 32% and normozoospermic (PR
> 32%) samples. Subsequently, asthenozoospermic samples have been splitted in
severe and slight asthenozoospermic ones.

The seminal VOCs were extracted by Solid-Phase Microextraction (SPME) tech-
nique; SPME was carried out by a Carboxen®/Polydimethylsiloxane (CAR/PDMS)
fiber (cod. 57318, Supelco) which was exposed to each human semen sample
headspace overnight. The GC-MS analysis of the extracted seminal volatiles was
performed using a GC (6890 N series, Agilent Technologies) coupled to a MS
(5973 series, Agilent Technologies) equipped with a ZB-624 capillary column (Phe-
nomenex) with the injector temperature set at 250 °C to allow thermally desorption
of VOCs. The carrier gas was high purity helium with a flow rate of 1 ml/min.

GC/MS analysis was carried out in full-scan mode with a scan range 30–500 amu
at 3.2 scans/s. Chromatograms were analysed by Enhanced Data Analysis software
and the identification of the volatile compounds was achieved by comparing mass
spectra with those of the data system library (NIST14, p > 80%).

For GC/sensor analysis the capillary column was inserted, by a splitter (Agilent
G3180B Two-Way Splitter), into a tiny chamber hosting a VOC sensor (MiCS-5521,
e2v technologies, UK) and it was positioned near sensor surface. The MOX sensor
operating temperature was 400 °C. The MOX sensor traces (resistance vs. time,
i.e. “sensorgrams”) were used for data analysis. The sensorgram data obtained by
GC/MOX sensor experiments and physiological data were elaborated bymultivariate
data analysis techniques using web-based tools available with open access server
MetaboAnalyst (version 4). Partial least-squares discriminant analysis (PLS-DA)
were applied to the preprocessed sensorgrams. In particular, to ensure that each donor
profile is on the same scale, resistance profiles were standardized using range-scaling
between 0 and 1 [11].

3 Results

Seminograms allow us to classify the 57 samples in threemotility groups.We studied
16 human sperm samples with high motility, 20 samples with slight asthenozoosper-
mia and 21 severe asthenozoospermic samples.

In this paper, the use of GC/MS system only aims to support sensor analysis and
to identify the compounds inducing resistance variation.



532 V. Longo et al.

In Fig. 1, overlapping of a chromatogram and the corresponding sensorgram (in
relation to run time) for each sample group is shown. General background contami-
nation, such as column bleed (signed by asterisks), is not perceived by VOC sensor.

Forty-nine total VOCs are detected by GC/MOX sensor system. Some of these
(43%) are present only in one individual, while the remaining 57% in at least two
semen samples.

Despite high variability, some compounds have a different expression in the three
sample groups, whereas other compounds are present exclusively in a group. In
particular, those VOCs which are closely related with severe asthenozoospermia are
shown in Fig. 2.

2D- and 3D-PLS-DA results obtained from sensor data were compared with data
obtained by seminograms, considering 2 groups (asthenozoospermic and high motil-
ity samples) and 3 groups classification models where severe and slight astheno-
zoospermic samples are included into two separate groups. 2D-PLS-DA based on
semen analysis showed an accuracy of 85% and of 65%, in the discrimination in
two and three groups, respectively. In three dimensions, accuracy increase up to 92%
(two classes) and 76% (three classes) (Fig. 3, panel A).

Using exclusively sensor resistance profiles, accuracy is of 77% (in 2D) and
78% (in 3D) for discrimination in asthenozoospermic and normozoospermic sam-
ples, while when we considered three classes the accuracy decreases to 37% in two
dimensions and to 40% in three dimensions (Fig. 3, panel B).

Finally, we have investigatedMOXsensor responses to different classes of organic
compounds comparingVOCsdetected byGC/MSandGC/MOXsystems.Our results
(Fig. 4) show thatVOCsensor has different affinity to organic compound classes, hav-
ing a higher reactivity with aldehydes (72% of total VOCs), ketones and acetamides
(50%).

4 Discussion

Overlay of chromatograms and sensorgrams (Fig. 1) allowed us to highlight that
chromatographic contaminants are not a problem for sensor analysis. In fact, while
for gas-chromatograms, peaks and ions corresponding to column bleed must be
removed, resistance variations of sensor occur only at the elution of those VOCs to
which the sensor is sensitive.

Through time-correspondence between peaks of two systems, we are able to
determine the VOCs responsible for resistance variation. The percentages of volatile
compounds unique of a single patient and occurring in more patients (57% vs. 43%,
respectively) reflect the well-known biological variability of human semen. Human
semen (such as other biofluids) is a concentrate of compounds derived from cellular
metabolism, but also from diet, environment and lifestyle. Result is a “melting pot”
of different molecules [5].

Nevertheless, some VOCs have a different expression in patients with astheno-
zoospermia or with high sperm motility. For example, 1H, 1,2,4-Triazole is present
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Fig. 1 Overlay of chromatograms and sensorgrams of one sample for each sample groups (high
motility, asthenozoospermia and severe asthenozoospermia). Asterisk sign column bleed
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Fig. 2 Sensorgrams (variation of resistance vs. time) of a severe asthenozoospermic sample (PR =
0%) and matched VOCs

Fig. 3 2D- and 3D-PLS-DA results from seminogram (panel A) and from sensorgram (panel B)
data. 2 groups (top) and 3 groups (bottom) discrimination were carried out

exclusively in severe asthenozoospermic samples (Fig. 3) and Butanal, 3-methyl-
and Butanal, 2-methyl- are more concentrated in samples with lower motility.

After normalization [11], sample resistance profiles are used to perform PLS-DA
and to compare discrimination results with those obtained by PLS-DA of physiolog-
ical data from seminograms (Fig. 4). This latter present a value of accuracy higher
than that PLS-DA based on sensor data both in the classification in two and in three
sperm sample groups. This is obvious if we consider that three of parameters in our
seminograms is based on motility, that represents the characteristic on the basis of
which we have classified our samples.
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Fig. 4 Covering of VOCs detected by GC/MOS respect those identified by GC/MS system, in
relation with organic compound classes

Anyway, the separation in asthenozoospermic and normozoospermic samples
with sensorgram data is satisfactory (77–78%). To discriminate asthenozoospermic
samples in severe and slight ones with a high accuracy, it is needful to increase the
number of samples by a more extended experimental campaign.

VOC sensor showed a different affinity for organic classes, proving a higher
response to aldehydes, ketones and acetamides (Fig. 4).

5 Conclusions

Despite very high biological variability of human semen samples, GC/MOX sen-
sor system allowed us to develop a reproducible and novel method to detect human
semen headspace VOCs based on which classify semen samples in relation with
sperm motility. PLS-DA based on VOCs analysis by sensorgrams provided good
classification between asthenozoospermic from normozoospermic samples, com-
pared to PLS-DA based on sperm motility measured by seminogram (SA). This
constitutes a first promising result in using semen volatilome detected by a MOX
sensor in evaluate semen quality, and henceman fertility, by classification in standard
classes.

Setup of amicroGC coupled to VOC sensor could represent a new technology that
physician and biologists could use to support gold standard method and improve the
quality of themedical report on fertility by further additional information parameters.

Of course, further studies are required to extend this study to a larger sample
population and to select the pattern of VOCs that can statistically discriminate
asthenozoospermic from normozoospermic samples integrating VOC biomarkers
analysis to current standard semen analysis. Moreover, large-scale semen volatilome
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characterization could be a powerful unexplored tool to understand pathway alter-
ations in idiopathic infertility in which semen parameters are physiological.
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A Novel Technique to Characterize
Conformational State of the Proteins:
p53 Analysis

Saad Abdullah, Mauro Serpelloni, Giulia Abate and Daniela Uberti

Abstract As the technology is advancing, biotechnologist and pharmacologist
seems more interested and focused towards the development of innovative sens-
ing solution/technology capable of evaluating proteins without any limitations of
time and cost which were encountered/offered by conventional/traditional methods
such as ELISA used for protein quantification. To allow continuous monitoring and
attain protein sample information in a non-invasive way, spectrophotometry might
be considered as an alternate method which analyzes different conformational states
of proteins by closely observing the variation in optical properties of the sample.
The work presented studies p53 protein conformational dynamics and their involve-
ment in various pathophysiological and neurodegenerative disease/disorders using
the spectrophotometer-based method. By utilizing the technique of spectrophotom-
etry, investigations were carried out on three samples containing varied molecular
state of p53 (Wild p53, Denatured p53, and Oxidized p53), to detect the difference in
light absorption. Overall, this proposes the possibility of a simple, non-invasive and
optical based method capable of detecting and identifying different structural states
of p53 while overcoming the complexities offered by the conventional procedures.

Keywords Spectrophotometery · p53 · Protein · Absorbance spectrum
Infrared spectra · Protein detection

1 Introduction

The advancements in technology represent an active research area for the study of
protein conformational dynamicswhich in turn can give valuable information regard-
ing certain chronic diseases, like diabetes, cancer, and neurodegenerative disorders.
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Therefore, efforts are made to combine newest achievements in the fields of material
science, mathematics, engineering, and bioinformatics to design and develop a non-
invasive technique for the purpose of investigating various protein conformational
states [1]. Since a strong correlation exists between protein conformational states
and biological functions [2], biomedical research in the domains of neurology and
generiatics focuses at an early stage diagnosis of pathology via reliable identification
of biomarkers, i.e., proteins [3].

Among the proteins, which experience specific conformational states to play a role
in specific biological functions, the tumor suppressor phosphoprotein p53 is undoubt-
edly the more studied, due to its high conformational flexibility and the complexity
of its biological functions. p53 is usually regarded as the ‘guardian of the genome’ or
the ‘cellular gatekeeper’, and its significance is highlighted by the discovery of p53
mutations in more than 50% of all human tumors [4]. In fact, p53 plays a vital role in
cellular responses to stressors by activating different cellular strategies that involved
cell cycle arrest, DNA repairing or apoptosis depending on the intensity of the toxic
stimuli. On the other hand, p53 is involved in physiological functions, such as regu-
lation of metabolic pathway, redox homeostasis, and control of immune system [5].
p53 protein represents an interesting redox-sensitive protein involved in different
pathophysiological processes, ranging from cancer to neurodegenerative diseases. It
is located at the crossroads of complex networks of stress response pathways. Several
extracellular or intercellular stresses evoke cellular responses directly or indirectly
through activation of p53-redox modulation [6–8]. Many studies demonstrated that
the interplay among p53 and Reactive Oxygen or Nitrogen Species (ROS/RNS) is
crucial for the cellular fate.

The ability to identify the transitions from wild type to mutated one introduces
an extremely promising starting point for developing new therapeutic approaches.
Pertinent literature has revealed that the alterations in the conformational states of
p53 protein are also associated with the onset of neurodegenerative diseases [9].
Considering all this, the ability to successfully and accurately discriminate different
conformations of p53, possibly correlated with specific loss or gain of function, is of
significant interest. Currently, biochemical assays (e.g., ELISA) provide information
related to quantification of the protein only, but not to the conformational state of
this protein.

Aiming to combine sensitivity with non-invasiveness and ease of methodology,
spectrophotometry represents one of the most promising, widely used, analytical
procedures in biochemistry. This method is based on the two laws of light absorption
by solutions, namely Lambert’s Law and Beer’s Law which states: “the amount of
energy absorbed or transmitted by a solution is proportional to the molar absorptivity
of solution and the concentration of solute [10].” Beers Lambert law is mathemati-
cally expressed as:

A � eLc (1)

where, A is the absorption, e the molar attenuation coefficient, L the path length and
c the concentration of solution.
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A literature review conducted shows the application of this concept used for
analysis of proteins. The research study conducted by Zhou et al. [11] demonstrates
discrimination of different conformational states pH dependent of BSA protein on
the basis of difference in absorbance wavelengths. Similarly, infrared spectroscopy
was used in [12] to measure different conformational states of protein.

In consideration to the results obtained with other protein, we develop a new
methodology that utilizes spectrophotometry to characterize specific and charac-
teristic absorbance spectrums related to different p53 protein conformational state,
hence identifying its conformational states which can give new insight in different
pathophysiological conditions. Therefore, an experiment was designed to detect the
three structural states of p53 proteins namelywild type, oxidative and denatured state,
obtained by following a protocol extensively described in the literature [13–15].

2 Methodology

2.1 Sample Preparation

In order to investigate the absorption of different conformational states of p53 protein,
p53 wild type recombinant protein was exposed to different oxidant stressors to
generate different redox-p53 products: (i) metal chelator agent that distrains Zn atom
and induce the opening of the protein [16]; (ii) Fenton reaction, mainly mediated by
the OH· derived from the decomposition of H2O2 in the presence of redox metals
(Fe2+ andCu+) [17] generates a burst of oxygen radicals involved in protein oxidation.
Thus, p53 recombinant protein was incubated for 1 h at 37 °C with the appropriate
buffer: (i) 200 µM EDTA and 5 mM DTT (denatured p53); (ii) 10 mM H2O2 and
30 µM FeSO4 (oxidized p53). PBS buffer solution alone was used as reference.

2.2 Spectrophotometer Testing

The spectrophotometry measurement was acquired at ambient conditions with Shi-
madzu UV-2600 system. The equipment has a measuring wavelength ranging from
185 to 1400 nm with a wavelength accuracy of±0.3 nm. It used deuterium lamp and
50 W halogen lamp, which have a noise level of 0.00003 Abs RMS (500 nm) and
adopted UV Probe application for operation of equipment.

The proposed method incorporates the use of spectrophotometer for recognizing
the diverse conformations of p53 protein on the basis of distinct and distinguishing
absorbance spectrum.The experimental setup employed formeasuring the absorption
of the three samples, containing the altered form of target protein, is shown in Fig. 1.
For the purpose of holding altered form of p53 protein solutions 1 ml capacity quartz
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Fig. 1 Experimental setup

cuvette was used. The visual graphical trend of absorbance spectrum of each solution
against the obtained data can be appreciated via MATLAB software.

Quartz cuvette containing 1 ml of PBS buffer solution is set in the spectropho-
tometer to note the absorbance of the reference solution and to set the baseline for
the experiment. The procedure is repeated with wide type, denatured type and oxi-
dized states of p53 solution along with PBS as a reference solution to attain and
record their absorbance respectively the experiment was repeated thrice to measure
the repeatability of the results.

The absorbance data obtained from each solution prepared is then collected on
which a MATLAB algorithm is applied to acquire a graphical absorbance spectrum
for interpretation and obtain meaningful information related to absorbance of varied
p53 protein conformational states.

3 Result

The different conformational states of p53 protein can be identified from their deviant
absorbance spectrum obtained through spectrophotometer. The peak absorbance of
different p53 protein solution are tabulated in Table 1. Furthermore, the absorbance
region for each type of solution is highlighted in Fig. 2. The absorbance range forwild
type p53 is identified to lie in the region of 205–206 nmwhereas themajor absorbance
for denatured form of target protein is found within the region of 212–214 nm and
shows a maximum peak at 213 nm. Also, a negative peak at around 235–245 nm can
be appreciated for the denatured state of p53.On subtracting the reference absorbance
spectrum of PBS buffer solution from the solution containing denatured kind of p53
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Table 1 Absorbance wavelength of p53 Wildtype and p53 Denatured type and oxidized p53

Solution Absorbance peak 1
(nm)

Absorbance peak 2
(nm)

Molecular orientation
of p53

Wild p53 205 –

Denatured p53 213 240

Oxidized p53 230 274

protein, a positive absorbance with a peak at 240 nm was observed. Moreover, for
the oxidized p53 protein the absorbance region detected was found to be expressing
in two regions (i) 225–235 nm with a peak absorbance at 230 nm and 270–278 nm
with a peak absorbance at 274 nm.

It is evident from the obtained absorbance data shown in Table 1 and absorbance
graphs indicated in Fig. 2 that absorbance varies with variation in molecular state
of protein. Hence, the result obtained from spectrophotometer, enables to appreciate
that each peculiar state of protein shows different absorbance spectrum thus allowing
detection of various transitional state of p53 protein.

4 Discussions

For the purpose of investigating various molecular orientations of p53 protein, the
technique of spectrophotometer was employed. The graph obtained using spec-
trophotometry approach shows optimum absorbance for wild form at 205 nm as
appreciated from Fig. 2a. For denatured state of p53 protein, positive absorbance
height is obtained at 213 nm, and a negative peak was found at 240 nm as indicated
from Fig. 2b, c. Similarly, the two peak absorbance at 230 and 274 nm are shown in
Fig. 2d were noted for oxidized form of target protein. Hence it is comprehensible
from the results obtained that the technique of spectrophotometer can successfully
identify various molecular orientations of the protein.
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Wild p53 peak at 205nm

Denatured p53 peak at 213nm

Denatured p53 
peak at 240nm

Oxidized p53 peak at 230nm 
and at 274nm

Fig. 2 a Absorbance graph of Wild p53. b Absorbance graph of Denatured p53. c Absorbance of
denatured p53 with baseline subtracted. d Absorbance graph of oxidized p53
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5 Conclusion

The proposed method of spectrophotometer yields distinguishable absorbance peaks
for different p53 protein solutions thereby indicating the use of spectrophotometer
technique as a novel and independent technology capable of detecting and distin-
guishing protein conformational states based on variations in absorbance spectrum.
For wild p53, denatured p53 and oxidized p53 the absorbance peak wavelength noted
are 205 nm, 213 nm and 240 nm, 230 nm and 274 nm respectively.

The positive results obtained from the technique of spectrophotometry has there-
fore proven to be a novel technological advancement in improving health care by
enabling the identification and detection of different molecular orientations andmod-
ifications in protein structures hence assisting the clinicians to detect disease in its
initial stages by identifying mutations and variations of biomarkers.
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Electrical Energy Harvesting from Pot
Plants

R. Di Lorenzo, Marco Grassi, S. Assini, M. Granata, M. Barcella
and Piero Malcovati

Abstract In recent years, energyharvesting studies havegrown significantly. Energy
recovery for low power applications is assuming considerable importance for pow-
ering non-essential auxiliary circuits. Among the various sources of energy that can
be found in nature, in this paper we consider the Plant-Microbial Fuel Cell (P-MFC),
fed by bacteria present in the roots of plants. We show a preliminary study for the
optimization of P-MFC energy harvesting. The system considered is a collection of
series and parallel connected pot plants. The main principle of operation is the one of
a microbial cell. Plants through photosynthesis produce sugars that are subsequently
released into the soil through the roots. Bacteria present near the roots consume these
sugars and produce ions. Therefore, thanks to an redox process, by introducing two
electrodes into the ground (anode and cathode) it is possible to obtain a potential dif-
ference that can be exploited as an energy source for indefinitely feeding electronic
devices, even where it is not possible to have a direct connection to an outlet.

Keywords Energy harvesting · Plant microbial fuel cell · PMFC · Plant

1 Plant Microbial Fuel Cell

Bioelectrochemical systems (BES) [1–4], are devices in which microorganisms cat-
alyze electrochemical reactions through interactions with the electrodes (anode and
cathode). These include MFC and P-MFC. A microbial fuel cell (MFC) is a fuel
cell that converts the chemical energy produced by the system into electrical energy,
thanks to microbial metabolism and redox phenomena [1–4]. In an electrochemical
cell there are always twoparts: the anodic compartment and the cathode compartment,
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Fig. 1 Operating principle of a plant microbial fuel cell

separated by a selective membrane or PEM (proton exchange membrane). In these
systems, the oxidation phenomenon of organic substrates occurs in the anodic com-
partment, while in the cathodic compartment the reduction of an oxidant (normally
oxygen) occurs. Figure 1 shows the operating principle of an MFC. Theoretically,
the maximum recoverable electrical power per unit area varies between 1.6 and 3.2
W
m2 (see [2] for more details). Considering an area of natural sediment, with various
implementation technologies to recover energy from plants, this value theoretically
considering the maximum efficiency, it is practically reduced to 0.24 W

m2 . The maxi-
mum value is obtainable only if the system is completely drown in water and if the
anode is maintained under anaerobic conditions.

The Eqs. (1–2) describe the basic reactions that take place at the anode and at the
cathode, while the Eq. (3) illustrates the process that occurs in MFCs, in the case of
a glucose-fed system:

Anode: C6H12O6 + 6H2 → 6CO2 + 24H+ + 24e− (1)

Cathode: 24H+ + 24e− + 6O2 → 12H2O (2)

C6H12O6 + 6O2 → 6CO2 + 6H2O + Electrici t y (3)

The P-MFC has a structure that can be divided into layers. Starting from the base
of the pot, we find a thread of titanium or gold (anode), the soil with the plant, a
selective membrane and a carbon felt inside which another thread of titanium or gold
is present. This second wire represents the cathode of the cell. The wire used must
have very precise characteristics, since the electrodemust be “biocompatible”, which
means that its properties (charge, structure, composition)must allowmicroorganisms
to rapidly create electrochemically active biofilms and guarantee the “docking” of
the conduction mechanisms of electrons to the electrode surface. Furthermore, the
material must not oxidize. In the first preliminary experiments a copper wire was
used, but after a few days it was completely oxidized, compromising the conduction.
Another peculiarity is that the material must have specific electronegativity i.e. the
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ability to attract electrons. In fact, it must be as electronegative as possible: the more
electronegative is the material, the greater is its ability to capture the electrons left
free during the chemical process that occurs in the ground. Finally, the electrical
conductivity of the electrode must be high, in order to minimize the ohmic losses.

2 Description of the System and Preliminary
Measurements

In this work, we considered two families of plants: gramineae and cyperaceae. From
the first family, we analyzed Agrostis Capillaris and Sesleria Pichiana. These plants
have a root system and a foliage system more developed in the space. These two
characteristics can influence positively energy production: if the plant has more
leaves, it will have a higher photosynthetic activity. This leads to a greater production
of sugars that will be released into the soil, near the root system. Another feature of
these plants is that they are suitable for life in marsh habitats.

During the initial experimentation phase the geometry of the P-MFC has been
optimized. The internal resistance of the cell was measured using an LCR meter. It
has been found that soil resistance, as expected, is considerably lower when the soil
is wet, rather than when the soil is dry. To give two reference values, for the P-MFCs
developed, when the ground is wet, the resistance is around 8 k�, while with dry
ground it is equal to 19 k�. Another parameter that influences the internal resistance
of the P-MFC is the distance between anode and cathode: bringing this distance from
13 to 8 cm and increasing the contact surface, we have achieved a significant decrease
in the internal resistance. Considering wet soil, resistance has fallen from 12 to 8 k�
with also an increase in open circuit voltage (Voc). In the case of a non-wet soil,
the resistance has dropped from 24 to 19 k� after narrowing electrodes distance.
The presence of water [2] in the ground is essential for the operation of P-MFCs.
In fact, the system works very well if the soil is wet, while when it dries, the short
circuit current drops drastically. In Table 1 the productivity of plants in different
environmental conditions is reported.

The values of the open-circuit voltage (Voc) and of the short-circuit current (Isc)
measured on four different P-MFC over two weeks with different environmental
conditions are reported in Table 1. Each plant produced an open circuit voltage
which varied between 550 and 800 mV. During the phase in which the plants were
exposed to artificial light and to a period of drought, we can notice a reduction in
values of short-circuit currents.
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Table 1 Measurements in different environmental conditions

P-MFC 1 P-MFC 2

VOC (mV) ISC (µA) VOC (mV) ISC (µA)

425 3 90 8 Artificial
light—Dry

678 15 350 6

545 20 630 6

667 30 670 7

672 30 680 100 Natural
light—Wet

560 38 660 90

606 28 680 125

570 56 690 112

638 52 450 88

587 58 223 40 Natural
light—Dry

426 98 380 23

580 56 1074 160 Natural
light—Wet

452 21 1040 254

660 26 870 186

3 Electronic Harvesting Circuit and Improved
Measurements

The boost converter [5], realized using the integrated circuit BQ25504 by Texas
Instrument, with an input current of 10 µA allows us to obtain an efficiency of about
80% when the input voltage is around 1 V, as shown in Figs. 2 and 3. Therefore,
the optimal configuration for exploiting the P-MFC is obtained by connecting in
parallel at least two groups of two cells each connected in series (four P-MFC set).
Another option is to connect all plants in parallel. The optimal Vout for reducing
the losses is 3.1 V. In order to maximize the transferred power Maximum Power
Point Tracking must be chosen for operation, which corresponds to an input voltage
equal to half of the open circuit voltage value (Voc). When we connect two plants in
series it is fundamental that all plants are in perfect health because any ill plant will
limit the maximum current for all that branch. Using more plants in parallel allows
a redundancy of the system. The power produced for each plant varies from 16 to
20 µW.

Further improved measurements have been performed using a plastic pot without
hole on the bottom, a thinner carbon felt, and gold plated wires as terminals con-
nections. The real innovative part of the experimental measurement is the removal
of the proton exchange membrane, which means renouncing to have a net distinc-
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Fig. 2 Efficiency of the
boost converter as a function
of the input voltage

Fig. 3 Efficiency of the
boost converter as a function
of the input current

Table 2 Measurements in different environmental conditions

DATE P-MFC 1 P-MFC 2 P-MFC 3 P-MFC 4

Voc
(mV)

Isc (mA) Voc
(mV)

Isc
(mA)

Voc
(mV)

Isc (mA) Voc
(mV)

Isc (mA)

11-08-
2017

495 1.79 260 0.56 530 1.84 570 1.85

12-10-
2017

540 1.92 270 0.57 540 1.90 575 1.92

01-15-
2018

560 1.89 260 0.56 550 1.96 570 1.91

tion between anode and cathode sub-cells. In these updated conditions, significantly
higher ISC currents in most of the P-MFC samples observed in the last study have
been experienced. Four identical P-MFC cells have been characterized and the results
reported in Table 2. Only P-MFC 2 delivered poor energy (i.e. lower Voc and ISC)
due to poor health conditions of one of the plants in a series path of the cell.
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4 Conclusions

The carried out experiment shows that first P-MFC prototypes have delivered signifi-
cant data for future employment in energy harvesting systems in isolated environment
where access to electricity is not possible, especially where solar energy is not easily
accessible for the presence of plants themselves. Better energy delivery is achieved
when plants “operate” in humid environment. Furthermore, an important feedback
from the experiment is that P-MFC energy is not fully controllable (even if artifi-
cially wetting the plants) because it is strictly related to the life cycle of the plants.
The optimum P-MFCmacro-cell is obtained by connecting together a matrix of NxN
healthy plants in series and parallel. Considering an array of few square meters, night
ornamental illumination of gardens is guaranteed in terms of energy.
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Preliminary Study on Wearable System
for Multiple Finger Tracking

Paolo Bellitti , Michele Bona , Emilio Sardini and Mauro Serpelloni

Abstract Devices that track the human body movement are heavily used in numer-
ous and various fields like medicine, automation and entertainment. The work pro-
posed is focused on the design of a modular device able track the flection of human
hand phalanxes. The overall system composed by two parts: a computer program
interface and a modular wearable system applied to the finger whose motion is to
be monitored. The wearable device is equipped with an Inertial Motion Unit (IMU)
with the purpose to detect the first phalanx orientation and a stretch sensor applied
between the first and the second phalanx to recognize the flection angle. The configu-
ration is completed with a microcontroller unit (ATmega328P) and a Bluetooth Low
Power Module (RN4871) to ensure a reliable and easy to implement communication
channel. We conduct two main set of tests to verify the global functionalities. In the
first set the device is used to track the full flexion of a single finger while in the
second we test the device capability to recognize different grabbed objects starting
from the data retrieved from two fingers. The preliminary results open the possibility
of a future development focused on a modular device composed by five elements,
one for each hand finger and able to detect complex gesture like pinch, spread or tap.

Keywords Data glove · Finger tracking · Stretch sensor · Inertial motion unit
Human machine interface

1 Introduction

In the last years, new devices and algorithms have been developed to implement
innovative and accurate 3D body motion tracking systems [1]. These devices are
widespread in fields such as medicine, automation, entertainment and are generi-
cally used to implement ergonomic human-machine interfaces. New methods allow
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capturing the movement of body parts such as hands, head or eyes, to issue com-
mands to a computer, in order to achieve a more natural interaction [2, 3]. Synergy
between technology innovations and research activities led to several commercial
devices with a great level of accuracy. Some optical tracking system reach a sub-
millimeter accuracy grade thanks to the use of special markers, which makes them
suitable for use in critical fields such as medicine as a support to surgery [4]. The
development of new human hand tracking devices is one of themain lines of research.
These devices can be categorized based on the motion capturing principle. The two
main methods adopted are: optical-based and data-gloves. An optical-based system
exploits image processing techniques to retrieve information about motion [5]. This
approach leaves the hand free to move since there are not physical link to the mea-
suring system, but the accuracy can be influenced by environmental factors such
as illumination or extraneous objects in the camera line of sight. Furthermore, an
accurate optical system generally requires expensive dedicate hardware with multi-
ple cameras and illuminators. On the other hand, systems based on data gloves are
slightly more invasive but generally produce more reliable data [6]. These devices
are usually composed by a fabric glove in which bend or stretch sensors are inte-
grated. The sensors are generally fixed between the interphalangeal joint and used
to evaluate the angle formed between the phalanges. The purpose of this work is to
develop a wireless wearable device able to track finger movements exploiting stretch
sensors and inertial modules embedded in a highly integrated modular device that
can be applied on each finger independently. In this way, according to the need,
it is possible to reduce the inconvenience of wearing an entire glove when it is not
required. For example, movement of a single finger can be used to control a computer
cursor or to issue some commands through a simple gesture recognition. In other cir-
cumstances, when a virtual object must be manipulated, it can be necessary to track
three or more fingers. Thanks to its modularity, the developed system can adapt to
these different scenarios. The designed system can measure the flexion of the prox-
imal phalanx analyzing data from an inertial module and exploits a stretch sensor to
monitor the medial phalanx. A low power wireless communication method is used
to transmit data to a specifically written computer program. The project therefore
aims to develop an innovative device that can implement an accurate human-machine
interface useful for biomedical, industrial or entertainment applications.

2 Description of the System

The overall system (Fig. 1) is composed by two main parts. The first one is a phys-
ical measurement unit that can be applied directly on the finger (on the first and
second phalanges) whereas the second one is an ad hoc computer program written
in LabVIEW (Virtual Instrument, VI). The measurement unit can recognize finger
orientation in the space through an inertial motion unit rigidly coupled to the first
phalanx. The angle formed between the first and the second phalanx is retrieved
through a stretch sensor. Data are elaborated and prepared for the transmission by a
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MEASURE UNIT
STRETCH 
SENSOR

Fig. 1 General representation of the overall system

microcontroller unit and then sent through a Bluetooth low power communication
channel to the computer.

The VI presents the data through graphical and numerical indicator. As it can be
observed in Fig. 2 program user interface is divided in three main sections (verti-
cally, from left to right). The first one is represented by a real time animation that
shows the angles formed between the two proximal phalanges. The animation is
driven by the pitch angle retrieved from the accelerometer section of the IMU (first
phalanx) and by the resistance value of the stretch sensor. The second part includes
two graphical indicators that display pitch angle and stretch sensor resistance respec-
tively. The third part shows the raw acceleration along the three axes and the user
selectable path where data file will be saved. The communication (computer side) is
obtained through a USB-to-TTL-serial adapter (FTD232, from ftdi) connected to a
Bluetooth LowEnergymodule (RN4020,Microchip). The VI receives raw data from
the sensors without any kind of processing, in this way the computational load of the
microcontroller on the wearable device is reduced and the elaboration is demanded
to the computer. The data between the twoBluetoothmodules are exchanged through
theMicrochip Low-energy Data Profile (MLDP), a proprietary BTLE service. Using
this service, after the connection is established between the two modules, virtual
UART channel is created and every byte asserted on a module is automatically
transferred. The maximum throughput of the MLDP protocol is 50 kbps which is
considered enough in this case and even permits to transfer data in ASCII format
rather than binary. Therefore debug process is simplified thanks to the readability of
the strings sent. In this preliminary phase of the project the ease of implementation
is preferred to the energy saving. However, as the wearable device is powered by a
small size battery (25×25 mm, 44 mAh) the battery life will be a primary aspect in
the next prototype. To decrease the power consumption wireless connection speed
will be reduced to theminimum that permits the proper system operation. In addition,
the specific energy-saving features of the individual components will be enabled to
achieve greater efficiency.
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Fig. 2 User interface of the LabVIEW developed program

The measurement unit (Fig. 3) is composed by several parts. A microcontroller
unit, ATmega 328P, manages all the peripherals connected, reading the sensors and
transmitting the data. To simplify the implementation themicroprocessor firmware is
written using the Arduino IDE to take advantages of the peripheral libraries. Finger
3-D orientation is captured by an Inertial Motion Unit (LSM9DS1 from STMicro-
electronics). This device includes in a single chip an accelerometer, a gyroscope (the
inertial section) and a magnetometer. It has dedicated power saving functions that
permits to selectively reduce the performance (or turn off) of every section when not
in use. The flexion of the proximal phalanx is detected through a stretch sensor (by
Images Scientific Instruments Inc.), which is composed by a conductive rubber that
increases its resistance when stretched. To adapt to the length of the different fingers
every sensor is specifically assembled starting from a defined length of the rubber
filament with a pair of crimped conductive clasps at its edge. The rubber filament,
according to the datasheet, has a resistance of about 395 �/cm. The measurement
of stretch sensor resistance is delegated to a specific integrated circuit (MAX31865,
Maxim Integrated), a device specifically designed to facilitate the resistancemeasure-
ment. It has the capability of performing accurate resistance evaluation exploiting 2,
3, or 4 wires measuring technique to compensate the connections resistance influ-
ence. In this case, a 2-wire configuration is chose because of the shortness of the
links. To ensure a low-power wireless capability, the system is equipped with a Blue-
tooth Low Energy module (RN4871, Microchip Technology). A two-ring support
was developed to firmly apply the stretch sensor between proximal and intermediate
phalanges.
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Fig. 3 Block diagram of the measuring unit

3 Experimental Study

Twomain tests were performed to examine the systemwhole functionalities. The first
one had the aim to verify system capability to recognize a full flexion and extension
movement. As reported in Fig. 4, the system can discriminate between extended and
flexed position. The resistance sets associated with the two positions examined are
never overlapped. Also considering the variability between successivemeasurements
the sets are always disjointed. In the extended position, according to stretch sensor
characteristics [7], resistance value decays slowly, so it is important to fix a threshold
below which the finger is considered fully extended. The IMU is used to measure
the pitch angle of the proximal phalanx with respect to the horizontal line. Starting
from the gravity acceleration detected on the three axes, the angle value is obtained
using (1).

θ � atan

(
Gy√

G2
x + G2

z

)
(1)

In Fig. 5, the first test results are reported. In the first track (green) are visible
the resistance values from the stretch sensor: lower values for extended position and
higher for flexed position. In the second track are reported the pitch angle values
of the first phalanx. Comparing this data, it is possible to observe that the system
detects both positions correctly. Furthermore, a second set of tests was performed to
establish if the system can discriminate between two different grabbed objects. Two
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Fig. 4 Stretch sensor resistance for flexed (blue) and extended (orange) position

Fig. 5 Full finger extension, signals from IMU (blue) and stretch sensor (green)

stretch sensors were applied to index and middle fingers. The different diameter of
each object leads to different flexion angles and then to a different stretch sensor
resistance variation. After a first training phase in which the two objects are grabbed
and released multiple times an average on the obtained data was performed. The
results are arranged in Fig. 6. The left part of the figure shows the resistance value
obtained for the index finger. The two sets of data are partially overlapped. On the
other hand, the right part reports the resistance values for the middle finger. In this
case, it is possible to observe that the overlapping is reduced to very few samples
associated to the release position. As it can be observed by crossing the values from
the two fingers, the system can detect which object was grabbed.
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Fig. 6 Object grabbing recognition based on two stretch sensors, blue: object grabbed, green:
object released

4 Conclusions

In the presented work, a prototype version of a modular device able to track the
movements of a single finger has been developed. The system is composed by a
small-size wearable device and a computer program that acts as a readout unit. The
communication between the two parts is implemented through aBluetooth lowpower
connection. The preliminary results show that the device can track simplemovements
such as full flexion and extension of the first and second phalanges in a normal context
where the range movement last about 0.5 s. Further analysis will be conducted to
understand the frequency limit of the used stretch sensor used. The inertial unit has a
specified bandwidth of 408 Hz, since it is reported [8] that the fastest hand motions
including handwriting can be tracked with a sample frequency of 10 Hz. For this
reason, the IMU it is certainly suitable. In the second set of experiment,we tested if the
system (applied to two fingers) can discriminate between two grabbed objects. Even
if these tests were carried out using two objects of very different diameters the authors
are confident that crossing the data retrieved from a full 5-fingers implementation can
increase recognition accuracy after a proper training phase. The preliminary results
open the possibility of a future development focused on a modular device composed
by five elements, one for each hand finger and able to detect complex gesture such
as pinch, spread or tap and to recognize different predefined object.
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Giraff Meets KOaLa to Better Reason
on Sensor Networks

Amedeo Cesta, Luca Coraci, Gabriella Cortellessa, Riccardo De Benedictis,
Andrea Orlandini, Alessandra Sorrentino and Alessandro Umbrico

Abstract Recent technological advancements in Internet of Things and Cyber-
Physical systems are fostering the diffusion of smart environments relying on sensor
networks. Indeed, large and heterogeneous amount of data can be provided by sen-
sors deployed in user environments providing valuable knowledge to address different
user needs and enabling more effective and reliable solutions as well as ensuring per-
sonalization and dynamic adaptation. This paper presents a recent research initiative
whose aim is to realize autonomous and socially interacting robots by integrating
sensor data representation and knowledge reasoning with decision making function-
alities within a cognitive control architecture, called Knowledge-based cOntinuous
Loop (KOaLa).

Keywords Intelligent environments · Knowledge representation · Ontology
Sensor networks · Artificial intelligence
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1 Introduction

Recent technological advancements in Internet of Things (IoT) and Cyber-Physical
Systems (CPS) are fostering the diffusion of smart environments relying on sensor
networks. Smart environments have created an upward trend in long-termmonitoring
systems demand for the future. The deployment of such sensor-based research trend
is to address the necessities of people in many different environments like e.g., a
home, an office or a shop mall, just to mention few examples. These devices usually
rely on different types of sensors capable of continuously producing data about, the
status of a particular environment or the status of a person. Sensors are capable of
gathering data that can be processed by external services with different purposes.
In this context, the continuous improvement of sensing devices in terms of accuracy
and reliability as well as the reduction of manufacturing costs and their combination
with ICT technologies are paving the way for new research challenges and business
opportunities. Themanagement of a continuous flowof datawith the need of properly
representing and processing such data still represents an open issue and an important
research trend. Specifically, there is a lack of integrated solutions for both sensor
data representation, data interpretation and knowledge extraction. Also, there are
several sensor-based applications that have been successfully developed in different
contexts, each of which often leverages its own “internal” representation of sensor
data as well as its own processing mechanisms.

This paper presents a recently started research initiative called KOaLa (the
Knowledge-based cOntinuous Loop) that tries to propose an innovative approach
to deal with sensors, data processing and decision making. KOaLa initiative is a
follow up of a previous research project called GiraffPlus [8] whose aim was to real-
ize an integrated system composed by a telepresence robot, a sensor network and
personalized services for fostering social interactions and long-term monitoring of
senior users living alone in their home. KOaLa aims at enhancing GiraffPlus data
analysis services by integratingArtificial Intelligence (AI) techniques to create a con-
tinuous robot control loop leveraging automatic reasoning features on sensor data.
Specifically, the pursued research objective is to introduce “cognitive” capabilities
that allow a system to proactively support the daily home living of seniors. The key
contribution of KOaLa is to realize a sensor-based reasoning mechanism capable
of continuously analyzing sensor data and dynamically make decisions accordingly.
KOaLa leverages knowledge representation and reasoning techniques to recognize
events/activities within the sensorized living environment and then it leverages auto-
mated planning and execution techniques to autonomously decide actions to be exe-
cuted for either supporting activities or reacting to events.

Sensor data processing and knowledge extraction are performed by leveraging
semantic technologies and the Web Ontology Language (OWL) [4]. In particular,
KOaLa proposes an holistic approach which relies on an ontology which was defined
as an extension of the Semantic SensorNetwork (SSN) ontology [7]. The information
collected through the sensor network is modeled pursuing an ontological context-
based approach to characterize the different types of sensor that can be used, their
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capabilities as well as the related observations. In addition, the KOaLa ontology
introduces concepts that model the environment and the behaviors or situations that
may concern the elements composing an application scenario, senior adults and also
activities an agent (either a user or a telepresence robot) can perform over time. This
paper provides a general description of the envisagedKOaLa cognitive architecture. It
focuses on the key role of the ontology and the context-based approach with respect
to sensor data management and the knowledge extraction mechanism to realize a
flexible and proactive assistive robot.

2 Sensor-Based Applications and Knowledge Extraction

This work covers different fields of AI such as decision making, goal reasoning,
autonomous control, knowledge representation and ontological reasoning. There are
many works in the literature that are directly or indirectly related to the pursued
research objective. Several works deal with the problem of interpreting sensor data
to extract useful knowledge about a particular application scenario and leverage
such knowledge to realize complex services. The work [2] proposes a knowledge-
driven approach based on a ontology defined as extension of the SSN ontology. The
aim of the work is to reason about changes in the detected qualities of the perva-
sive air in a sensorized kitchen. The defined ontology models high-level knowledge
about odours, their causes and relations to other phenomenon. Then, an incremental
reasoner leverages such knowledge for data processing via Answer Set Program-
ming (ASP). The works [1, 13] propose an ontology-based approach for activity
recognition and context-aware reasoning for a home-care service, and a constraint-
based approach for proactive human support. Some works deal with the problem of
realizing complex architectures for socially-interacting robots capable of “dealing
with” humans in robust and flexible way. Some examples are the works [10, 12]
that perform human-aware planning by dynamically inferring context and goals by
leveraging constraint programming techniques. In particular, [10] proposes an online
planning setting capable of dynamically inferring planning goals in order to continu-
ously satisfy human preferences. They rely on the concept of Interaction Constraints
(IC) which defines a clear model of the interactions between the activities of a human
and the activities of other agents. Some other works address the problem of endow-
ing autonomous agents with cognitive capabilities to represent knowledge about
contexts and leverage such knowledge to improve the flexibility of control processes
in robotics. The work [3] is particularly interesting as it points out the importance
of social-norms for domestic service robots. It focuses on the concept of Functional
Affordance and proposes a tight integration of OWL-DL with hierarchical planning
to realize robots capable of interacting with the environment in a flexible and robust
way. Some other examples are [5, 9] that propose the integration of knowledge pro-
cessing mechanisms with Hierarchical Task Network (HTN) planning to improve
the efficiency and performance of control processes, and the works [11, 14] that
propose the integration of knowledge representation with machine learning to
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improve human-robot interactions as well as flexibility and performance of robot
behaviors.

The novelty of our approach consists in the design and development of a cogni-
tive architecture relying on a holistic approach to knowledge representation through
a well-defined ontology. The key idea is to realize a control architecture capable of
leveraging knowledge processing mechanisms to infer a general and abstract model
about the application context and, then integrate complex services that can leverage
the generated knowledge for different purposes. Specifically, we consider the inte-
gration of automated planning and execution techniques to realize a proactive and
autonomous robotic service.

2.1 The GiraffPlus Research Project

The GiraffPlus research project [8] represented a successful example of continuous
monitoring of older people using sensor networks, intelligent software and a telep-
resence robot. The objective of GiraffPlus to realize a system capable of supporting
elderly people directly at their home through a composition of several services.
There was possible to distinguish between services decsigned for primary users
(i.e., virtual visits, reminders, messages) and services designed for secondary users
(i.e., real-time monitoring visualizations, reports, alarms, warnings). The services at
home are provided by the telepresence robot Giraff. The robot allowed older people
to communicate to their friends and family, through audio messages and videocalls
as well. Seniors could interact with the robot either by means of a touch screen (part
of the robot equipment) or by means of vocal commands. Interaction abilities are
extremely important to improve the emotional engagement between the user and the
robot. For this reason, different interaction abilities were taken into account. Giraff-
Plus combined the presence of a robot with a network of sensors. The network could
be composed by physical sensors (i.e., blood pressure sensors) and environmental
sensors (i.e. motion sensor, actuators). Physical (wearable) sensors monitored the
health status of users. Environmental sensors monitored both the house and user
behaviors according to their deployment.

2.2 Data Needs Semantics

Data coming from sensors must be properly represented and managed in order
to produce useful information that can be used for different purposes and ser-
vices. Thus, sensor data must be associated with a schema or a semantics clearly
defining the general rules and properties that must be followed to properly inter-
pret sensor data and extract useful information. Knowledge processing mecha-
nisms are in charge of leveraging such semantics to process data and dynamically
generate knowledge about a particular application scenario.There is a lackof standard
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approaches for representing and managing sensors data. Different sensor manufac-
turers can use different formats and protocols to represent and communicate data. As
a result, sensor-based applications strictly depend on the particular types of sensor
and communication protocol used. The data processing logic is highly coupled to
the particular physical sensors available and the “syntactic” features of generated
data. Such a dependency does not facilitate the deployment of these applications to
different contexts with different sensors as well as does not facilitate interoperability
among different applications.

Standard semantic technologies for knowledge representation and processing like
e.g., the Web Ontology Language (OWL) [4], are well-suited to characterize the dif-
ferent properties and features of sensor data. Such technologies can be used to extend
sensor-based applications by introducing a semantic layer between a physical layer
which produces data through a particular sensor network and an application layer
which extracts and processes information coming from the physical layer. In thisway,
the application layer and the related knowledge processing mechanisms depend only
on the semantics of the gathered data. Namely, the data processing logic of a sensor-
based application will no longer be coupled to the physical features of the deployed
sensors but only to the structure and properties of the extracted information. Seman-
tics plays a key role when dealing with sensors and sensor-based applications. Thus,
the ontological approach of KOaLawants to characterize information, properties and
capabilities of physical sensors in order to generate/infer and represent knowledge
in a “standard way”.

3 KOaLa: Knowledge-Based Continuous Loop

The KOaLa cognitive architecture relies on the integration of two core AI-based
modules into a closed-loop control cycle. A semantic module deals with data inter-
pretation and knowledge extraction. An acting module deals with plan synthesis
and execution by leveraging the timeline-based approach [6] and the PLATINUm
planning and execution framework [15]. Figure1 shows a conceptual view of the
architecture by taking into account a typical application scenario of the GiraffPlus
project.

The control flow starts with data coming from the sensors deployed inside the
house. The KOaLa Semantic Module continuously processes sensor data in order to
extract knowledge and dynamically build/refine a Knowledge Base (KB) character-
izing the status of the home environment. The KB is analyzed to recognize goals
i.e., high-level activities the system must perform to proactively support the daily
home living of the primary user. This module relies on a dedicated ontology (the
KOaLa ontology) and implements a knowledge processing mechanism to provide
sensor data with semantics. Such a process allows the semantic module to dynam-
ically infer activities a primary user is performing and/or events occurring inside
the house. Then, according to the particular combinations of events and/or activi-
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Fig. 1 The KOaLa cognitive architecture with respect to the GiraffPlus case study

ties recognized (i.e., situations) a goal recognition process identifies the high-level
supporting tasks that must be performed.

Then, theKOaLaActingModule dynamically synthesizes and executes a timeline-
based plan according to the received goals. The Planning and Execution module
“runs” the timelines of the synthesized plan by dispatching commands to the system
and by properly managing execution feedbacks. This module implements environ-
ment control capabilities in order to actually carry out the high-level activities needed
to support a user. A problem formulation process receives goals from the semantic
module and generates a timeline-based problem specification. The planning and exe-
cution module synthesizes a set of timelines that must be executed over time. Each
timeline characterizes the sequence of actions/commands a particular feature of the
environment must perform to proactively carry out the desired supporting activities.

3.1 A Context-Based Ontological Approach

The semantic module of Fig. 1 is in charge of realizing the cognitive capabilities
needed to interpret sensor data and internally represent the knowledge about the
application scenario. The reasoning mechanism leverages a context-based onto-
logical approach which characterizes the knowledge according to three contexts:
(i) the sensor context; (ii) the environment context; (iii) the observation context.
The sensors context characterizes the knowledge about the sensing devices that
compose the environment, their deployment and the properties they may observe.
This context directly extends the SSN ontology in order to provide a more detailed
representation of the particular types of sensor available and their features/properties.
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This context allows the cognitive architecture to dynamically recognize the actual
monitoring capabilities of the system but also the set of operations that can be per-
formed according to the detected configuration of the environment. The environment
context characterizes the knowledge about the structure and the physical elements
composing a home environment. It characterizes the properties of the different ele-
ments that can be observed and the deployment of sensors on these elements. Thus,
this level of abstraction provides a complete representation of the particular con-
figuration of the considered home environment by taking into account the specific
deployment of the sensor network. The observation context characterizes the knowl-
edge about the features of the environment that can actually produce information and
the possible events and activities that can be recognized accordingly. This level of
abstraction extends the detected configuration of the environment by characterizing
the particular types of event and activity that can be actually monitored/recognized,
given the particular types of sensor deployed.

A data processing mechanism leverages these contexts to process sensor data and
incrementally build/refine the knowledge about the application scenario. Figure2
shows the main steps fo this data processing mechanism together with their corre-
lations with the sensor, environment and observation contexts. Each step applies a
set of dedicated rules that elaborate incoming data and refine the KB by inferring
additional knowledge when possible. The Configuration Detection and Data Inter-
pretation step first generates an initial KB by analyzing the “static” information about
the configuration of the environment. Then, it refines the KB by interpreting sensor
data coming from the environment. The Feature Extraction step elaborates the KB
by extracting the observable features and properties of the environment according to
the configuration. This step processes sensor data in order to properly infer obser-
vations and refine the KB by taking into account the particular observed values that
characterize some property of a features of the home environment. Finally, the Event
and Activity Detection step further analyzes the inferred observations by taking into
account the involved elements, and the related properties. For example, it is possible
to infer the event low temperature in a particular room of the home environment
when the observed temperature of the room is below a known threshold. Different
inference rules have been defined to detect different events or activities like e.g.,
cooking, sleeping or watching tv. Each rule takes into account different “patterns”
of observed properties, values and environment features.

Fig. 2 The KOaLa data processing pipeline
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3.2 Linking Knowledge Processing and Planning

Given the KB obtained through the data processing mechanism briefly described in
the previous section, a goal recognition process completes the analysis of the KB
in order to identify situations that require the execution of some actions by the sys-
tem. The goal recognition process is the key architectural element responsible for
linking knowledge reasoning with automated planning and execution at runtime, and
therefore it is responsible for providing the an assistive robot like e.g., the Giraff-
Plus robot with proactivity. It can be seen as a background process which analyzes
the KB and generates goals that trigger the KOaLa Acting Module. The actual set
of operations the system can perform (i.e., the set of goals that can be generated)
depends on the particular configuration of the environment and the related capabil-
ities. Each goal is associated to a particular situation which represents a particular
combination of events and/or activities occurring inside the house. The generated
goals and the involved operations may range from general supporting activities like
therapy reminders or comfort management to emergency management and health
monitoring. For example, if the system recognizes low temperature inside a particu-
lar room (e.g., the kitchen), and if the system detects the presence of the user inside
the same room then, the goal recognition can generate a goal to heat the room in
order to improve the comfort of the user. Similarly, if an event like fallen or a very
high hearth-rate is detected then, the goal recognition can generate a goal to perform
an emergency call and proactively alert user’s relatives and/or caregivers.

The signals generated by the goal recognition process represent high-level assis-
tive tasks the assistive robot must perform to react to some events or support some
activities concerning the user. The acting module is responsible for the synthesis and
the execution of the set of actions needed to perform all the desired assistive tasks
(i.e., all the goals generated by the semantic module). The acting module leverages
timeline-based planning and execution technologies [6, 15] to generate and main-
tain a temporal plan which specifies operations/actions to execute. The key objective
of the KOaLa Acting Module is to dynamically control the environment through a
temporal plan characterizing the behavior of a monitored primary user over time and
the corresponding assistive tasks needed. These behaviors are represented in shape
of timelines that describe the sequences of activities or states a particular feature of
the domain (e.g., the primary user or the assistive robot) performs or assumes over
time. The behavior of the overall system (i.e., the assistive robot, the sensing devices
and the primary user) is represented by a set of temporally flexible timelines that
are dynamically executed and adapted according to the feedbacks received from the
environment.
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4 KOaLa and Giraff Working Together

The envisaged cognitive architecture and the resulting tight interaction between a
semantic module and an acting module realize an adaptive and flexible assistive
system capable of uniformly manage assistive goals and real-time goals. A system
capable of dealing with assistive tasks to support the daily-home living according to
the “expected behavior” of a person and simultaneously monitoring the environment
to dynamically recognize events/activities that require a proactive support. Real-
time goals concern operations the system must perform to proactively react to an
event or support an activity triggered by the goal recognition process. Assistive
goals instead represent operations that can be planned in advance according to the
detected configuration and the expected behavior of a user which can be given as an
“external timeline” to the acting module.

Figure3 shows an example of a generated timeline-based plan containing activities
concerning both assistive tasks and real-time goals. The red timeline represents the
behavior of the primary user. The green timeline represents the assistive tasks and the
real-time goals generated to support the user. Other timelines represent the actions
the system perform to achieve the desired goals through the assistive robot (i.e., the
GiraffPlus robot). As the plan shows, the system initially detects that the human
(i.e., the primary user) is having a meal (see the cooking activity followed by the
eating activity) when the assistive task HandleCookingDetection is generated in
order to suggest some recipes that comply with the dietary restriction of the user and
remind the therapy. Specifically, the robot navigates the home environment to reach

Fig. 3 A timeline-based plan integrating assistive tasks and real-time goals
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the kitchen, and then reproduces an audio message to remind dietary restrictions
to the user (see the ReproduceReminder activity). When the meal is finished (i.e.,
after the eating activity), the robot starts a video call in order to make the user in
contact with his/her relatives and check the therapy. After a while, the user falls and
a real-time goal is generated to promptly support the “emergency situation” (see the
HandleFallDetection activity). The robot moves from the kitchen and navigates the
home environment to reach the detected position of the user. Then, the location is
reached, the robot starts a video call to promptly allow the user to ask for help by
calling his/her relatives or associated caregivers.

5 Final Remarks and Future Developments

This paper presented a cognitive architecture integrating sensing, knowledge repre-
sentation and planning to constitute a cognitive control loop capable of enhancing the
proactivity of an assistive robot. It relies on a tight integration of a semantic module
and an acting module. A semantic module leverages a dedicated ontology to process
sensor data and build a KB. An acting module leverages the timeline-based planning
approach to control the overall assistive system. A goal recognition process connects
these two modules and provides the key enabling feature to endow the robot with
a suitable proactivity level. At this stage, some tests have been performed to show
the feasibility of the approach. Further work is ongoing to perform more extensive
integrated laboratory tests and better assess the performance and capabilities of the
overall system.
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Smart Insole for Diabetic Foot
Monitoring

Gabriele Rescio , Alessandro Leone , Luca Francioso
and Pietro Siciliano

Abstract Foot ulcer is a severe complication affecting about 25% of diabetes mel-
litus patients due to a lower blood supply and loss of foot sensitivity (neuropathy).
A fast and reliable identification of foot pressure loads and temperature distributions
changes on the plantar surface allows to prevent and reduce the consequences of ulcer-
ation such as foot or leg amputation. Several wearable technologies have been devel-
oped and tested by the scientific community, addressing the “diabetic foot” topic.
However, the dimensions of the devices and the combined pressure/temperaturemon-
itoring capabilities don’t accommodate the requirements from both the end-users and
caregivers: normally just one information—pressure loads or temperature map—is
acquired, moreover the amount of thermal reading points is lower than 5 and the
accuracy of thermal sensors is greater than 0.5 °C. This work presents a smart insole
in which both temperature and pressure data in 8 reading points are monitored in
remote way for the assessment of the health foot conditions by a caregiver. Mini-
mally invasive and low power temperature and force sensors have been chosen and
integrated into two antibacterial polyurethane-based layers architecture, designed
in accordance with the typical requirements of diabetic foot. Based on the results,
the developed system shows high performance in terms of temperature and pressure
detection.

Keywords Foot ulcer · Smart system · Diabetes

1 Introduction

Diabetes represents one of the main problems in health system and a global public
health threat that has increased dramatically over the past 2 decades [1, 2]. The
dramatic consequences on the quality of life have favored the widely dissemination
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of several scientific works about the prevention techniques andmedical treatments of
diabetes. They have shown that with good self-management and health professional
support, people with diabetes can live a long and healthy life. One of the common
and serious complication in diabetic patients is the foot ulcers that may affect up
to 25% of patients in the course of their lifetime [3]. The main causes of the ulcers
arising are due to the neuropathy, peripheral artery diseases and vascular alterations.
These diseases induce insensitivity conditions that can cause high plantar pressure,
deformity and ischemic wounds on the plantar foot up to the ulcers development [1,
3]. When the ulcers appear, the treatment is challenging, expensive and a long term
treatment is required. Itmight needof podiatrist, orthopedic surgeon, endocrinologist,
infectious disease physician and nurses. In this scenario the prevention of ulcers
assumes a prominent rule. The prevention could forecast appropriate training of
patients in order to assimilate the behaviors necessary to reduce the appearance of
ulcers (i.e. the glycemic and blood pressure control, lipid management, smoking
cessation, feet drying, wearing special and comfortable shoes, ecc). In addition, the
use of technologies for the monitoring of relevant vital parameters on the plantar, as
temperature and foot load distribution, may be very important to prevent foot ulcers.
They may identify the prolonged and excessive pressure at a point of the foot or
recognize anomalies in skin conditions and in bloody circulation. Several methods
have been developed to measure the pressures and stresses in the plantar tissue
by using mainly sensorized mats and force platforms. These strategies are usually
realized following pre-defined scheduled medical visits. This approach it could be
not very effective because it is desirable to continuously monitor and to detect high
pressure values in timely way. Several systems for measuring plantar pressure in the
foot are commercially available [4]. These systems are extremely expensive and aim
at athletic activities and are not designed for prevention of ulcers.

Another useful parameter for assessing the diabetic foot is the temperature.
Progressive degeneration of sensory nerve pathways affect thermoreceptors and
mechanoreceptors. High temperatures under the foot coupled with reduced or com-
plete loss of sensation can predispose the patient to foot ulceration. So, the foot
thermal monitoring may facilitate detection of diabetic foot problems [5]. The most
part of the temperature foot measurements for the diabetic foot regarding with
non-invasive, and accurate thermal images analysis or thermography inspections.
However, as described for the pressure monitoring, the long-term and continuous
measurements of temperature may allow for a more effective ulcers prevention.

Several wearable technologies, for the permanent monitoring of the diabetic
foot, have been developed and tested by the scientific community. However, the
dimensions of the devices and the combined pressure/temperature monitoring capa-
bilities do not accommodate the requirements from both the end-users and care-
givers. Indeed, normally just one information (pressure loads or temperature map)
is acquired. Moreover the amount of thermal reading points is lower than 5 and the
accuracy of thermal sensors is greater than 0.5 °C. This work presents a smart insole
in which both temperature and pressure data in 8 reading points are acquired and
then transmitted through a wireless protocol to a gateway in order to monitor foot
conditions and inform the caregiver about the health status.
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2 Smart Insole System

The architecture of the developed smart insole system consists of three subsystems:
(1) sensors system for the temperature and pressure parameters acquisition; (2) wire-
less module transmission; (3) data aggregation and processing module. The first two
subsystem are integrated in the insole, whereas the third subsystem is implemented
on a gateway device (Embedded PC) able to send the data to a caregiver through a
cloud service (see Fig. 1).

For the evaluation of the pressure and temperature sensors placement, the dis-
tribution of load foot pressure was analyzed through the baropodometry P-Walk
platform, produced by BTS Bioengineering [6]. As it is possible to see in Fig. 2 for
the body weight evaluation on the plantar foot, it can be mainly divided into the toe,
metatarsal, midfoot and heel areas.

For the sensor positioning and sensor dimensions have to be find the best trade-
off through the covering area and accurately measurements at specific points of the
plantar. According to the Ferber et al. [7] and the local load foot analysis, performed
by using the BTS G-studio [6], the placing of the pressure sensors was designed as
shown in Fig. 3. The temperature sensors were located close the pressure sensor in
order to monitor the main pressure point of the foot.

For the temperature analysis, the Maxim MAX30205 sensor was chosen since it
presents a greater accuracy (0.1 °C) [8] than works belonging to the state-of-the-art
and a low current consumption (600 µA in operative mode and 5 nA of leakage
current), useful for the long-term monitoring. For the load pressure acquisition, the
IEE CP151 FSR sensor (0.43 mm thick and 6% for the accuracy) [9] has been chosen
for the low invasive integration in the flexible thin-film layer (polyamide support with
a dielectric and copper thickness of 360 µm and 18 µm respectively, as best trade-
off in terms of invasiveness, ergonomics and robustness). Their dynamics are within
100 N on an active area of 113 mm2, so it is appreciated for dynamic and static
foot load pressure measuring. The sensors placement was studied and optimized in
order to obtain an accurate monitoring of foot in the 38–43 size range by using only

Fig. 1 Overview of
architecture of the smart
insole monitoring system



574 G. Rescio et al.

Fig. 2 a Setup for evaluation of foot load distribution; b higher pressure contact areas of the plantar

Fig. 3 Temperature and
FSR sensors positioning

the 39 and 42 foot sizes. The hardware architecture of the electronic insole system
consists of two main blocks equivalent to the two subsystems aforementioned. Low-
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power, low-dimensional, low-profile and high-precision electronic components were
identified to enhance the battery autonomy and accuracy level, reducing the size of
the system. The acquisition and transmission of data were tested using an external
Arduino-based board whereas the interface circuits were integrated on the insole,
close to each sensor in order to reduce the noise of the system. Moreover a study
of the integration of elaboration/transmission unit was accomplished and the area
of the insole board was reserved. A dual-layer circuit board was realized and all
components were integrated on the bottom side (apart the flat and very thin FSR
sensors) to avoid asperities potentially harmful for the diabetic foot. To measure
the foot temperature, a via hole has been realized on the board in correspondence of
the sensing pad of each temperature sensor, assuring the thermal transfer between the
bottom and the top of the insole, through the application of a silver-based conductive
paste. The flexible circuit was incorporated between the first and the second layer of
the two antibacterial polyurethane-based layers architecture, designed in accordance
with the typical requirements of diabetic foot insoles.

3 Results

The developed smart insole is shown in Fig. 4. The prototype results lightweight
and minimally invasive. To evaluate the performance, preliminary laboratory testing
were performed in order to compare the temperature valuesmeasured by the proposed
system and an accurate infrared thermometer on the top of insole.

The mean and the standard deviation of the error calculated for 15 measurements
for all temperature points are reported inTable 1.Moreover, to assess the loadpressure
acquisition, five end-users (47.2±12.3 years old and 26.3±2.1 Body Mass Index)

Fig. 4 a Top and b bottom
view of the flexible smart
insole
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Table 1 Main features of the smart insole

Feature Smart insole system

Temperature accuracy (compared with infrared
thermometer)

±0.27 °C (range 25–40 °C)

Max mean peak pressure for all measurements
points

235±21 kPa (10 Hz sample rate)

Insole weight <60 g

Power consumption Max 86.3 mW

Battery Lithium-Ion Button cell 600 mAh

performed static and dynamic actions on the BTS baropodometry P-Walk platform,
wearing the insoles. The differences between the data acquired with the P-Walk
platform and the developed insole are also reported in Table 1 (for the comparison the
offset due to the polyurethane layers were evaluated and compensated).Moreover the
weight and the power consumption of the system are reported. Based on the results,
the developed system shows high performance in temperature/pressure detection.

4 Conclusion

A smart insole system for continuous temperature and load pressure foot monitoring
in daily activities was presented for diabetes patients. The data were acquired from
eight different points on the foot plantar both for temperature and load pressure
parameters useful for the ulcer prevention. The preliminary laboratory tests validate
high accuracy level in temperature data acquisition.Moreover good performancewas
obtained for the foot load distribution evaluation by using minimally and passive
pressure sensors. Ongoing studies are focused on the integration of a low-power
elaboration and transmission unit to allow for a final coupling with antibacterial
socks.
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Identification of Users’ Well-Being
Related to External Stimuli:
A Preliminary Investigation

Filippo Pietroni, Sara Casaccia, Lorenzo Scalise and Gian Marco Revel

Abstract In this paper, the authors have investigated the possibility of evaluating
the well-being of the user, in relation to external stimuli, by means of continuous
monitoring of physiological quantities. This preliminary analysis has interested the
extraction of features from Electro-Dermal Activity (EDA) signal and their correla-
tion with different emotional states (i.e., Arousal). A low-cost system for continuous
monitoring of EDA has been described, together with the experimental setup and
the processing techniques applied. A unique indicator, which combines the features
extracted from the rawwaveform, has been discussed in the paper and applied in post-
processing. The implementation of the processing algorithms and the computation
of the novel indicator allow to discriminate, with a statistical significance, the user
perception, in case of high emotion events (i.e., from low level Arousal<3 to high
level one,>6). More investigation is needed to improve the processing technique and
validate the preliminary results obtained.

Keywords Electro-Dermal activity · Wearable sensor · Signal processing

1 Introduction

In Europe, the total population older than 65 is expected to increase from 22%
by 2015 to 27.5% by 2050, while the population aged over 80 may grow more
than 4% in the same period. According to experts, this increasing trend will have
a deep impact on several aspects, which affect the quality of life of millions of
people around the world [1]. From a technological point of view, emerging assistive
technologies together with ubiquitous and pervasive computing could increase the
quality of life of aging people who decide to stay at home [2–4]. Moreover, the
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development of dedicated assistive technologies might help in saving resources from
medical services. For example, the Italian Smart Cities project “Health@Home:
Smart Communities for citizens’ wellness” (H@H) has focused on this aspect. One
of its main objectives has been the development of a technological framework to
collect data from heterogeneous devices, together with the deployment of services
(i.e., health care, social care) to assist the user within the home environment [5].
Despite a lot of research is focused on the application of physiological monitoring
(e.g., Heart Rate—HR, Heart Rate Variability—HRV, Blood Pressure, etc.), only
a few efforts have been made towards monitoring and regulating the aging adult’s
arousal state, which is usually indicative of stress or mental illness. In fact, these
are fundamental aspects in the self-perception of well-being [6]. In addition, the
lack of human-machine interfaces in interpreting the patients’ emotional states is a
severe drawback [7]. Moreover, continuous monitoring of Arousal level in the aging
adult is essential for understanding and managing personal well-being regarding
mental state. Several physiological features have been widely used in the literature,
which measure alterations of the central nervous system (e.g., HRV, Nasal Skin
Temperature) [8, 9]. One of themost interesting physiological markers is the Electro-
Dermal Activity (EDA), as it allows to quantify changes in the sympathetic nervous
system. Therefore, EDA has been tested in numerous works to assess the Arousal
level of the patients. Wearable sensors are most appropriate to continuously measure
EDA from the patients, given their performance in providing detailed user-specific
information. In the state of the art, there are some examples of EDA sensors, which
differ for the data transmission protocol, the sensing elements, or the integration of
additional sensor in the measuring process [10]. Differently from other physiological
signals, i.e., Electrocardiogram (ECG), the features to be extracted from EDA are not
standardized: however, there are several studies that focus on this aspect, together
with the identification of algorithms and application in software solution [11–13].
EDA may find application in several fields, from the assessment of cognitive load
[14], the quantification of stress [15, 16], the classification of emotional states [17]
and the evaluation of the user response after relaxation processes, e.g., music or
meditation [18, 19]. The aim of this work is to provide a preliminary investigation of
the EDA signal, in relation to different emotional states of the participants involved
in the trial. The sensor adopted will be presented, together with the implementation
of an existing algorithm to extract useful features from the signals acquired.

2 Materials and Methods

Today, bio-signals are increasingly gaining attention beyond the classical medical
domain, into a paradigm, which can be described as “Physiological Computing”.
The modern uses of bio-signals have become an increasingly important topic of
study within the global engineering. So far, physical computing has mostly been
characterized by the adoption of hardware, which dealswith requirements that are not
completely compatible with the needs of bio-signal acquisition, (e.g., high tolerance
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Fig. 1 Raw signal acquired from BITalino EDA sensor module

to noise, low sampling rates, no need for galvanic isolation, etc.). According to this,
the BITalino acquisition board has been developed [20]. The platform comes as a
single board, with its onboard sensors pre-connected to analog and digital ports on
the control block. However, it is designed in such way that each individual block
can be physically detached from the main board, allowing people to use it in many
different configurations. The hardware is then supported by an open-source software
(OpenSignals), which allows the end-user to acquire waveforms through Bluetooth
communication protocol and store data. The EDA acquisition module developed
for BITalino allows the measurement of skin resistance (0–1 M�) through the raw
data acquired (pre-conditioned analog output, high SNR, 10 bits). Figure 1 shows
an example of such raw signal acquired within a test, which is affected by noise,
probably due to the wireless transmission protocol or other devices in the test room.

The application of manipulation processes (i.e., down-sampling and signal filter-
ing, as described in the next section) can reduce such noise and provide a smooth
waveform for the extraction of useful features. The complete BITalino board has a
cost in the order of 150–200 e, while the EDA module is about 25 e. However, a
calibration curve for the EDA signal has been provided for the circuit design of the
BITalino board itself, so this should be used with such device.

3 Experimental Setup

The aimof this preliminary investigation is to evaluate the possibility to compute real-
time user emotional state from EDA features extracted. Next paragraph describes the
experimental setup for the tests conducted. Then, the algorithm to extract information
from EDA is discussed, together with the open-source software, which allows a finer
analysis and the identification of additional quantities. A novel indicator, which
combines the features extracted from the signal, is discussed.
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Fig. 2 Concept of the trials conducted

3.1 Participants and Trials

Figure 2 summarizes the concept of the trial conducted. The examiner, which will
be in the control room for all the duration of the test, prepares the test room and the
participant. The participant is seated in this room, with no external noises during the
trial. He is asked towear the EDAelectrodes, one on the left index and the other on the
left middle finger and an accelerometer on the left thumb. The BITalino board and the
sensor modules have been fixed in the left arm of the subject by means of a prototype
container (i.e., a running strap, Fig. 3) to facilitate the installation procedure. The
participant will be asked to look at a series of pictures, which will be projected in
the room at fixed time steps (i.e., 5 s of blank image with description of what they
will see, 6 s for the image projection, 20 s black screen). During the black screen,
they will be asked to fill in the survey with their personal reaction to the image they
have seen. In the control room, the examiner launches the EDA acquisition software,
waits for 5 min (needed to provide a stable EDA measure), then launches the slides
presentation. The images have been extracted from a large database provided by
the International Affective Picture System (IAPS). In the state of art, this database
has been widely adopted to investigate possible correlations between the emotional
status and physiological quantities (e.g., EDA [21], EEG [22], Heart Rate Variability
[23], or personal sensations [24, 25]).

Figure 3 shows the 9-point evaluation scale used to provide user emotional feed-
back about the image. TheArousal index has been primarily adopted, which indicates
if an image induces a passive (1) or active (9) reaction to the user. The image presen-
tation consisted of 36 images, chosen from the IAPS and placed in a random order
within the slides, with the following criterion:
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Fig. 3 Left: Prototype of EDA acquisition device. Right: Evaluation scale for IAPS

• Arousal index between 1 and 3: 12 (no criterion for Valence or Dominance);
• Arousal index between 4 and 6: 12;
• Arousal index between 6 and 9: 12.

The main aspect the authors want to investigate in the paper is if and how EDA
features change according to the different Arousal level (i.e., the classification pro-
vided by literature). However, the personal sensations provided by the user through
the surveys have been collected and will be analyzed in future, to find if they agree
with the ones derived in the state of the art. This trial has involved 7 healthy and
young subjects (5 males, 2 females, age: 30±8 years, weight: 70±12 kg, height:
177±9 cm).

3.2 Data Processing and Features Extraction

The data acquired within the trials have been processed in MATLAB environment.
The first elaboration is the implementation of a previous algorithm found in literature
[10]. Figure 4 enumerates the different steps that will be described below.

Fig. 4 Processing algorithm for EDA signal manipulation and features extraction
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Fig. 5 Original EDA signal and filtered one within the first minutes of a trial

Fig. 6 Identification of all onsets and offsets of EDA signal

First, the raw EDA signal is converted to provide the correct measurement unit
(microSiemens, μS). According to the BITalino specifications, this is achieved by
converting the values sampled from the channel into a sensor resistance value (M�)
and then by inverting this value. After this step, a down-sampling is performed, from
1 kHz to 20 Hz. The application of a low-pass 1.5 Hz IIR filter (Butterworth, 1st
order) allows to reduce the signal noise, as shown in Fig. 5.

Then, a derivative filter is applied to highlight the differences in the signal slope.
The interest is then focused on the positive part of this signal only (i.e., the first thresh-
old applied in this stage). A zero-crossing detection algorithm has been implemented
to identify the onset and offset of each EDA event (i.e., they have been identified as
the local minimum and maximum of EDA signal and so the zeros of the derivative
waveform) (Fig. 6).

With these peaks identified, three features have been computed:

• Duration of an event [s]: time deviation between offset and onset;
• Amplitude of the event [μS]: deviation between EDA at offset and at onset;
• Slope of the event [μS/s]: ratio Amplitude/Duration.

The next step consists of removing possible outliers from the events identified:
a threshold value has been identified for Duration feature and has been applied at
this stage. According to the algorithm described in [10], the events with number of
samples lower than Fs/2 are detected and removed from the list. Next, the last and
first sample of two consecutive detected events are evaluated, and the second event is
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unconsidered if the distance between them is lower than Fs ∗ 5. Finally, these events
have been divided into three groups, according to the level of Arousal from literature.

Parallel to this evaluation, the open-sourceLedalab software has been investigated.
This has proven to provide accurate algorithms for the discrimination of EDA related
events and is adopted frequently as comparison methodology [26, 27]. According to
the results of the previous works in the state of art, the Continuous Decomposition
Analysis methodology (CDA) has been adopted to extract EDA features, which are:

• nSCR: number of significant events within the response window;
• Latency [s]: latency of first significant SCR (Skin Conductance Response);
• AmpSum [μS]: sum of SCR-amplitudes of significant SCR;
• SCR [μS]: average phasic driver, representing phasic activity;
• ISCR [μS * s]: area (i.e. time integral) of phasic driver;
• PhasicMax [μS]: maximum value of phasic activity;
• Tonic [μS]: Mean tonic activity of decomposed components.

Detailed information about the decomposition algorithm and features computed
can be found in [11]. The second kind of elaboration has consisted in merging the
quantities collected (e.g., Duration,Amplitude and Slope computedwith the previous
algorithm) into a unique indicator. As presented in a different work [28], the indicator
collected for the analysis has been the area of a polygon, whose apices are the
quantities computed in the previous stage. The equation for the area is the following:

I N3 � log10

(
1

2
· sin(α) · (Am · Du + Du · Sl + Sl · Am)

)
(1)

where: α is the angle between apices (i.e., 120°);Am andDu are the computedAmpli-
tude of EDA events [μS] and the computed Duration of the events [s] respectively
and Sl is the Slope [μS/s]. Similarly, for the data provided from the Ledalab software,
the equation to get data from the quantities collected (i.e., Latency, AmpSum, SCR,
iSCR, PhasicMax) is:

I N5 � log10

(
1

2
· sin(β) · (La · Am + Am · SCR + SCR · i SCR + i SCR · Ph + Ph · La)

)

(2)

where β is in this case equal to 72°.

4 Analysis of Results

EDA events, identified through the application of the processing algorithm, have
been grouped into three categories, as cited above, according to the different Arousal
level. A possible event, correlated with the projection of a picture, is searched in a
time window of about 15 s. Then, for each subject, the investigation has interested
the number of events identified and the three features (Duration, Amplitude and
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Fig. 7 Example of EDA processing result for Subject 1 (*: statistical difference, p<0.005)

Slope), particularly the average value and the 95% confidence interval. An example
is reported in Fig. 7.

As expecting, the number of EDA events increases with the level of Arousal
perceived by the subject and the same occurs for the numerical values of the fea-
tures computed (i.e., an increase in the emotional state generates events with higher
Amplitude, major Duration, etc.).

In some cases, the differences are statistically relevant, meaning that it could
be possible to identify possible thresholds to discriminate these situations (e.g., a
threshold value for stress level). This is an interesting preliminary result that may
induce the authors to continue the investigation of this methodology. The second
analysis has interested the application of the open source software Ledalab and
the features extracted with the application of the algorithm embedded. The results
obtained (Fig. 8) appears to be in linewith the ones obtained from the first processing.
In fact, features related to the Amplitude of the EDA signal (i.e., AmpSum, SCR,
Phasic) are correlated with the increase of the Arousal index. This result suggests
that the features extracted by the CDA methodology should be investigated better,
i.e., to include them in the algorithm described previously. Then, the novel indicator
(IN3 for the first analysis, IN5 for the case of data from Ledalab) has been computed.
Figure 9 shows an example of the variations in the area computed, according to an
increase in Arousal level. It appears that a major effect, so an increase in the area,
occurs in the first case, meaning that the algorithm adopted can better discriminate
the differences in user’s perception.

A statistical analysis, by means of 95% Confidence Interval (CI) for t-Student
distribution, has been conducted to verify if the three categories are statistically
different one from another.
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Fig. 8 Results for the application of Ledalab processing tools for all the subjects involved in the
trial (*: statistical difference occurred, p<0.005)

Fig. 9 Polygons computed from the quantities measured. a Features from processing algorithm. b
features from Ledalab software

As shown in Fig. 10, it appears that the index proposed is able to discriminate, with
statistical significance, only the extreme conditions (i.e.,Arousal <3andArousal >6).
This result agrees with the one obtained in Fig. 7 for the Slope of the EDA events,
suggesting that the proposed indicator is valid. However, a deeper investigation is
required to assess if other algorithms or methodologies allow to get more accurate
information, or more discrimination power.

5 Conclusions

In this work, the authors have investigated the state of the art and described the appli-
cation of an EDA measuring device for the assessment of the arousal level of users
[10]. Trials have been conducted with the aim of evaluating if the features computed
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Fig. 10 IN3 95% CI (left) and numerical values for the indicators IN3 and IN5 (right)

from EDA (i.e., Duration, Amplitude, Slope) are correlated with the emotional state
of the user (Arousal level). The application of the processing algorithm has allowed
the identification of such features from the raw EDA signals and results have val-
idated the hypothesis of direct correlation between the increase in the emotional
state and higher numerical values of the EDA features. The same results have been
obtained for the quantities calculated with the Ledalab software, suggesting that both
the processing methodologies are able to discriminate these correlations. The novel
indicator proposed and discussed in the paper allows to discriminate not all the cases
(i.e., the three categories related to Arousal), but is accurate, in case of high user
perception. Such EDA analysis methodology can be tuned for different scenarios
and applications, to identify additional correlations, e.g. related to thermal comfort,
as in [29].
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Smart Transducers for Energy
Scavenging and Sensing in Vibrating
Environments

Slim Naifar, Carlo Trigona, Sonia Bradai, Salvatore Baglio and Olfa Kanoun

Abstract The possibility to scavenge energy from vibration and to measure, at the
same time, additional information, such as physical characteristics of the incoming
source of energy, is of great interest in themodern research. This includes autonomous
sensing elements, smart transducers and innovative methods of measurements also
in the context of “industry 4.0”. The pursued approach concerns an electromagnetic
transducer able to harvest energy coming from the environment (kinetic source of
energy), as consequence, charges will be accumulated inside a storage capacitor. It is
also capable tomeasure themechanical power and transmits the information by using
an optical method. It is worth noting that the proposed architecture works without
conditioning circuits or active elements. The smart transducer for energy scavenging
is designed and experiments are performed showing the suitability of the proposed
device.

Keywords Smart transducer · Energy harvesting ·Mechanical power sensor
Electromagnetic mechanism · Vibrating environments · Industry 4.0

1 Introduction

With the wide advancements in the field of autonomous sensor nodes [1], self-
sustainedmeasurement systems [2] and smartWSNs [3], the interest in smart devices
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has extremely increased also from the point of view of energy harvesters [4, 5]. In
this context, significant progresses have been made in several fields including energy
scavenging and novel transduction mechanisms [5] used in telecommunications,
Internet of Things (IoT), automotive, biomedical and industrial equipments [6–9].

This latter area of application arouses also interest in the perspective to supply
or to sustain innovative sensors, MEMS and intelligent transducers [10–12] in the
context of the industry 4.0 [13]. Literature presents several methods and architectures
in order to scavenge energy from available sources including light, wind, thermal
gradient, RF and kinetic vibration of devices or environments [4]. It is worth noting
that these sources can be converted into electrical power through the adoption of
active materials (PZT, PVDF, etc.), by using electrostatic principles, magnetoelectric
principles or through the adoption of electromagnetic transducers [14–17].

In this work, the attention will be focused on kinetic vibration, which represents
the most abundant and ubiquitous surrounding energy. The conversion mechanism
regards an electromagnetic approach in the perspective to generate greater power
density compared with other approaches and longer life time [15].

It must be observed that literature shows several examples of energy harvester,
novel designs, mechanisms and innovative principles in order to improve its perfor-
mance also in terms of capability to generate more power, to increase its efficiency
or to modify the spectral response [4, 5, 17]. However, few works have been pre-
sented concerning the possibility to use the same transducer as a “smart” device.
This enables to scavenge energy from the environment and, at the same time, to
sense physical quantities with the prerogative to be passive and to transmit the infor-
mation of the measurand. In fact, several research groups present devices based on
various transduction principles but, very often, focusing the attention on a specific
prototype which is only able to store energy or to perform only measurements and
to transmit the data by using an active circuit [18].

A preliminary study of a prototype able to perform the mentioned functions is
accomplished in [19], where authors propose a piezoelectric transducer able to store
energy in a capacitor and simultaneously tomeasure the external level of acceleration.

The presented work is based on an electromagnetic transducer which is able
to scavenge energy from ambient vibration, to measure the level of kinetic power
applied to the transducer and to transmit its information through an optical readout
and an optical fiber.

It is worth to mention that the proposed architecture is a battery-free electromag-
netic oscillator able to work in vibrating environments also in presence of very weak
power kinetic sources (in the order of tens ofµW). The paper is organized as follows:
Sect. 2 presents the working principle of the proposed device; Sect. 3 is devoted to
the description of the experimental setup and Sect. 4 to the experimental results and
to the characterization of the conceived device.
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2 Theory of Operation

This section presents the working principle of the smart device used as energy scav-
enger and sensor of kinetic power in vibrating environments. The architecture is
composed of three sections: (1) a mechanical oscillator (mechanical transducer) able
to convert external vibration (input source such as induced movements, shock and
impressed kinetic energies) into oscillation of a structure composed of an electromag-
netic transducer which is a second order mechanical oscillator (mass-spring-damper
system).

The proposed transducer as shown in Fig. 1a is based on the use of a mechanical
spring with low stiffness~60 N/m where a coil is attached, furthermore a proof
mass~3 g is located at the tip of the spring. In order to generate electrical power,
magnets are fixed and surrounded by the moving coil. In presence of low-level
external kinetic vibration, a variable output voltage (induced Lorentz voltage) will
be generated.

(2) A conditioning architecture is used to scavenge the energy coming from the
vibrating environment and storing the charges inside a load capacitor (see Fig. 1b)
through the adoption of a full bridge rectifier which is composed of three silicon
diodes and a Light Emitting Diode (LED); (3) a transmission method based on this
latter element (the LED) is used to transmit the information of the input kinetic source
by using an optical readout strategy and a fiber to connect the conceived device with
an optical receiver. It is worth noting that the LED will intermittently turn ON and
OFF when the kinetic vibration level is higher than the threshold value of the diode.
The output signal, which is a square waveform, is correlated with the amplitude of
the input signal (the mechanical power).

Coil support

Coil (moving)

Magnets (fixed)

Mechanical spring

Electromagnetic
transducer

S
N
S
N Optical 

receiver

Optical fiber

(a) (b)

Fig. 1 Schematic of the proposed device: a is the proposed transducer and b is the conditioning
architecture
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3 Experimental Setup

The experimental setup is composed of a shaker (VebRobotron Type 11077) driven
by a function generator in order to emulate the external kinetic vibration. A feedback
displacement sensor (Opto NCDT1800) is placed on the shaker close to the elec-
tromagnetic transducer in order to monitor the amplitude and the waveform of the
applied vibration. A full bridge rectifier composed of three silicon diodes and a LED
diode is used as an AC/DC converter, in order to harvest the energy in a load capac-
itor of 22 µF. It is also used to transmit the information (level of kinetic vibration)
by using the LED. The experimental setup includes a photo-receiver (HFBR-2523Z
Series from Avago Technologies) which gives a zero value when the diode is ON,
and a high value when the diode is OFF. As will be presented in the experimental
section, the output signal measured across the optical receiver is correlated with
the amplitude of the kinetic source. Figure 2 shows the experimental setup used to
characterize the device.

4 Results and Discussion

The task to be accomplished in this experiment is the characterization of the harvester
used as a sensor to measure mechanical power. For this purpose, the sensor was
tested with a real vibration profile measured in a lawn mower and reproduced by an
electrodynamic shaker with different scale factors.

Figure 3 represents Vout , which refers to the voltage across the capacitor (see
Fig. 1), for 9 different scale factors of the profile. The mechanical powers are calcu-
lated by using the Root Mean Square (RMS) of the applied vibration amplitudes and

Two power supplies

Displacement 
sensor 

Electromagnetic
converter

Shaker

Oscilloscope

Controller

Labview
controller

Fig. 2 Experimental setup used for the characterization of the smart device
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Fig. 3 Voltage across the
capacitor for different
applied mechanical powers

the corresponding accelerations, obtained through the laser displacement sensor for
each applied scale factor.

As can be seen in Fig. 3, the maximum output voltages obtained at 7.9 µW and
12.5 µW are around 1.82 V and 2.49 V respectively.

Furthermore, in order to evaluate the performance of the device as sensor, the
voltage across the optical receiver (HFBR-2523Z) is analysed. Figure 4 shows the
voltage output of the bridge rectifier, Vout , and the optical receiver, Vopt , for 12.5µW
mechanical power. The aim is to define a relation between the applied mechanical
power and the number of pulses in the voltage output of the optical receiver.

The output voltage of the optical receiver is shown in Fig. 5 for four applied scale
factors which corresponds to mechanical powers from 10.4 to 12.5 µW. Results
indicate that no pulses are obtained for 10.4 µW. It is noted that 1 pulse is observed
for 11 µW, 11.9 µWand 5 pulses are detected for 12.5 µW input power respectively
(Fig. 5).

Figure 6 shows the calibration diagram of the transducer based on the number of
pulses. Five measurements are done for each of the applied mechanical power. The
graph shows the linear interpolation of the mean value of the number of pulses (red
line) and the two blue dashed lines represent the maximum uncertainty. The number
of pulses in the voltage across the optical receiver is evaluated for four excitation
amplitudes which correspond to mechanical powers from 10.4 to 12.5 µW. The
maximum measured uncertainty is 1.25 pulses. The sensitivity of the sensor in this
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Fig. 4 Voltage output of the
bridge rectifier (Vout) and the
optical receiver (Vopt) for
12.5 µWmechanical power

Fig. 5 Output voltages
across the optical receiver
(Vopt)
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Fig. 6 Calibration diagram
for the sensor based on the
number of pulses

case is about to 2.4 pulses/µW and the resolution estimated during the metrological
characterization corresponds to around 11 µW.

5 Conclusion

In this work an electromagnetic energy transducer, which is capable to harvest kinetic
energy from ambient vibration, to measure the applied mechanical power to the
transducer and to transmit the measurement results through an optical readout, is
conceived, realized and characterized.

The developed system is studied as energy harvester in order to charge a load
capacitor in presence of real vibration appliedwith different scale factors. In addition,
the system is characterized as a mechanical power sensor. Results indicate that the
sensor has a sensitivity of about 2.4 pulses/µW. The resolution estimated during the
metrological characterization corresponds to 11 µW.
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RMSHI Solutions for Electromagnetic
Transducers from Environmental
Vibration

Sonia Bradai, Carlo Trigona, Slim Naifar, Salvatore Baglio and Olfa Kanoun

Abstract The demand for harvesting energy from ambient has increased due to the
advancement in the field of smart autonomous systems where a self-power source is
needed. Kinetic vibration presents one of the main interesting and available source
in the environment. However, to store energy from such source, different design
requirements should be achieved considering the environmental vibration properties
(hundreds of Hz and at low vibration levels, less than few m/s2). It should be also
noted that only hundreds of mV can be generated from vibration converters. In this
work, an energy harvester systembased on an electromagnetic converter and a passive
energy management circuit based on the Random Mechanical Switching Harvester
on Inductor (RMSHI) architecture are developed. Results show that also in presence
of a generated voltage less than 100 mV, it is possible to store the energy inside a
load capacitor. Further, the use of the proposed approach, based on mechanical and
passive switch, enables to improve significantly the voltage outcome.

Keywords Electromagnetic energy harvesting · Bistable-RMSHI
Mechanical switches ·Wideband vibration · Zero voltage threshold
Random excitation
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1 Introduction

Self-powered systems present a technological solution for different applications
where safety and accessibility are limited [1]. One of the promising solution to
power such systems is to harvest energy from environmental sources [2]. During
the last decades, different researches have been conducted to design transducers to
harvest energy and to power wireless systems or recharge batteries from ambient
sources such as thermal gradients [3], kinetic vibration [4], solar [5], etc. Due to its
availability in indoor and outdoor environment and its relative high energy density
compared to the others [6], vibration presents an interesting available source [7].
Nevertheless, several challenges have to be overcome in this case: first, real vibra-
tion profiles have different forms of excitation correlated to the specific application
and are more characterized with broadband frequency [8]. Second, real vibration
profiles are characterized by a frequency limited to several hundreds of Hz and an
amplitude of displacement to several millimeters or centimeters [7–9]. Therefore,
harvesting and storing energy from a real vibration profile is very challenging. Dif-
ferent principles can be used, such as: piezoelectric [9, 10], electromagnetic [11,
12] and magnetoelectric [13, 14] and also approaches based on novel active mate-
rials [15]. In this paper we will focus the attention on electromagnetic transducer
considering its higher performances in terms of efficiency and density of generated
power as respect the other already mentioned principles [6]. Based on the state of
the art, two main aspects should be taken into account to design the electromagnetic
transducer. The first aspect considers its mechanical design which can be based on:
(1) the use of a moving magnetic mass and the exploitation of nonlinear behaviors
which are typically used [16] to increase the bandwidth of response. However, this
concept cannot be used in metallic environments which can influence the dynamic of
the moving magnets. (2) the use of a moving coil with fixed magnets. In this case the
macroscale system is more linear and the generated voltage at the mechanical reso-
nant frequency is typically limited to hundreds of millivolts [11]. The second aspect
is to rectify and store the generated voltage from the transducer. In this case, exist-
ing solutions present several limitations. In fact, approaches based on diode bridge
rectifiers impose a threshold of about 1.4 V. This represents a limit considering the
low-amplitude output generated from the transducer, in this context some solution
has been proposed in literature in order to overcome this limit [9]. Other solutions like
SSHI (Synchronized Switch Harvesting on Inductor) [17] are useful only in the case
of a sinusoidal output voltage which is not the case for real applied excitations where
the generated voltage profile is random. It should be noted that this approach is based
on active switches (transistor or MOSFET). In this paper, an energy harvester able
to scavenge energy from random real profile excitation is presented. The system is
based on electromagnetic principle using a moving coil which enables its implemen-
tation in different environments. As well an optimized passive management circuit
is implemented to store the low-level energy which is based on the RMSHI approach
proposed in [18]. It is worth noting that the system here presented is suitable to be
used as scavenger or sustainer for sensors [19] and autonomous multi-sensors archi-
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tectures [20] which can be applied for several fields including telecommunications,
automotive, civil engineering, healthcare systems, geophysical [21–24]. The paper
is structured as follows: In Sect. 2, the working principle of the proposed device is
presented. Section 3 is devoted to present the experimental setup and Sect. 4 for the
characterization of the realized system.

2 Working Principle

This section concerns the working principle of the conceived system. The proposed
electromagnetic harvester is based on the use of a mechanical spring where a coil is
attached and moving in presence of external vibration. 10 ring magnets are placed
inside the coil support, as shown in Fig. 1. One of the main limitation of converter
based on a moving coil is overcome with the proposed design based on a contactless
solution between the coil wires and the mechanical spring which leads to a better
robustness for the entire system. Under a specific applied external vibration (i.e. less
than 9.81 m/s2 in presence of wideband noise limited to 50 Hz), an output voltage
with the level of few hundreds of mV is generated.

Considering this low-level voltage and the presence of wideband kinetic signals,
in order to store the energy, we propose a bistable RMSHI management circuit.
Due to its nonlinear (bistable) behavior, the performances of the entire system are
improved in the case of real vibration [7, 18], in this specific case we have used lawn
mower. The RMSHI bistable circuit is based on the use of a diode bridge, a capacitor,
an inductor and a mechanical switch which consists of a cantilever brass-beam and
two stoppers. A permanent magnet is attached at the tip of the beam and a fixed
magnet is placed in the front of the oscillator in repulsive force condition to obtain
the bistable behavior (Fig. 1). The figure also evinces the two mechanical stoppers
(SI, SS) used as electrical contacts for the circuit. The system switches between the
two stable states as consequence of the external applied vibration.

S
N
S
N

Coil support

Coil (moving)

Magnets (fixed)

Mechanical spring

VL

Vout
C

L

Ss

SI

Mechanical switch

Electromagnetic transducer

Fig. 1 Schematic of the proposed energy harvesting system
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Fig. 2 Schematic for the used experimental setup

3 Experimental Setup

The proposed system is tested under real vibration profiles reproduced by using an
electrodynamic shaker (VebRobotron Type 11077) controlled with a closed loop
implemented through a LabVIEW routine. The applied profiles are measured using
a laser sensor (Opto NCDT1800). The acquisitions are pursued by using an oscil-
loscope (LeCroyWaveRunner® 6050A). Two power supplies are used to power the
laser sensor and the shaker. Figure 2 presents the schematic for the used experimental
setup to evaluate the proposed system.

The realized harvester and management circuit parameters are presented in
Table 1.

4 Results and Discussion

In this section, the characterization of the bistable RMSHI for electromagnetic trans-
ducer is accomplished. The first investigation concerns the optimal capacitance value
C, as shown in Fig. 1. In this context, Fig. 3 presents the output voltage (Vout) for dif-
ferent capacitances varying from 0.22 to 22 µF when a simulated random vibration
profile is applied. As it can be seen, the value of 22 µF represents the best tradeoff
between the stored energy and the time constant of the system. A maximum power
of about 2.5 nW has been obtained in about 5 s. This value is selected for the rest of
the experiments.
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Table 1 Parameters of the realized energy harvesting system

Parameter Value

Electromagnetic converter housing volume 12.3 cm3

Mechanical spring stiffness 60 N/m

Mass 3 g

Ring magnets 6×2×2 mm3

Coil wire thickness 0.1 mm

Number of turns 600

Coil resistance 35 �

Energy management circuit volume 168 cm3

C 22 µF

Fig. 3 Voltage output using
a bridge rectifier with
mechanical switch

In the following, measurements were conducted using the vibration imposed by a
lawn mower and reproduced by using the shaker with different scale factors in order
to evaluate the energy output of the converter using the proposed bistable energy
management circuit. Figure 4 shows the Vout and the corresponding peak to peak
voltage output from the converter, VL, for six different scale factors of the excitation.
The output voltages through the converter are 0.06, 0.31, 0.55, 0.75, 0.88 and 0.91 V
for the six applied scale factors.
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Fig. 4 Voltage output using
a bridge rectifier with
mechanical switch

Figure 5 shows the output voltage across the capacitor and the corresponding
voltage output from the converter with the presence of the bistablemechanical switch
and in absence. The voltage VL is measured with a differential probe with a scale
of 1/10. Results shown in Fig. 5 demonstrate the possibility to harvest the energy
in case of low output voltage from the converter which is less than~100 mV due
to the use of RMSHI solution. It must be observed that this value is below the
diodes threshold voltage. The use of mechanical switch improves the voltage output
from~0.02 to~0.5 V. This confirms that, for an applied random excitation, the use
of a nonlinear behavior ensures better performance for the system compared to a
standard bridge rectifier [25, 26].

Figure 6 shows the calibration diagram of the proposed system. The red line refers
to the interpolation of voltage output and the two blue lines represent the maximum
measured uncertainty, evaluated at one sigma, for the five measurements done for
each vibration profile. The voltage output across the capacitor is measured for the six
applied scale factors of the real vibration profile, which corresponds to mechanical
powers from about 2 to 12.50 µW. The maximum estimated uncertainty is 0.04 V.
The sensitivity of the sensor in this case is about to 0.011 V/µW.
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Fig. 5 Comparison of
output voltage using a bridge
rectifier with and without
mechanical switch

Fig. 6 Calibration diagram
of the converter. The
maximum uncertainty is
evaluated at one sigma
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5 Conclusion

This work focuses on the nonlinear bistable RMSHI vibration energy harvesting
system. An electromagnetic converter and a bistable based on RMSHI principle
energy management circuit are developed and characterized using real vibration
profile with different scale factors. It is demonstrated that the system is able to store
an amount of energy within a passive energy management circuit also in presence of
under threshold voltage, wideband and low amplitude kinetic signals.

A maximum output voltage of about 0.125 V was measured in presence of a
mechanical power of about 12.50 µW. The sensitivity of the system corresponds
to~0.011 V/µW. The proposed solution is suitable to be used to collect energy from
real vibration due to the use of RMSHI principle.
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Characterization of Sensorized Porous
3D Gelatin/Chitosan Scaffolds Via
Bio-impedance Spectroscopy

Muhammad Ahmed Khan, Nicola Francesco Lopomo, Mauro Serpelloni,
Emilio Sardini and Luciana Sartore

Abstract Conductive scaffolds are highly used in tissue engineering for bone defect,
nerve regeneration, cardiac tissue constructs and many others. Currently, most meth-
ods for monitoring cell activities on scaffolds are destructive and invasive such as
histological analysis. The research aimed at sensorizing and characterizing a porous
gelatin/chitosan scaffold, hence this “Intelligent Scaffold” can behave as a biosensor
for evaluating cell behaviour (cell adhesion, proliferation) along with directing cel-
lular growth. Thus, in this research, three-dimensional (3D) gelatin based scaffold
has been transformed into conductive scaffold and both the scaffolds are character-
ized and compared in terms of their electrical conductivity. Carbon black has been
used as a doping material to fabricate a Carbon-Gelatin composite conductive scaf-
fold. The scaffolds are prepared by Freeze drying method and carbon black has been
homogeneously embedded throughout the gelatinmatrix. The scaffold behaviourwas
characterized by Bio-impedance Spectroscopy method. The preliminary experimen-
tal results showed that the conductivity of carbon-gelatin/chitosan scaffold increases
around 10 times as compared to simple gelatin scaffold. Thus, these results elucidated
the importance of carbon black clustering for development of a conductive network.
This shows that carbon black provides conducting path and hence in future, even a
small change of cellular activity can be determined by impedance fluctuation within
the scaffold.
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1 Introduction

Tissue engineering provides an alternative to conventional and classical transplanta-
tion methods, which involves regulation of tissue progression and cell behaviour via
designing and development of synthetic extracellularmatrix (ECM) that assists tissue
regeneration [1, 2]. The fundamental approach used in tissue engineering includes the
fabrication of scaffolds, which provide the suitable environment and stimuli for cell
growth, differentiation, proliferation and supports functional tissue genesis [3–6].

Many different biopolymers have been engineered and investigated (natural and
synthetic) for scaffolds fabrication. Among these, gelatin is widely used because of
its unique characteristics including biodegradability, biocompatibility and hydrogel
properties [7]. Gelatin is a protein fragment, formed by partial degradation of colla-
gen fiber. It contains free carboxyl groups that can combine with chitosan to form
a Gelatin/Chitosan network by means of hydrogen bonding [8, 9]. Gelatin/Chitosan
hybrid scaffold has been reported to be useful and effective for skin, nerve, bone,
muscles and cartilage tissue engineering [10–14]. Chitosan is a linear polysaccharide
and is among the most abundant natural polymers found in nature. It has been widely
used in tissue engineering because of its non-toxicity, biodegradability, biocompati-
bility and anti-bacterial effect [15]. It is produced by alkaline deacetylation of chitin
[16–18] and has the capability to interact with adhesion proteins, growth factors and
receptors [17, 19].

In addition, along with high strength, high electrical conductivity is also desir-
able in tissue engineering including neural tissue engineering [20], cardiac tissue
engineering [21] and bone engineering [22]. Hence, in order to increase conduc-
tivity, carbon-based fillers such as graphene, carbon black, graphene oxide, carbon
nanotubes and carbon fibers are widely used [23]. Carbon black fillers are preferred
over metal fillers as they don’t undergo oxidation, whereas, metal fillers get oxidized
and creates an insulation layer on particles surface [24]. Other advantages of hybrid
composites made from carbon black fillers include: light weight process capabilities,
flexibility, low production costs and absorption of mechanical shock [25].

Along with tissue regeneration, monitoring of cellular activities on scaffold is
also very critical in tissue engineering. Currently, most methods for monitoring cell
activities are destructive and invasive such as histological analysis [26]. Thus, there
is a need of non-invasive, user-friendly, robust and quick sensing technique that
can provide continuous real-time monitoring of cellular activities. Hence, to pro-
vide a non-invasive solution, “Confocal imaging microscopy” is used for observing
cell culture growth and differentiation with higher cellular resolution. However, this
approach has its own limitations and needs optimization for tissue engineering appli-
cation. In this method, the scaffold has to be sliced in thin pieces of 200–300 mm
to allow enough light penetration. In addition, the scaffold material should have low
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auto-fluorescence along with optically transparent feature [27]. In order to over-
come this limitation, another technique “electrochemical impedance spectroscopy
(EIS)” has been introduced that monitors cell activity by correlating biological cel-
lular phenomenawith electrical impedancemeasurements. EIS has been proved as an
efficient method for the real-time analysis of biological systems both in vitro [28–30]
and in vivo [31]. According to Giaever and Keese [32, 33], as the cells spread and
attach on a conductive surface, they change the area available for current flow and
cause a fluctuation in the electrical impedance of system. Therefore, the change in
impedance characteristics can be correlatedwith cell spreading, attachment and other
cellular activities. This methodology was then used in [34] to measure the epithe-
lial cells proliferation. Moreover, electrical impedance measurement is also used to
monitor attachment, morphology and spreading of fibroblasts cells in culture [35].

Thus, in the presented research, 3D Gelatin/Chitosan (G/Ch) scaffolds are doped
with carbon black (C), which transforms the simple G/Ch scaffold into conductive
sensorized carbon-based composite scaffold (G/Ch/C). The scaffolds are then charac-
terized by bio-impedance monitoring method. In first part of the paper, methodology
and materials has been described; which includes scaffold fabrication and experi-
mental setup used to perform scaffold characterization. Whereas, in the later section,
results are discussed in terms of bio-impedance measurement and electrical conduc-
tivity analysis.

2 Materials and Methods

2.1 Scaffold Preparation

The simple scaffold is mainly composed of gelatin (G), chitosan (Ch) and
poly(ethylene glycol) diglycidyl ether (PEG), whereas in carbon based scaffold,
conductive carbon black (C) is added as an additional element. In order to prepare
scaffold, 5 g of G was dissolved in 50 ml distilled water with gentle magnetic stirring
at maintained temperature of 40 °C. Afterwards, 1.4 g of PEG was added which
acts as a cross linker and facilitates cell adhesion. Nextly, chitosan solution (2%
wt., 30 g) was added into G/PEG mixture. To obtain G/PEG hydrogel, the reaction
mixture was gently stirred at 40 °C for 20 min and poured into the glass plate for
gel formation. Then the gel was cut into rectangular bar and frozen by dipping into
liquid nitrogen bath maintained at a temperature of −196 °C. The frozen samples
were freeze-dried for sublimation of ice crystals. Finally, in order to further increase
the degree of grafting, the dried Gelatin/Chitosan scaffolds were placed into an oven
under vacuum for 2 h at 45 °C. The preparation procedure for carbon black based
scaffold (G/Ch/C) is similar to G/Ch scaffold, only with an addition of carbon black.
The final composition of prepared scaffolds are listed in Table 1. The structural,
mechanical and biological characterization of prepared scaffold has been reported
in [36].
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Table 1 Scaffold composition

Scaffolds Composition Physical
structure

G (%) PEG (%) Ch (%) C (%)

G/Ch scaffold 72 20 08 –

G/Ch/C
scaffold

62 14 17 07

2.2 Experimental Setup and Measurement Protocols
for Bio-impedance Spectroscopy

The experimental setup used to analyze impedance response of scaffold is shown in
Fig. 1. Both G/Ch and G/Ch/C scaffolds were cut into same rectangular shape and
size with length, width and thickness of 13 mm, 1.5 mm and 0.8 mm respectively and
weremade hydratedwith distilledwater. The impedance analyzer “hp 4194A” is used
with its terminals connectedwith two ends of scaffold. The analyzer is interfacedwith
LabVIEW software, which controls the analyzer operation and records the measured
impedance values. ImpedanceMeasurements are then analyzed onMATLAB, where
its magnitude, phase shift and conductivity is evaluated. The parameters set for
impedance analyzer operation includes: Frequency Sweep: 10 kHz–3 MHz, Sweep
Type: Linear, Sweep Mode: Repeat, Data Averaging: 4, Integration Time: Medium,
Total No. of Points: 401 and Sample Rate: 200 ms.

3 Result and Discussion

3.1 Bio-impedance Measurement

The preliminary experimental results (Fig. 2) show that hydrated scaffold (with dis-
tilledwater) changes its impedance responsewith respect to time. Initially, at 7 h, scaf-
fold shows more capacitive behaviour which progressively turns into resistive after
72 h. As scaffold responds differently at different time period in terms of impedance
fluctuation, therefore, in future this characteristic would be helpful to monitor the
cell activities on scaffold. In addition, the results exhibit that by adding carbon black
the impedance value of G/Ch/C (Fig. 2b) scaffold decreases as compared to G/Ch
scaffold (Fig. 2a) which will also increase the overall conductivity of carbon based
scaffold.
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SCAFFOLD IMPEDANCE ANALYZER
(hp 4194A)

LabVIEW – Impedance 
Analyzer InterfaceImpedance Measurements 

Analyzing Tool

Electrodes to Impedance Analyzer

Fig. 1 Schematic representation of experimental setup

3.2 Electrical Conductivity Analysis

From impedance magnitude, resistive values were extracted and it was found that
internal resistance within scaffold structure decreases as carbon black was added.
This suggests the formation of perfect embedded electric network between carbon
black and gelatinmatrix. Furthermore, resistive valueswere used to evaluate the elec-
trical conductivity (σ) of simpleGelatin/Chitosan and carbon-basedGelatin/Chitosan
scaffold using “Pouillet’s Law Equation” (Eq. 1).

σ � L

R ∗ A
(1)

where “σ” is scaffold’s electrical conductivity, “L” is the distance between elec-
trodes, “R” is the scaffold’s resistance and “A” is cross-sectional area of scaffold. A
comparative analysis of the scaffold’s conductivity shows that carbon black strongly
enhanced the electrical conductivity (around 10 times) as compared to G/Ch scaffold
(Table 2).
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(a)

(b)

Fig. 2 Impedance Measurement of: a wet G/Ch scaffold at different hours b wet G/Ch/C scaffold
at different hours

4 Conclusion

In this research G/Ch has been sensorized and transformed into a conductive G/Ch/C
scaffold. As gelatin based scaffold was not highly conductive, therefore, using a suit-
able conductive filler was necessary to increase its conductivity. The scaffolds are
electrically characterized via bio-impedance spectroscopy method and experimen-
tal result shows that carbon black decreases the internal resistance and increases
the conductivity of scaffold approximately 10 times which shows the develop-
ment of conductive network throughout the scaffold. Hence, the obtained results are
quite promising and it is expected that in future, cell activities could be monitored
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Table 2 Scaffold conductivities at different observation hours

Observation
hours (h)

Hydrated G/Ch scaffold Hydrated G/Ch/C scaffold

Conductivity
(minimum) (S/m)

Conductivity
(maximum)
(S/m)

Conductivity
(minimum) (S/m)

Conductivity
(maximum)
(S/m)

07 0.022 0.064 0.24 0.51

24 0.016 0.057 0.13 0.19

48 0.036 0.072 0.31 0.54

72 0.043 0.059 0.70 0.74

non-invasively via impedance measurement technique. Thus, future analyses will
include the seeding of different cellular types in order to identify specific impedance
variations due to cell activities.
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Fast Multi-parametric Method
for Mechanical Properties Estimation
of Clamped—Clamped Perforated
Membranes

Luca Francioso , Chiara De Pascali , Alvise Bagolini ,
Donatella Duraccio and Pietro Siciliano

Abstract The knowledge of material properties like Young’s modulus and residual
stress is crucial for a reliable design of devices with optimized performance. Sev-
eral works discussed on the determination of the mechanical properties of thin/thick
films and microstructures from deflection measurements by a profiler. This work
provides an approximate solution for the load-deflection response of perforated
membranes clamped on two opposite edges subjected to quasi-point pressure loads
applied by a profilometer. SixNy/a-Si/SixNy thin film membranes of different sizes
and porosities were fabricated by unconventional 100 °C PECVD process using sur-
face micromachining approach. Tri-layer thin films were mechanically characterized
by nanoindentation tests and residual stress measurements based on the wafer curva-
turemethod. Load-deflectionmeasurementswere done by applying quasi-point loads
in the range 4.9–9.8 μN. Finite Element Analysis was used to model the mechanical
behavior of the membrane, in agreement with the deflection data measured by pro-
filometer. The elastic modulus measured by nanoindentation was used as reference
for the perforated membranes load-deflection analytical function identification. An
approximate analytical lawwas developed,which explicates themaximumdeflection
amplitude as a function of geometric features (sizes and thickness) and mechanical
properties (Young’s modulus and residual stress). It was validated numerically and
experimentally; it was able to provide an estimation of the residual stress of CCFF
perforated membranes, starting from measured data of deflection, for single or mul-
tiple loads; also, it can be used in a complementary way to calculate the Young’s
modulus from deflection data and residual stress information.
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1 Introduction

Performance, reliability and lifetime of microelectromechanical systems (MEMS)
are strongly influenced by the quality of the materials and fabrication processes. The
design of a MEMS device is often supported by prediction models that solve the
electro-mechanical behavior by using proper numerical methods. To obtain more
useful and realistic results, the numerical simulation should be based on measured
materials properties, geometries and applied conditions. The preliminary knowledge
of properties like residual stress andYoung’smodulus validate the numerical analysis
results, for a better evaluation of the potential performanceof the device in specific use
applications and conditions. The mechanical characterization of structural materials
is usually performed on ad hoc thin film test samples, however an in situ evaluation by
direct measurements on the MEMS device could provide more realistic information
on specific properties of interest.

A surface profiler can be used to measure the deflection to quasi-point applied
loads of suspended structures (beams, cantilevers or membranes, for example).
Young’s modulus and stress can be indirectly and approximately calculated from
the load-deflection response, by using numerical models of comparison or by apply-
ing analytical solutions, exact or approximate, of the load-deflection equation. In
[1–6] the displacement of thin- and thick-films, cantilever, plates and shells, under
uniform loads and different conditions applied on the edges (simple support, clamp-
ing, free-edges) was discussed and correlated to the mechanical properties of the
materials. However, to the best of our knowledge, it is not clearly available an exper-
imentally derived approximate function to solve the relation between mechanical
properties and nonlinear large deflection for specific membranes with two opposite
edges Clamped and the other two Free (CCFF) subjected to quasi-point pressure
loading.

Aimed to solve this lack, thiswork provides an approximate analytical description,
validated by measurements and simulations, of the nonlinear large deflection of
CCFF perforatedmembranes subjected to quasi-point pressure loads.Multilayer thin
film membranes of different sizes and porosity were fabricated by unconventional
ultra-low temperature (100 °C) PECVD of SixNy/a-Si/SixNy. Hardness and Young’s
modulus of the structural tri-layer were measured by nanoindentation test at different
penetration depths. By using a profilometer and applying thewafer curvaturemethod,
the residual stress of each deposited layer was measured, and that of the tri-layer
was calculated by applying the Stoney’s formula [7]. The mechanical behavior of
the membrane, in terms of maximum displacement under load, was analytically
descripted as a function of different parameters, both geometric and mechanical.
Hence, an estimation of Young’s modulus and stress can be indirectly obtained from
the maximum deflection of the membrane under increasing loads measured with a
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profilometer. An interesting effect of the micromachining process on the mechanical
properties of the investigated thin filmswas foundwith respect to the valuesmeasured
on thin film samples.

2 Fabrication and Mechanical Characterization

2.1 Fabrication of CCFF Perforated Membranes

CCFFmembranes were fabricated using standard IC fabrication equipment, 6 inches
diameter process substrates and SEMI standard silicon wafers. A 6 μm thick sacri-
ficial photoresist was deposited (AZ 4562), patterned by standard photolithography
and baked at 200 °C for 30 min before PECVD. Next, the membrane multilayer
was deposited by PECVD of SixNy 190 nm, a-Si 320 nm, SixNy 210 nm, at a tem-
perature of 100 °C. The membrane multilayer was patterned with photolithography
and etched using IC standard TEGAL900 plasma etching. Finally, the cap structures
were released from the sacrificial layer by oxygen plasma using a Matrix resist strip-
per with etching temperature of 200 °C, 400 W power and 16 min etch time. CCFF
membranes with different porosities and side lengths were realized, with a perfora-
tion diameter of 5 μm and a non-perforated frame at the edges, around the central
perforated area, about 13–15 μm wide. The porosity, calculated as perforated area
per total area of the membrane, was in the range 8–32% for various geometries. A
SEM image of suspended CCFF membranes is shown in Fig. 1.

2.2 Mechanical Properties of the Structural Tri-layer

Martens and Vickers micro hardness and Young’s modulus of the structural tri-
layer were measured by nanoindentation at different penetration depths (100, 400
and 600 nm) using a FISCHERSCOPE HM 2000XYm tool. For each investigated
indentation depth, the test was programmed for reaching the final peak within 20 s,
with a dwell time of 5 s at the maximum depth to check for residual creep. For
each depth, ten indentations were made to account for the scatter caused by foreign
particles or porosity. The results pointed out lowest values of hardness and Young’s
modulus at 100 nmof penetration, while the average values at highest depths are quite
similar. Martens Hardness of 6439.8 ± 108.7 N/mm2, Vickers Hardness of 1115.4
± 22.8 GPa and Young’s modulus of 136.6 ± 1.1 GPa were recorded at 600 nm of
penetration depth, which takes into account all structural layers.

The residual stress of the thin films was evaluated by wafer curvature measure-
ments performed before and after deposition using mechanical profilometry (Kla-
Tencor P-6). Three profiles were measured along the diameter of each sample, with
a separation offset of 5 mm. A standard deviation better than 3% was obtained for
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Fig. 1 SEM image of suspended SixNy/a-Si/SixNy perforated membranes

all stress data. A residual stress of 108 MPa (2 MPa std. deviation), compressive,
and +261 MPa (1 MPa std. deviation), tensile, was measured for silicon nitride and
a-Si, respectively. The residual stress of the tri-layer was calculated by applying the
Stoney’s equation [7], using the thickness and the residual stress of each layer, and
it resulted of about 63 MPa, tensile.

3 Deflection Model of a Perforated Membrane

This work was aimed to counteract the scarce information available in literature up
to this date on the nonlinear large deflection of CCFF membranes subjected to a
quasi-point loading. First, a mechanical analysis was performed on sub-micrometer
thick CCFF perforated membranes, based on a parametric investigation as a function
of the mechanical and geometric parameters of major interest.

A given membrane exhibit a higher deflection under load after perforation, the
same experienced by an identical unperforated membrane with higher Young’s mod-
ulus given by [8, 9]:
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ENP � EP/ (1 − P) (1)

with P porosity and EP elastic modulus of the perforatedmembrane. However, E is an
intrinsic property of thematerial and invariantwith respect to perforation.Conversely,
perforation tends to reduce thin film residual stress [10]. The curvaturemethod cannot
be applied on perforated thin films, hencemore sophisticated techniques (e.g. optical,
SEM-assisted) has to be considered for in situ stress measurements.

The deflection law developed in this work is the interpolation function of the
maximum deflection experienced by a CCFF membrane under increasing loads.
FEA on the load-deflection behavior of CCFF perforated membranes was performed
using Comsol Multiphysics software. As indicated by multi-parametric simulations,
the maximum deflection under load ωmax increases with L linearly, but it decreases
with h, W and E with allometric law, given by:

ωmax (p) � apb (2)

with p chosen parameter (h or W or E) and a and b (<0) fit coefficients. Instead,ωmax

varies with stress and load as

ωmax (p) � A + B exp(pC) (3)

A, B and C are fit coefficients and p is the chosen parameter (σ or F).
From these results, the following deflection law for a CCFF perforated membrane

was derived:

ωmax � ω0 + ωNS f (σ ) (4)

whereω0 represents the intrinsic displacement due to residual stress state, in absence
of applied load; the second term on the right side of the Eq. (4) describes the dis-
placement due to an external load. If the membrane has negligible stress (ω0 �0)
and the Eq. (4) reduces to a no-stress form ωNS:

ωNS � 3.4L(F/hW E)0.45 (5)

Otherwise, ω0 ��0 and ωNS is modulated by the stress though f (σ), given by:

f (σ ) � F0.1[2 − exp(−0.004Fσ )] (6)

4 Measurements and Results

Load-deflectionmeasurementswere done by aKLATencor P-6 profilometer on three
perforatedmembranes of sizesW×L equal to 200×300, 200×400, 300×300μm,
and porosity ranging between 31.8 and 33.3%. An example of deflection profiles of
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Fig. 2 Deflection profiles of
a perforated membrane with
sizes W × L: 200 μm×
300 μm, under increasing
loads, measured by
profilometer

a perforated membrane (200×300 μm) under increasing loads, measured by pro-
filometer, is reported in Fig. 2. The applied load was in the range from 4.9 to 9.8 μN.
Since the perforation doesn’t modifies the elastic modulus of the material, the value
measured by nanoindentation (136.6 GPa) remains meaningful for the perforated
membranes. Instead, the effective residual stress of each membrane was calculated
by interpolation of themaximumdeflection versus load using the Eqs. (4–6). Figure 3
shows the variation of the maximum deflection versus load, for three investigated
CCFF perforated membranes, and the data interpolation by using the Eq. (4). For
all membranes, it was found that the stress was smaller than the value measured on
the continuous tri-layer (about 63 MPa), as reported in Fig. 4. This result was also
confirmed by FEA simulations, in which the best agreement between numerical and
measured deflection data (in terms of the maximum deflection under a quasi-point
pressure load applied to the center of the membrane) was found for smaller values of
stress (Table 1). For those membranes larger than 200×300 μm, the deflection law
slightly overestimates the residual stress predicted by FEA. Two main effects could
explain this reduction: the perforation of the tri-layer and its structuration in form of
suspended membrane clamped on two opposite edges.

The results obtained and reported in Table 1 demonstrate that: (i) the numeri-
cal model is in full agreement with the experiments; (ii) the approximate analytical
function developed to describe the deflection under quasi-point pressure loads of
CCFF perforated membranes is in full agreement with the measurements; (iii) per-
foration and structuration of the tri-layer in form of CCFF perforated membrane act
by reducing the residual stress with respect to the value measured by curvature test
on continuous tri-layer.
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Fig. 3 Maximum deflection
measured on three different
perforated membranes under
increasing loads:
interpolation by using the
Eq. 4 and corresponding
FEA results. Membranes
sizes: W × L: 300 μm×
300 μm—200 μm×
300 μm—200×400 μm

Fig. 4 Residual stress of the
investigated membranes,
calculated by FEA and by
interpolation using the Eq. 4

5 Conclusions

An approximate function, experimentally and numerically validated, was developed
and used as interpolation function of the maximum deflection of CCFF perforated
membranes under increasing quasi-point pressure loads, measured by a surface pro-
filer. The dependence of the load-deflection behavior of the membrane versus dif-
ferent parameters, both geometric and mechanical, was explained and modeled. As
main results for the investigated cases, the proposed deflection law provided a deflec-
tion estimation in line with experimental data; further, it can also be indirectly used
to obtain an estimation of Young’s modulus of the investigated system, starting from
simple and fast stylus profiler data.
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Table 1 Measured and simulated maximum deflections under increasing applied loads, for three
perforated membranes

Perforated
membrane

Method Applied load, F

4.90 μN 5.88 μN 6.86 μN 7.84 μN 9.80 μN

300×300 Profiler
deflection
(μm)

0.42 0.48 0.54 0.65 0.73

FEA
deflection
(μm)

0.40 0.47 0.55 0.62 0.76

200×300 Profiler
deflection
(μm)

0.47 0.55 0.62 0.70 0.83

FEA
deflection
(μm)

0.46 0.56 0.63 0.71 0.86

200×400 Profiler
deflection
(μm)

0.72 0.83 0.91 1.01 1.18

FEA
deflection
(μm)

0.71 0.84 0.96 1.07 1.28
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Improvement of the Frequency Behavior
of an EC-NDT Inspection System
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Abstract The non-destructive testing based on eddy currents (EC-NDT) is an in-
field inspection technique mainly used to detect and characterize defects in con-
ductive materials. This technique is adopted in many industrial, manufacturing and
aerospace applications. Today, in aeronautical and industrial applications, new thin
carbon fiber materials often substitute metallic materials as aluminum, copper and
so on. Therefore, the actual trend of EC-NDT is the in-field inspection of these very
thin materials. Considering the skin depth of induced eddy current, the thinness of
these materials imposes the use of higher frequencies than those typically adopted in
traditional tests. Due to the inductive load of the excitation coil, the voltage required
to obtain the desired current values could reach very high values. The use of reso-
nant excitation circuits couldmitigate this problem. The article describes the effect of
some real resonant circuits on the improvement of feeding high-frequency EC-NDT
probes in terms of required voltage and power.

Keywords Eddy current test · Non destructive test · Resonance · High frequency

A. Bernieri (B) · G. Betta · L. Ferrigno · M. Laracca · A. Rasile
Department of Electrical and Information Engineering, University of Cassino and Southern Lazio,
Via G. Di Biasio 43, 03043 Cassino, Italy
e-mail: bernieri@unicas.it

G. Betta
e-mail: betta@unicas.it

L. Ferrigno
e-mail: ferrigno@unicas.it

M. Laracca
e-mail: m.laracca@unicas.it

A. Rasile
e-mail: a.rasile@unicas.it

© Springer Nature Switzerland AG 2019
B. Andò et al. (eds.), Sensors, Lecture Notes in Electrical Engineering 539,
https://doi.org/10.1007/978-3-030-04324-7_74

629

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04324-7_74&domain=pdf
mailto:bernieri@unicas.it
mailto:betta@unicas.it
mailto:ferrigno@unicas.it
mailto:m.laracca@unicas.it
mailto:a.rasile@unicas.it
https://doi.org/10.1007/978-3-030-04324-7_74


630 A. Bernieri et al.

1 Introduction

EddyCurrent basedNonDestructiveTesting (EC-NDT) is an in-field inspection tech-
nique mainly adopted for detecting and characterizing flaws on metallic materials.
The basic operating principle of this kind of test is very simple [1]. An excitation coils
induces eddy currents in the specimen under test while magnetic sensors, or sensing
coils, measure the reaction magnetic fields. The presence of defects in the specimen
under test modifies the magnetic reaction fields. This field variation, through suit-
able processing techniques based on inversion models or experimental analysis, can
highlight the presence and size of defect. A key element of an EC-NDT instrument
is the EC probe. Typically, it is composed by three elements: (a) the exciting coil, (b)
the measurement sensor and, (c), the mechanical facility where both the (a) and (b)
elements are located. As for the exciting coil, the maximum allowed current and the
factor of merit Q (meant as the ratio between the inductive and resistive impedance
of the coil) are very important project parameters. The excitation coil must guarantee
hundreds of milliamps of the excitation current and high values of Q factor to induce
acceptable eddy current values in the specimen under test.

Today, new carbon fiber materials are involving many industrial and aerospace
applications. These materials introduce new defect types and, consequently, they
impose new EC-NDT test conditions and probes. In detail, the inspection of these
materials is imposing the use of frequency much higher than the previous ones, up to
someMHz. In these cases, the higher frequency, the higher the overall impedance of
the excitation coil, the higher the voltage excitation required to achieve the desired
current values. This leads to problems in developing and realizing the current ampli-
fier that feed the excitation coil increasing the overall cost and reducing the overall
bandwidth. To overcome this problem, in this paper the effect of some resonant cir-
cuits developed to reduce overall voltage and power required to feed the excitation
coils is analyzed. In detail, after some theoretical remarks about the resonating cir-
cuits in EC-NDT testing, two set-up have been realized and compared for frequencies
up to 1 MHz.

2 Some Theoretical Notes to the Resonance Condition
in an EC-NDT Probe

The resonance frequency in a RLC dynamic circuit (see Fig. 1) is the frequency at
which the reactive components of the impedance have the samemodules and opposite
phases. In this condition, the impedance of the circuit is theoretically composed by
only a resistive part, and in particular, it reaches the minimum module.

In general, defining the overall impedance as:

Z � R + j(XL−XC) (1)
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Fig. 1 RLC series circuit

Fig. 2 Simplified electronic
circuit for an eddy-current
probe in air

where XL = ωL and XC = 1/ωC, under resonance conditions, i.e. when XL = XC , we
have that Z is equal to R.

Resolving with respect to the pulsation, ωL=1/ωC, the resonance frequency can
be determined by:

f r � 1/(2π
√

(LC)) (2)

A coil connected to a power source by a conductor cable represent the typical
configuration of an Eddy-Current probe.

The equivalent electrical circuit of this configuration, ignoring the parasitic cou-
plings, consists of a series of a resistor and an inductor (RL) [2, 3]. This is shown
in Fig. 2, where the inductor represents the ideal coil and the resistor represents the
overall resistance of the coil and of the connection to the electrical source.

Consequently, the equivalent impedance is given by:

Z0 � R0 + jωL0 (3)

Equation (3) shows that the impedance increases as the frequency increases, so
the voltage on the coil required to operate the same current through the system must
increase.

This schememodels anECTcoil in the air.When the coil is closer to an electrically
conductive material, an electromagnetic coupling occurs between the coil and the
surface of the material. The equivalent circuit of the whole system must be extended
to model the coupling interaction [4–6].

The coupling with the surface of a conductive material modifies the electrical
properties of the probe and the system could be approximated to an equivalent circuit
containing the components that modify the electrical characteristics. The coupling
interaction can be modeled by the circuit shown in Fig. 3, where the equivalent
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Fig. 3 Simple transformer
circuit model for an
eddy-current probe coupled
to the surface of an
electrically conducting
material

Fig. 4 Coupled ECT system
equivalence circuit, adapted
from [6]

Fig. 5 Coupled
eddy-current probe
equivalence circuit with
effective resistance and
inductance

circuit of the system is schematized using the classical model of a transformer with
ohmic-inductive elements (RL) [2–4].

The overall impedance, Z1, of the system can be formulated using Kirchoff’s laws
[6]:

Z1 � R0 + jωL0
(
1 − k2

)
+

ωL0RMk2

R2
M + ω2L2

M

(ωLM + j RM) (4)

where k is the coupling factor.
Using the approximation of the uniformity of the magnetic field interaction, the

resistive and inductive components of the secondary circuit are considered to be
equal in the module (ωLM �RM) as shown by the [6], and (4) can be written as:

Z1 � R0 + jωL0 +
1

2
ωL0k

2(1 − j) (5)

Z1 � Z0 +
1

2
ωL0k

2(1 − j) (6)

Figures 4 and 5 identifies final results.
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where:

Z1 � R1 + jωL1 (7)

R1 � R0 + �R � R0 +
1

2
ωL0k

2 (8)

L1 � L0 + �L0 � L0

(
1 − 1

2
k2

)
(9)

To bring us back to the situation in Fig. 1, a series capacitor must be inserted in
the circuit.

The total impedance of the system is:

Z � R0 + ωL0
k2

2
+ j

ω2CL0

(
1 − k2

2

)
− 1

ωC
(10)

and the expression of the resonance frequency, fr, is given by:

fr � 1

2π
√
CL0 − k2

2 CL0

(11)

3 Some Theoretical Notes on the Double Resonant Circuit

In classic series resonant circuits, the maximum current is limited by the power
generator output current capability. When the current needs to be increased a double
resonant circuit can further double the coil current. This circuit is typically called
double resonant circuit [7] (see Fig. 6). It consists of two equal value capacitors,
labeled C, and a magnetic coil (i.e. the EC-NDT probe).

To calculate the resonant frequency, first we need to define the resonant condi-
tions. The requirements for resonant is such that at a given frequency the imaginary

Fig. 6 Double resonant
circuit
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(reactive) portion of the input impedance, Z, is equal zero. The impedance is purely
resistive at resonance.

Img(Z) � Img(Zs) + Img(Zp) � 0 (12)

In Fig. 6 the coil resistance (R) is usually small value and parasitic to the coil.
The small resistance has no measurable effect on the resonant frequency circuit. To
simplify the resonant frequency calculation, the small resistance is excluded.

The two capacitors forming the resonant circuit are the same value (CS �CP �
C).

Looking at ZP only, it is a classic parallel resonant. The imaginary portion of ZP is
given by (13). In addition, ZS is just a capacitor. For a simple capacitor, the imaginary
part of ZS is just its reactance giving by (14).

Img
(
Z p

) � 1

ωC − 1
ωL

(13)

Img(Zs) � 1

ωC
(14)

Now substitute the (13) and (14) into the (12) (resonant condition), it becomes
the (15).

1

ωC − 1
ωL

+
1

ωC
� 0 ⇒ 2ωC � 1

ωL
(15)

Next is solving for frequencyω. The result is showing in (16) which is the current
amplified resonant frequency ω0.

ω0 � 1√
2CL

(16)

f0 � 1√
2

1

2π
√
LC

(17)

C � 1

2L(2π f0)
2 (18)

Remembering that ω0 �1/
√
LC is the classic (series or parallel) resonant fre-

quency and rearranging the (16) and (17), we can found that the new resonant fre-
quency is related to the classic series or parallel resonant frequency by a factor of
1/

√
2 times. The reason for the resonant frequency is lower, is because the double

resonant circuit has two capacitors. Further rearranging Eq. 17, the capacitance is
obtained in Eq. 18.

As for the coil current, considering the circuit in Fig. 6, applying the Kirchhoff’s
voltage law (KVL) to parallel resonant loop (CP, L, and R), ignoring the small coil
resistance R and considering that CP and CS are equal, we obtain
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jωL IL +
− j

ωC
IC � 0 ⇒ ωL IL � IC

ωC
(19)

IL � IC
ω2LC

(20)

From (16), the resonance frequency is ω�1/
√
(2LC). Now substituting (16) into

(20) and simplifying we obtain:

IL � IC
(

1√
2LC

)2
LC

� 2IC (21)

From Eq. 21 and Fig. 6 we obtain that the magnetic coil current is two times the
capacitor CP or CS current. From the illustration in Fig. 6, the two capacitor currents
are flow into the coil at the same time. Thus, the double resonant circuit is achieving
current magnification.

Then, from (21) IC is one-half of IL and substitute IC from (21) into (22) it results
that:

IL � IS + IC (22)

IL � IS +
1

2
IL (23)

IL � 2IS (24)

In conclusion, the current coil (IL) is twice amplified respect to the source current
IS.

4 First Experimental Results

Considering what stated in [8] and the previous authors’ experience in EC-NDT and
RLC measurements [9–12], a suitable experimental set-up has been realized to test
resonant and double resonant circuits.

The use of a variable decade capacitor inside the excitation coil supply circuit
allowed the obtaining of the resonance conditions for the different frequencies.
Figure 7 show the test set-up for the single resonant circuit.

The considered EC-NDT probe [8, 10] has an excitation coil composed by 180
square coils. It shows a resistance R equal to 1.19 � and a inductance L of 87.42
μH. All the experiments have been carried out on aluminum specimen. Initially,
an experimental characterization of the frequency behavior of the probe impedance
magnitude for frequencies up to 1 MHz was performed. Results are shown in Fig. 8.
It is possible to highlight that at the frequency of 1 MHz the impedance magnitude
becomes higher than 500 �. In this condition an exciting current of 0.3 A, that is
typical for EC-NDT, requires more than 150 V across the current amplifier. Then,
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Fig. 7 Block Diagram and equivalent electrical circuit of the improved EC-NDT excitation circuit.
The resonant value of C0 is highlighted

Fig. 8 Experimental
Behavior of the impedance
magnitude versus the
frequency

the performance comparison between single and double resonant circuits have been
executed for the frequency range 15 kHz–1 MHz. Results have been also compared
with those obtained in absence of resonance. Figures 9 and 10 show the obtained
results in the case of resonant excitation (magenta line), double resonance excitation
(green line) and absence of resonant excitation (blue line) for the required voltage
and power respectively.

It is possible to highlight that the presenceof the resonant circuit or double resonant
circuit always guarantees a voltage that is much lower than the non-resonant circuit
(on average about 12 times lower in the examined situation). In addition, in the
case of absence of the resonant circuit, the current amplifier is unable to provide the
required current for frequencies greater than 700 kHz while it correctly operates up
the 1 MHz in presence of the resonance excitation and double resonance excitation.
Moreover the double resonance circuit requires a power lower than the resonance
circuit.
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Fig. 9 Required excitation
voltage for an imposed
current of 0.3 A

Fig. 10 Required Power for
an imposed current of 0.3 A

5 Conclusion

The paper shows first experimental results on resonant EC-NDT probes to overcome
the problem of feeding high-frequency EC-NDT coils. In particular, realized test
highlighted the real benefits of single and double resonant circuits. The use of a
double resonance circuit is able to reduce the power required by the generator with
respect to the single resonance circuit.

The final aim of the proposed research is the realization of a smart excitation
probe with embedded variable electronic capacitors able to impose double resonant
conditions automatically for sinusoidal signal from few kHz up to hundreds of MHz.
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