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Preface

The adoption and diffusion of information technology have gone through decades of
developments and major shifts. It has progressed from developing and adopting single
isolated systems to large integrated systems to cloud computing. It has taken major
twists and turns with the adoption of mobile technology, Web-based services, wearable
technologies, and the Internet of Things. The focus of Working Group 8.6 of the
International Federation of Information Processing (IFIP) is the diffusion, adoption, and
implementation of information and communication technologies.

This book presents the proceedings of the 2018 Conference of the IFIP WG8.6.
IFIP WG 8.6 has a tradition of focusing on the new developments in the adoption and
diffusion of technology, systems, and the resulting information that is produced and
used for different purposes. The conference was held in Portsmouth, UK, and was
hosted by the University of Portsmouth, which showed true academic spirit and gen-
erously offered all conference facilities free of charge and for this we are very grateful.

The theme of the conference was the adoption of new classes of technology that are
being used everyday by individuals, organizations, sectors, and society. We particularly
welcomed research that questioned how emerging technologies are adopted and
appropriated in organizations and everyday life and the impact they are having.
However, we also remained open and committed to the wider theme of the IFIP 8.6
working group. All papers were double-blind reviewed by at least two expert
reviewers. We followed a constructive reviewing process to develop papers and direct
authors to other types of submissions when the criteria of full papers were not met. This
resulted in 16 full-length papers and two short papers being accepted to be presented at
the conference and published in the proceedings, in addition to other poster-style
papers to be presented in the conference and that did not appear in the proceedings. The
acceptance rate, therefore, was nearly 50%. We are indebted to members of the Pro-
gram Committee for their help in the reviewing and selection process and providing
their comments to us in a timely manner making this event possible.

This book is organized into five parts to reflect the themes of the papers. Part I
includes papers that address the adoption of different smart technologies ranging from
analytics to smart home devices. Part II presents papers that discuss the adoption and
use of social media and different sharing economy models. Part III includes papers that
examine the adoption of different Internet-based technologies in government and
developing countries. Part IIII includes papers that investigate the general topics of IT
project management. The final part includes papers that examine different IS concepts
and theories.

Events like these cannot be staged without considerable help and advice from
others. Our meeting would not have been possible without the hard work of Peter
Bednar as the local organizing chair and Penny Ross as member of the local organizing
team. We hope that our meeting and the collection of papers included in these pro-
ceedings expand our understanding of the plethora of new technologies that are being



offered and adopted in different types of organizations and walks of life and that more
work will follow to advance our knowledge in this regard.

September 2018 Amany Elbanna
Yogesh Dwivedi
Deborah Bunker
David Wastell
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Establishing an Analytics Capability
in a Hospital

Bendik Bygstad1(&), Egil Øvrelid1, and Thomas Lie2

1 Department of Informatics, University of Oslo,
Gaustadalléen 23 B, Oslo, Norway

{bendikby,egilov}@ifi.uio.no
2 Østfold Hospital, Kalnesveien 300, 1714 Grålum, Norway

Abstract. Much of the information produced in hospitals is clinical and stored
for the purposes of documentation. In practice, most of it is never used. The
potential of analytics is to reuse this information for other purposes. This is
easier said than done, because of technical, semantic, legal and organizational
hindrances. In particular, hospitals are not organized to leverage the value of big
data. In this study we ask, what does it take to establish an analytics capability in
a large hospital? Our empirical evidence is a longitudinal study in a high-tech
hospital in Norway, where we followed the development an analytics capability,
and assessed the organisational benefits. We offer two findings. First, the ana-
lytics capability is much more than the technology; it is the network of analytics
technology, an analytics team and the medical and administrative decision
makers. Second, we identify institutionalization, both organizationally and
temporally, of the analytics process as the key success factor.

Keywords: Hospital analytics � Digital infrastructure � Analytics capability

1 Introduction

This study deals with the challenge of establishing an analytics capability at hospitals.
The motivation is both practical and theoretical. From a practical point of view, most
hospitals produce large amounts of clinical and administrative information every day,
but mainly for documentation needs. Most of it is never used for other purposes, such
as analytics, in order to support decision-making and improvement processes. From a
theoretical perspective, we know much about analytics in general, but much less about
analytics in hospitals.

Several challenges have been identified:

• The current portfolios of Health systems are often fragmented and silo oriented,
making it difficult to get access to data [1]

• Data are defined and stored in many formats, and the lack of technical and semantic
standardisation makes it difficult to combine data from many sources [2]

• Security and privacy concerns are certainly important in the health sector, but also
puts serious limitations on the reuse of data [3]

© IFIP International Federation for Information Processing 2019
Published by Springer Nature Switzerland AG 2019.
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One issue is clearly under-researched; the organisational aspect of hospital ana-
lytics, which deals with the managerial (and to some extent the clinical) use and
benefits. Although there is a body of research within strategic management of com-
mercial health organisations [4], the organisation and culture of hospitals are naturally
focused on medical treatment. Therefore, we have much less knowledge on how to
organise and use analytics, than we have on the technical and application issues. For
instance, we know that analytics is more than simply the technology solutions, but what
this actually means in a hospital is less clear. We also know little about which gov-
ernance regime that is effective; should it be centralised or distributed?

Our lens to understand this topic in more depth is analytics capability, which we
broadly understand as the ability to produce relevant information, and benefit from
analytics [5]. In this explorative study we investigate what is takes to establish an
analytics capability in a large hospital, and our research questions are:

• What are the requirements for an analytics capability for a hospital?
• How do we organize an analytics capability for a hospital?

We proceed by reviewing the current research on analytics in general, and the
particular challenge of hospital analytics. Then we present our method and empirical
evidence, which is a case study in Norway. Our findings highlights that the analytics
capability is much more than the technology; it is the network of analytics technology,
an analytics team and the medical, administrative and clinical decision makers.

2 Relevant Research

We conduct our research within the information infrastructure perspective [6], which
focuses on socio-technical networks, not single systems. This stream of literature have
mostly been occupied with evolution of the user base through bootstrapping, network
economics and cultivation, and to a lesser degree investigated how re-use of the
information contributes to inform patterns of production and performance.

2.1 Analytics

Analytics is defined as “the extensive use of data, statistical and quantitative analysis,
explanatory and predictive models, and fact-based management to drive decisions and
actions” [7:9–10]. The definition highlights two important aspects; it is extensive use of
data (i.e. Big Data, not simply using quantitative material) and the aim is to drive
decisions and actions (not simply providing background information for managers).

Both the media and research have provided spectacular examples of how analytics
(and “Big Data”) have provided new insights and competitive advantage. Global
platform firms, such as Google and Facebook, base their multisided business models on
analytics, and in the public sector police and tax authorities use analytics to uncover
new patterns and insights. In industrial and retail environments, process analytics
provides a tool for on-going improvement and optimisation [7].

In order to leverage analytics, it is commonly assumed that an organisation needs to
develop an analytics capability, [5] defined as “the ability to utilize resources to

4 B. Bygstad et al.



perform a business analytics task, based on the interaction between IT assets and other
firm resources” [5:4]. To help practitioners and researchers to assess a particular
instance, some analytics maturity frameworks have been introduced [5].

2.2 Hospital Analytics

Several researchers have pointed to the large potential of analytics within health care.
Some uses are:

• Medical research based on large datasets, such as images, medical signs and
genomics data repositories [8, 9]

• Clinical decision support including machine learning and AI solutions for IT
supported clinical decision making [10] and ambient intelligence solutions [11]

• Logistics, for instance flow of patients, and waiting lists [12]
• Management, such as financial and process management [13, 14]
• Quality management, such as key factors for patient satisfaction [15]

Despite these promises, the status of hospital analytics is generally poor; partly
because of fragmented clinical systems and partly because of lack of analytics capacity
[2]. In order to understand the issues in more depth we conducted a case study at a
high-tech hospital in Norway.

3 Method and Case

The setting for our empirical research is Kalnes general hospital in Østfold County
(near Oslo) in Norway. Østfold has about 300.000 inhabitants. The 85.500 square
meters high-tech hospital opened in November 2015 and replaced the old Fredrikstad
hospital. Kalnes has one of Norway’s largest emergency units in addition to general
hospital functions such as delivery wards, clinical and surgical departments and psy-
chiatry. Kalnes Hospital serves as an extreme case of our area of concern [16], because
of the ambitious efforts to integrate and align clinical work processes and patient
records keeping with novel innovative technology to support horizontal process
innovation and coordination.

Our case study research approach is based on engaged scholarship [17, 18] inspired
by an “insiders ontology” [19] where informants are not only sources of empirical data,
but also helpful in constructing narratives and discuss theoretical and practical impli-
cations [17]. The approach requires a longitudinal perspective, with strong and trustful
relationships between researchers and practitioners.

Our unit of analysis is the whole hospital, i.e. how analytics can exploit the whole
digital infrastructure of the hospital. Selected cases are therefore hospitals that have a
high degree of digitalisation. Such “extreme cases” are a prerequisite for developing a
state-of-the-art analytical capability, and well suited to develop new theory [16].

Establishing an Analytics Capability in a Hospital 5



3.1 Data Collection

From July 2016 to January 2018, we conducted 33 interviews, with CEO, CTO,
process manager, analytics experts, clinicians, project leaders, technical experts and
cleaning personnel as well as system suppliers. Round one started with interviews
where Kalnes management and project leaders presented the main goals as well as the
organizing of the IT oriented process innovation initiative. We proceeded by per-
forming observations within the emergency unit and the health wards, where chal-
lenges related to process flow were addressed. We followed up with new interviews as
well as analyses of documents on patient treatment regulations, political requirements
from the regional health authorities and descriptions of the technical solutions. We also
participated in local and regional meetings and workshops where findings, including
ours, were discussed. Through this bottom-up-investigation, we identified coordinative
actors, actors whose central role is to plan and coordinate the movement of patients and
information across hospital departments, and were particularly interested in how they
use IT to perform and coordinate their work.

In round two, we observed meetings at all levels, particularly the ones related to
flow challenges, and where analytics was used in order to shed light on patterns of
production and performance. Data was used extensively to inform decisions and
solving concrete challenges (Tables 1 and 2).

3.2 Data Analysis

We first established a chronology of important events, before we investigated in detail
what it takes to establish and maintain analytics activities. In particular, we analysed the
interplays between the technologies in use, the analytics team and the various decision
makers. From this we constructed a framework of the requirements needed for enabling
analytic. Lastly, we analysed and assessed the organisation of the analytics activities.

Table 1. Data collection

Year Activity and participants Data

2016–2018 33 Interviews with CEO, CTO,
Analytic experts, Process manager,
Project managers, clinicians, staff

Goals and purpose of the project,
strategic and organizational
development and system/analytics
implementation

2016–2018 Around 60 h of observation Views and results of the
implementation, the relation between
information and decision
Use of analytics to identify patterns of
performance and production and
decision-making

2016–2018 Documentation of process design,
system design and technical issues

204 pages on system design, process
descriptions, work descriptions

6 B. Bygstad et al.



3.3 Case Chronology

Background 2013–2016
Kalnes Hospital opened in 2015, but work had started already in 2013 to improve
horizontal process performance. A work group with organizational workers as well as a
number of external consultants modelled 65 work processes. Most of these work
processes were sub-processes of 38 different clinical pathways. The Kalnes hospital
management signed a contract with a supplier called Imatis. The Imatis solution
included three main services:

• A solution for patient self check-in and dealing with queues
• A system for visualisation of patient flow and logistics, with whiteboards
• A message broker for distribution of messages to mobile phones and other units

A separate group worked with the details of the Imatis solution and the integration
between the package of EPR systems and Imatis to digitalize the processes. The
“regional package” consisted of more than 300 applications, maintained and run by the
regional IT Centre. The key applications were the electronic patient record
(EPR) system, lab system, radiology system and chart and medication system. Because
of slow progress, the governance of the start-up package was transferred from the big
regional Digital Renewal program, to the Kalnes Hospital project in order to reach the
deadline for the opening of the hospital in 2015. The Imatis, or lightweight solution, to
support logistics and communication, was strongly supported by the management, and
organized as a sub-project.

The solution used self check-in automats, mobile phones, tablets and electronic
whiteboards, which were modelled in the processes. The hospital opened November
2015, and the start-up was, although successful, not without challenges. Kalnes was the

Table 2. Data analyses

Step Description Output

1 Establishing a chronology 2013-16 Case description, Fig. 1
2 Elements in establishing an analytics capability Sections 4.1 and 4.2
3 Practical and theoretical implications of analytics Sections 5.1 and 5.2

Fig. 1. Chronology

Establishing an Analytics Capability in a Hospital 7



first hospital in Norway that to this extent used a combination of process innovation
technology – to improve patient flow – and the package of EPR systems feeding Imatis
through a common interface. At the same time, the combination of these two system
regimes enabled the organization to both improve the performance and the commu-
nication of the performance, and inspired the organization to strive for continual
improvement. The improved transparency of horizontal processes has led to the
establishment of collaborative arenas to discuss and find solutions to flow issues.
A common aspect of these meetings is that they are short, around 10–15 min, and
targeted, and they have become arenas for both identifying challenges and make
decisions to deal with them.

The coming of analytics 2017–2018
The main reason for the relatively significant change from being merely occupied with
the functional production, to strengthen the focus on horizontal performance, was “a
deep feeling of crises related to the patient flow” [process director]. The waiting time at
the emergency unit was over 5 h. In 2016, they found that, despite all the work on
process innovation, there were few clear improvements in patient flow. Consequently,
they had to address the challenges more systematically. They established several
interdisciplinary work groups and corresponding arenas to discuss the specific chal-
lenges. Examples of such arenas and meetings are improvement teams, capacity
meetings, interdisciplinary improvement meeting and weekly status meeting between
process director and the teams. The point is to monitor and improve performance on
several important areas.

• Improved overview of performance related to interventions
• Improve the overview of lag related to patients on waiting lists
• Identify the amount of postponed interventions
• The time of day when patients are being discharged
• How long it takes to switch between interventions
• Occupancy rate per department

The process director is occupied with underuse and overuse of resources in order to
optimize performance. “Our main goal is to ensure even and secure patient flow”. But,
what does it take to establish an analytic capability in order to reach this goal?

4 Findings

In this part, we will first describe the background for obtaining an analytics capability,
that is, what does it take to establish, implement and maintain institutionalization of
analytics? Then we describe insights from the particular inform and decision structure
Kalnes have established through this work. By institutionalization, we mean that the
practice of performing analytics is implemented into the organization as regular
activities.

8 B. Bygstad et al.



4.1 Analytics Capability

In 2016 when Kalnes acknowledged that the work on process innovation - although
successful in changing the digital infrastructure and make more use of information -
had made little impact on the flow performance, they decided to establish an analytics
capability within the organisation.

The first move was to organise an analytics team, consisting of two data scientists
and two clinicians. The team established an ETA structure (Fig. 2) where data from
clinical core systems and Imatis was loaded into a file system/transformation system
and transformed into analytical data. The task may seem trivial, but neither DIPS nor
MetaVision – two of the core clinical systems - had APIs from where structured and
‘ready-made’ data could be extracted. MetaVision’s APIs were inaccessible, and data
thus had to be delivered from the supplier to the analytics team. DIPS data sometimes
had to be restructured and contextualized to make sense together with Imatis data. The
Imatis data were easier to access and extract because of the suppliers interest in making
data available across particular sections of the hospital.

In addition, this structured ETA system had to be maintained and developed fur-
ther. The continuous work with data gave qualified insight into how data might be
brought together in order to provide a foundation for decision. In this way, the analytics
team became a significant expertise on patterns of performance.

The second part of the analytics capability was the establishment of improvement
teams, consisting of clinicians and managers. The key task for the improvement teams
was to make use of the available analytics to take better decisions. They met regularly
to make sense of the data and to take running decisions based on them. At the meetings,
important actors from the respective wards participated in the interdisciplinary

Fig. 2. The ETL process
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meetings, provided explanations, and suggested possible solutions to solve a challenge.
We offer, below, a more detailed description of how this was organised.

4.2 Organisation of Analytics Process

Five different teams were established as the decision-making part of the analytics
capability, as shown in Table 3.

One of the meetings was the interdisciplinary improvement meeting, chaired by the
process director and held every Friday from 08:45. It is a short and intensive meeting,
only 15–20 min. The participants were the managers from the different clinical
departments. A typical meeting followed this structure:

The analytics expert presented data from both Imatis and EPR systems like Dips
and Metavision (see Fig. 2) to create tailored graphs and columns showing trends and
fluctuations. The graphs and numbers belonged mainly within three categories of data:
time spent on particular processes as well as how long patients are admitted; the
number of patients admitted to each ward including corridors, and the performance of
the housekeeping department regarding cleaning and dietary services from the order is
received to completion. All in all the tailored data provides a good basis for making
decisions.

The clinical managers (doctors and nurses) would often interrupt to ask questions:
Why is the trend not reflecting the influenza season? Can I have details specified only
for my own department? And sometimes protests: This graph shows that our
throughput efficiency is lower than the others, but the numbers do not reflect the
particulars of our process.

The Process director might take decisions at the table. An example was a decision
to admit more than one patient to each patient rooms during the influenza season.
Another is to order particular rooms to be cleaned at particular times, for example at
2 pm when the number of tasks may create performance bottlenecks. The ward
managers provide contexts for why the numbers is as they are, and what they have done
to deal with them. The ward managers might also suggest particular solutions to each
challenge, but also request further data to gain more insight. A ward manager said that

Table 3. Teams in the analytic capability

Meeting Frequency Participants Analytics

Capacity meeting Every day Managers at medicine and
surgery depts.

Bed capacity

Top management team Weekly Top managers Trends
Cross-disciplinary
improvement team

Weekly Managers Patient flow and
various indicators

Status with process
director

Weekly Analytics team Patient flow, data

Process improvement
patient flow

Bi-weekly Clinic managers Patient flow
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I need an overview of the NIV patients (patients with copd, multiple sclerosis or in need of a
respirator) and how much each room is used by the particular patient category. To improve the
performance i need more data. Facts are very important.

The point with the meeting, then, was cooperation across different sections. As the
clinical doctors may “be afraid to lose their beds” [ward manager], some of the data
may create tensions. This because logistics might threaten the integrity of medical
decisions provided by the clinicians. “I only show numbers, but they must be displayed
carefully so that clinicians are not provoked,” the analytic expert comments. He con-
tinued saying that the meeting has improved the cooperation in that “they understand
each other’s problems”. He also claimed that the “understanding of the mechanisms
leading to the trends is increased by repeated focus.” “Although it is hard constantly
seeking improvement, we know that it takes time to build a culture for doing this.” The
process director agreed, and claimed that “the meeting has given [the organizational
actors] an ability to see the whole that was absent earlier.”

5 Discussion

In this part, we return to our research questions. According to Davenport [7: 9-10],
analytics is the “extensive use of data, statistical and quantitative analysis, explanatory
and predictive models, and fact-based management to drive decisions and actions.”
Framing this within infrastructure theory [6], we are interested in the relations between
the elements described in Sect. 4.1. What does it take to connect the elements in a way
that establish an analytic capability? This will be addressed in Sect. 5.1 where we ask:
What are the requirements for an analytics capability for a hospital? In the Sect. 5.2 we
respond to the question: How do we organize an analytics capability for a hospital?

5.1 What Are the Requirements for an Analytics Capability
for a Hospital?

Cosic [5] define analytics capability as “the ability to utilize resources to perform a
business analytics task, based on the interaction between IT assets and other firm
resources”. It is not enough to have all the elements; they have to be connected. Their
value as analytic capability rests on the establishment of a network between them,
enabling interaction.

In Sect. 4.1, we identified three central elements in establishing an analytic capa-
bility at Kalnes hospital. Figure 3 illustrates our overall argument.

The technology is important, in that structured and systematic data collection and
analyses are at the core of decision-making. A core element is the ETL process, which
transforms transaction data into actionable information.

Then, the analytics team, in that data has to be carved out, re-structured, and
appropriated in order to be comparable. This team really has to understand the detailed
context and relationship between detailed clinical data in order to enable a qualified
synchronization of these data across wards and sections.

The third element, the decision makers, comprises in addition to the medical
expertise, also the administrative and strategic management. The administrative
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management is distributed within the organization, for example as ward managers, or
as workflow coordinator within and between wards. The top management like the
process director or research director both take important decision to overarching
challenges, and contributes to fulfilling the performance goals set by strategic
management.

At Kalnes, these elements, although organized separately, flourished through the
interaction. The interdisciplinary improvement meeting where graphs and patterns
identified through technology, interpreted and visualized by the analytics team, and
displayed in front of decision makers who respond to challenges, demonstrates the
advanced capability of Kalnes to use data in the decision-making.

The common team of improved performance, aligning medical and logistical
interests served by precise and detailed data on performance and production, con-
tributed strongly to bind the elements in the triangle together. This was a foundation for
the institutionalization of analytics: the ability to implement, adopt and maintain
analytics for a longer time.

Thus, the analytics capability is much more than the technology; it is the on-going
network of analytics technology (including the clinical systems), an analytics team and
the medical and administrative decision makers. We regard this as an evolving infor-
mation infrastructure.

5.2 How Do We Organize an Analytics Capability for a Hospital?

Research has shown a significant potential for improvement of patient flow by visual
analytics, but creation of shared understandings and shared interpretations are essential
for the success of the analytics project [1]. We believe that the key to this is continuous
engagement with stakeholders, and in particular we think it is essential to institution-
alize the co-operation as a learning process.

How should analytics be formally organised? Davenport [7] recommended a cen-
tralised approach, because analytics requires specialised competence. Also, a cen-
tralised unit is more likely to prevail over time. Our findings support this, as the success
of the analytics group at Kalnes corroborate. However, this point should not be
overstated. Our evidence indicates that the most important success factor is the close

Analytics capability: The 
instutionalised network of decision 
makers, technology and analytics team  

Decision makers: The administrative 
and medical decision makers 

Technology: The clinical heavyweight 
systems and lightweight analytics 
applications 

Analytics team: The cross-disciplinary 
group of data scientists and clinicians 

Analytics 
capability 

Decision makers 

Tech- 
nology 

Analytics 
team 

Fig. 3. Elements of the analytics capability
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and regular co-operation between the analytics team and the decision makers. This is
because visual analytics is highly contextual [1], and requires continuous interaction
and learning. As our case clearly shows, institutionalization of analytics depends on
something more than merely the technological extraction of sophisticated data. In the
case of Kalnes, we do not believe that the hospital would have been well served by a
regional analytics solution, which would have been too far from the decision makers.

At Kalnes hospital the network of technology, analytics team and decision makers
worked so closely that they had to be positioned with proximity. This kept the analytics
work more intensive, with shorter loops from needed information was requested until it
was received, and with more agility in the performance. The elements in the analytics
network need to be kept close so that the challenges are taken seriously and solutions
may be suggested right away. However, there is a need to maintain a balance between
managerial goals and local adaptation. This also because an important overlaying
aspect is the importance of management participating in analytics. To motivate for the
continuous analytics process, the management has to make sure that institutional
performance is actually improved, and that necessary resources are given to the teams
and actors. There is consequently a continuous interaction between top management,
ward management and clinicians in order to enable and leverage the data-driven
organisation.

5.3 Conclusion and Limitations

This study deals with the practical and theoretical challenge of establishing an analytics
capability at hospitals. Through a case study at a high-tech hospital in Norway, we offer
two contributions. First, the analytics capability is much more than the technology; it is
the network of analytics technology, an analytics team and the medical and adminis-
trative decision makers. Second, we identify institutionalization, both organizationally
and temporally, of the analytics process as the key success factor.

In this study, we have not interviewed patients or relatives, but focuses on the
interplay of managers, clinicians and IT staff. The paper is primarily practice-oriented,
and we acknowledge that a deeper and more precise investigation into analytics
capability will require more quantification and more precise criteria for measuring such
capabilities.
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Abstract. Data governance has emerged as a promising approach for trans-
forming organizations. While governing data as an organizational asset has clear
benefits, no previous studies have reported on the particular challenges faced by
practitioners in local government organizations. Against this backdrop, we
investigate why it is difficult for local government organizations to explore and
exploit their data assets with data governance. Following an engaged scholarship
approach, we carried out six group interviews conducted with 34 representatives
from 13 different Danish municipalities. From the analysis, we identified nine
challenges relating to three overall themes that are critical to governing data in
local government: (1) data value and overview, (2) data practices and collabo-
ration and (3) data capabilities and politics. We explain how the three themes
extend previous research in data governance and e-government literature. The
implications for practice and directions for future research are discussed.

Keywords: Data governance � Public sector � Municipalities � E-government
Local government � Engaged scholarship

1 Introduction

Open data, big data and predictive analytics have long promised to transform entire
industries and society. Especially public-sector organizations, who routinely store large
volumes of data, are keen to pursue new opportunities and create new services, but are
frequently restrained by problems with their data [1]. Issues of quality, availability or
accuracy appear as distinct barriers, but resolving these only constitute short-term
solutions [2]. Harvesting value from data requires mastering the basics of information
management, but this is not a job for the IT function alone [3]. Instead, the entire
organization needs an overarching direction and here data governance has emerged as a
promising approach.

Data governance refers to who holds the decision rights and is held accountable for
an organization’s decision-making regarding its data assets [4]. It sets the direction for
an organization’s data management practices. However, data governance literature is
still scarce. Scholars in the field construct data governance as frameworks of decision-
domains based on theoretical and at times empirical synthesis, but rarely address
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processes of implementation and adoption in practice [5]. While conceptual studies are
important, they provide little actionable direction for organizations. Furthermore, no
studies report explicitly on the particular challenges of governing data in public
organizations [6].

This paper examines data governance challenges faced by local government
organizations at the municipal level of the public sector in Denmark. This is a par-
ticularly interesting case as Denmark is a world leading country in digitisation
according to Europe’s Digital Economy and Society Index [7]. Denmark introduced
mandatory digital self-service with an 87% adoption rate as of 2016 [8]. This means
that storage of digital data about citizens has exploded in the past years, demanding
better data management practices. Also, the newest national digital strategy contains
three goals that all depend on a number of underlying specific initiatives related to data.
This includes better use of data to enable quicker case processing, public sector data as
a driver for growth, and increased attention to protect data [9].

For Danish municipalities, who will be responsible for a large part of the imple-
mentation, the national initiatives will compel them to undertake structured ways of
managing their data with data governance. Doing so, may in some cases seem irrele-
vant or even at conflict with their primary obligations as a public agency and thus
complicate the endeavour to implement data governance. In addition, the creation of
value from data requires both exploration of potential opportunities and exploitation of
existing assets [10, 11], which in the implementation of strategy may come in many
different forms [12]. Exploring data is about generating new insights, while exploiting
data about applying these insights [10, 13]. As each have different objectives, it is
crucial to recognize the distinction at the outset of any data initiative [13], including
data governance. In this context, our paper addresses the research question: Why is it
difficult for local government organizations to explore and exploit their data assets
with data governance?

To elaborate, we focus on the management of large amounts of heterogenous data,
from a variety of systems in local government organizations. This is based on the
assumption that managing this data requires data governance. We address the research
question through engaged scholarship [14]. Following the collaborative variant, we
have engaged in joint formulation of problems with municipal practitioners to get an
understanding of the challenges that might make it difficult to apply the data gover-
nance literature’s recommendations in practice [15].

The paper is structured as follows. First, relevant literature is presented. Next, we
describe the research approach and detail the data collection and analysis. Subse-
quently, we present our findings in the form of nine challenges that are central to the
municipalities in relation to exploring and exploiting their data assets. The challenges
are summarized as three overall themes that provide a succinct answer to the research
question. We discuss the findings’ contribution to research, implications for practice,
and directions for future research. A short conclusion ends the paper.
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2 Theoretical Background

Information has been an issue of strategic importance for decades, but recent techno-
logical developments have enabled the storage of more information than ever. Data
may be considered the building blocks of information [16], and so managing infor-
mation as a strategic resource means ensuring responsible treatment of data as orga-
nizational assets. Organizations should therefore be aware of their data to use them
effectively and ensure their quality; as volume increases, the complexity of managing
data will as well [6]. Here, data governance emerges as a structured approach. Scholars
frequently discuss data governance in the context of ensuring data quality, presenting
this as one of the primary goals of data governance [17–19]. While quality is important,
it is only one element of effective data governance, which must be driven by and
aligned with business goals [4, 17, 20, 21]. Data governance may then be defined as
companywide processes that specify decision-making rights and responsibilities
aligned with organisational goals to encourage desirable behaviour in the treatment of
data as an organisational asset [22, 23]. In other words, data governance sets the
principles and direction for an organization’s data management practices.

Only few studies within the data governance field focus on implementation and
adoption of data governance in practice. Begg and Caira investigate the dilemmas faced
by organizations when pursuing data governance, in the context of small to medium
enterprises (SMEs) [24]. They identify a series of relevant “quandaries”. First, orga-
nizations may not recognize the inherent value of their data, nor will they perceive it as
existing separate from the IT systems, and some organizations may not even be able to
access their data, because it is “trapped” with vendors. Secondly, organizations may
understand the value data governance can deliver, but may ultimately decide that the
effort to achieve this by far exceeds the perceived benefits [24]. These findings indicate
that practitioners find it difficult to grasp the value-creating potential of data gover-
nance. In another study, Begg and Caira also found that managerial and executive
understanding and awareness of data have major influence on the organization’s ability
to conceive a data governance strategy [25]. These studies are relevant to our research
because they highlight the importance of understanding value, when implementing data
governance, but it is not clear whether this applies to public organizations as well.

Another study has focused explicitly on the public sector, albeit with the per-
spective of establishing a master data management function [26]. These findings
suggest establishing master data management is difficult due to a series of paradoxes.
First, there is a need to identify data owners, but people remain committed to group
specific functions, and not to organization-wide development. Second, although there is
a recognized need for data governance, tasks and responsibilities are avoided. Third,
there is a recognized need for an organization-wide vision of master data, yet individual
views remain the order of the day [26]. These findings suggest implementing data-
related programs across organizational units is challenging in a public-sector context,
but it remains unclear whether this also applies to data governance.

The abovementioned findings suggest that practitioners find it difficult to discover,
understand and harness the value-creating potential of data. As such, it provides a
starting point for addressing the research question and understanding the challenges of
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governing data in municipalities. Concepts of exploration and exploitation [10–12] are
used to characterize the identified challenges, because distinguishing between these is
crucial in data initiatives [13].

3 Research Approach

Our methodology can be described as engaged scholarship [14] with a particular focus
on the formulation of problems with (not for) practitioners [15]. We followed the
collaborative form of engaged scholarship to “co-produce basic knowledge about a
complex problem” [14]. We collaborated with participants in a Danish network for
municipal IT practitioners and researchers. The network was founded in 2009 as part of
a joint IS research project with a number of municipalities, seeking to increase the
degree of public digitalisation and municipalities’ ability to innovate with IT. In its
current form, the network consists of 13 municipalities and a dozen IS researchers, who
collaborate on a set number of workshops and theme days each year. The participating
members have previous experiences with engaging in academic IS scholarship, which
helped the researchers gain access to the setting, create trust with informants, facilitate
cultural understanding and establish rapport [27, 28]. It should be noted that our point
of departure for this study is the problem “owners” in practice, namely people working
with data in local government. Therefore, we are only concerned with the citizens
perspective to the degree, that practitioners bring it up.

3.1 Research Setting

Denmark is a consensual and technologically advanced society. In the Digital Economy
and Society Index (2017) that summarises indicators on Europe’s digital performance
and competitiveness, Denmark holds the first place and is described as a world leader in
digitisation [7]. The Danish national digital strategy for 2016–2020 [9] aims to further
enhance the use of IT in the public sector in order to deliver good, efficient and
coherent services to citizens and businesses. Moreover, the strategy contains three
goals that incorporate better use of data to enable quicker case processing, public sector
data as a driver for growth, and increased attention to protect data. While interpreting
the national digital strategy entails complexities of prioritization, it is highly influential
on both central and local government practice [29]. Danish municipalities are some-
what de-centralised and they commission and manage their own data repositories in
addition to the central registers. The municipalities are not merely the executive wing
of central government. They have a great deal of autonomy in how they organize the
delivery of public services and are responsible for a large part of the Danish welfare
state, with primary education, day care for children, social welfare, and care of the
elderly as important examples. Danish municipalities constitute an interesting case
because they already collect and manage vast amounts of data on their citizens. His-
torically, the governance of IT acquisition and development has been decentralized,
focusing mainly on individual and departmental needs, causing a current landscape that
is fragmented and consists of hundreds of different systems, across departments within
a single municipality. This has resulted in vast amounts of heterogenous, and at times
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redundant, data across the municipalities, that is in dire need of governance. Ensuring
that these data are managed responsibly (exploitation), as well as used to generate new
value (exploration) has implications for Danish society as a whole.

3.2 Data Collection

The empirical data was collected by the first author using semi-structured group
interviews. The group interview is a qualitative data gathering technique that has the
advantages of being inexpensive, data rich, flexible, stimulating to respondents, recall
aiding, cumulative and elaborative, over and above individual responses [27]. The
participants were members of the abovementioned network and came from several
different layers of the municipalities, ranging from managers, to consultants, project
managers and technical experts.

As there is a lack of existing empirical studies of data governance in the public
sector, group interviews were used in this study to gain empirical data from several
hierarchical levels in order to cover a “variety of voices” [30]. Municipalities differ
across many characteristics, including size and digital maturity. Group interviews
across (and among) practitioners in municipalities therefore allowed for nuances of
practice to be brought forth, as the participants could discuss and reflect amongst
themselves [27].

The data was collected through six sessions spanning a period of three months (see
Table 1). Two sessions were of a general character including participants from different
municipalities, and three sessions involved participants from the same municipality.
One session only had one participant, and therefore functioned as a classic semi-
structured interview [30].

The first session introduced data governance as a viable practice and we received
feedback from practitioners regarding the necessity for and utility of such an approach
in municipal settings. Between session #1 and #6, the first author conducted four
interviews, which had the purpose of unfolding specific barriers, challenges, or diffi-
culties related to working with data. As these sessions had fewer participants from the
same organization, more time was available for each of the participants to express their
views and it was possible to touch upon topics of more sensitive character. The last

Table 1. Activities for data collection

# Activity Participants Hours

1 General group session 13 representatives from 9 municipalities 3
2 Individual session 1 representative from 1 municipality 1,5
3 Individual group session 4 representatives from 1 municipality 1,5
4 Individual group session 2 representatives from 1 municipality 1
5 Individual group session 2 representatives from 1 municipality 1
6 General group session 20 representatives from 12 municipalities 6

Total 34 representatives from 13 municipalities 14
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session focused on presenting, discussing and validating findings, and encouraging
further dialogue on how to work with data governance going forward.

3.3 Data Analysis

The data was coded following the conventional approach to qualitative content analysis
[31]. First by reading transcripts and field notes, highlighting interesting or relevant
parts and collecting them in a separate document. Upon completion, the extracted
quotes were arranged as challenges and named. The material was then coded again,
using the newly constructed challenges to collapse any duplicates and reduce potential
internal contradictions. The process was repeated until challenges could no longer be
created, collapsed or split.

In order to reduce potential bias, the last general group session functioned as a site
to test the validity of the identified challenges. The last group session had the highest
turn out, and thus allowed for valuable refinement of the findings from a variety of
perspectives. The analysis resulted in the identification of nine challenges that were
further conceptualized at a higher level of abstraction as three main themes (see
Table 2).

4 Findings

In this section, we present each theme and then detail the challenges it consists of.

4.1 Data Value and Overview

The first three challenges presented above show that efforts to explore and exploit data
are complicated by short-term perspectives on usage, lacking overview of existing data
sources, and a poor understanding of data value. The three challenges can be

Table 2. Findings from the analysis

Theme Challenges #

Data value and overview Short-term perspective on data usage 1
Value from data initiatives are difficult to understand 2
Lack of overview of existing data 3

Data practices and
collaboration

Autonomy within the different departments 4
Distrust toward data in social fields 5
Lack of cross-organizational collaboration 6

Data capabilities and politics Varying levels of data maturity across different
departments

7

Lack of top-level support for data initiatives 8
Lack of political focus on data usage in municipal
context

9
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summarized under the theme Data value and overview, which emphasizes the
municipalities’ struggle to understand and express the value-creating potential of data.

Short-term Perspective on Data Usage. A recurring challenge throughout all the
sessions revolved around the lack of understanding of what data can be used for,
beyond the context of its immediate practice. Currently, data is primarily considered
convenient for performing a specific workflow and as a by-product of working in a
digital environment: “Many of those who work with data are not used to thinking of
data as an asset […] It’s usually very convenient if [they] can see a citizen in both
systems because it’s updated… but that’s it” (Development consultant).

Another participant describes municipalities as ‘sober’, when it comes to collecting
and using data. The challenge is framed as a mindset that needs to be changed, rather
than specific processes that have to be implemented: “A municipality is sober: it looks
at what we can use data for right now. We have to reverse the approach and
acknowledge we have to collect data, even though we do not quite know what we need
them for yet, and it’s a mental change of dimensions” (Head of IT).

What needs to happen is a change of the mindset in going from a reactionary to a
proactive view on data. However, this will not happen by itself. The employees have to
be introduced to the somewhat abstract idea of seeing data as an asset: “People need to
be told this story that you can see data as either something you depend on in being
reactive, or where you consider it an asset [and] become a little more proactive”
(Development consultant).

Central points highlighted under this challenge indicate that municipalities find it
difficult to start exploring the value-creating opportunities that data might have,
because the Danish municipality employees are very focused on their primary obli-
gation, i.e. the day-to-day operations of welfare services. Becoming more data-driven is
therefore a major change to the organizational mindset.

Value from Data Initiatives Are Difficult to Understand. Although the participants
show enthusiasm and see potential in working more structured with data, they find it
challenging to express the potential value to stakeholders in the rest of the organization.
Especially framing the value of data initiatives to ensure economic resources for data
related projects is difficult: “Our BI (Business Intelligence) system has been three years
on the way, and it has taken us long to convince our management to spend just minimal
resources on this. It’s hard to sell the idea of infrastructure and data as [infrastruc-
ture] upward in the organization” (IT architect).

While the benefits seem clear to the project members, it is challenging to com-
municate the value of data initiatives to executive levels. At the same time, other
participants question the value, but hear from other municipalities it is ‘the best thing’
to do: “We find it hard to spot the value, but we know … that someone says it’s just the
best thing you can do. It’s also a good foundation [to invest in data governance] and
our gut feeling tells us it’s a good idea, but we just want this specific use case that
illustrates ‘this is what we’re going to create the foundation for’” (Financial
consultant).

What follows is an amalgamation of issues, where municipal practitioners attempt
to secure resources to build an appropriate infrastructure for the future use of data
(exploitation). Yet to succeed with this, they need a persuasive, illustrative use case
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(exploration) to convince the top layers of the organization of the relevance of investing
in the use of data as an asset. As such, issues of exploration and exploitation are closely
tied together here.

Lack of Overview of Existing Data. Related to challenges of building appropriate
infrastructure, most of the municipalities are challenged by fragmented enterprise
architecture and legacy systems. In many cases, the municipalities do not even have
access to some of their own data, as it is stored on servers placed with the vendors, who
delivered the original system, and they demand high costs for providing access. This
makes it near impossible to gain an overview of what data actually exists, where it is,
who has access to it, and how it may generate value: “One thing is the complexity of
many different solutions, but it is something else to have 40 years of legacy systems that
have been implemented at random. There was no consideration of infrastructure at that
time […] we are sitting on a gold mine of data and knowledge that we do not even
know about” (Head of IT).

At the forefront is a very concrete obstacle to exploit data assets, as they are
downright difficult to access in legacy systems. Simultaneously, this also makes
exploring potential value-generation nearly impossible, as no overview exists.

4.2 Data Practice and Collaboration

The next three challenges show that lack of cross-organizational collaboration and high
degrees of autonomy within the departments makes it difficult to start governing data
and exploit data assets, while distrust in certain professional domains further compli-
cates data exploration efforts. The challenges can be summarized under the theme Data
practices and collaboration, which emphasizes that diverse, local practices make it
difficult for municipalities to design and implement shared data governance principles
and practices.

Autonomy within the Different Departments. To ensure data treatment in line with
the principles set forth by the data governance programme, some degree of standard-
ized processes is necessary. Enforcing this in highly specialized and autonomous
departments will be a central challenge according to several participants. The high level
of autonomy is pointed to as a distinct feature of the public as opposed to the private
sector: “This is the way you implement decisions, and it is very different [from the
private sector], and there is a lot of room for interpretation that makes things not so
straightforward” (Head of IT).

It is highly likely that the different departments will implement a local adaption of a
decision, that fits their existing practice, rather than follow the standardized directions.
To curb this problem, it is suggested to frame the principles as being of value to the
departments, but this would vary too much between the different fields: “Ideally, it
should be of value, but there is a big difference between speaking to a technical
department full of engineers, or [speaking to] nurses, pedagogues and teachers,
because [then] you should really know your visiting hours and how to communicate”
(Development consultant).
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As such, exploiting data assets in departments that are used to and comfortable with
working structured and systematically with data will not require the same effort as it
will in domains, where exploiting data is not common practice.

Distrust Toward Data in Social Fields. In the same vein as trying to deal with
autonomous departments, some professionals remain highly skeptical towards data
governance and the role of data in their particular domain. Especially departments
within social fields remain distrustful, as their profession is about making individual,
subjective judgements regarding sensitive cases: “Here …, it is more feeling for the
individual case and [they are asking the question] what is it even data is. Here, the
anxiety [regarding data] is more pronounced” (Financial consultant).

In addition, some professionals fear an increase in visibility of data regarding their
cases, to other parts of the organization will expose them. They worry it may result in
someone higher up making decisions regarding their domain, based on this data,
without consulting them. Especially a fear that others might misinterpret data is
apparent: “People fear you interpret the data incorrectly, so just trusting that data is
being treated and analysed correctly is a huge change-oriented project in itself”
(Financial consultant).

Overcoming a tradition of suspicion regarding data is perceived as a widespread
challenge. Specialists do not trust that data will be exploited appropriately or ade-
quately, and therefore remain skeptical about exploring avenues for new or better use
of data.

Lack of Cross-organizational Collaboration. One of the opportunities many
municipalities are very keen to pursue, is combining data about a citizen from several
systems across departments to gain a full overview of the individual. According to the
participants, this will have transformative impact on a wide variety of elements, from
the way they monitor the effects of specific initiatives to the way they deliver services
to the public. Yet, to do so, the different departments have to establish tight collabo-
ration with each other, but this is difficult: “You can have a siloed organisation, and
then work together across, with good processes. But we don’t have that. We try to
facilitate data-sharing across with a BI-project, but those are just the terms. The
departments simply don’t collaborate.” (Financial consultant).

The wider the distance between what purpose a data governance process or prin-
ciple serves and the person, who has to adhere to it, the less meaningful it might appear:
“The closer you move towards, where we meet the citizens and run everyday opera-
tions, the less meaningful [a data governance principle] can be experienced by the
employees” (Head of Digitalization).

As such, cross-organizational collaboration and deconstructing siloes become a
pivotal part of the process of exploiting data assets. Yet, the collaborative work
required may appear the least meaningful to the employees who are closest to the data.

4.3 Data Capabilities and Politics

The last three challenges suggest that (lack of) capabilities across departments and
hierarchal levels makes it difficult to envision a strategic direction for the use of data
across a municipality. The varying levels of maturity and a lack of understanding of the
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value-creating potential of data at both executive and political levels in the munici-
palities further complicate the process of exploring and exploiting data assets. There
challenges can be grouped under this theme, which emphasizes the need to take
varying data capabilities across departments and management functions into account;
in general and in particular, if the aim is to develop an organization-wide data gov-
ernance programme.

Varying Levels of Data Maturity Across Different Departments. Data governance
entails implementing processes and principles that are supposed to be enterprise-wide.
However, currently it is not possible to design such a wide-reaching data governance
program for a municipality, because the different departments within the municipality
have varying levels of data management maturity. Several municipalities point to the
employment sector as very experienced in working with data: “The field of employment
is extremely data-driven and guided by managing information, which it has been for
many years and I think it’s easy to notice how the employees have this experience and
focus on data quality and data usage” (Head of Digitalization).

On the other hand, the elderly sector is in some municipalities not experienced at
all, and does not realize how welfare technology may change the foundation of their
entire domain. In one case, they are lacking a basic understanding of the role that IT
can play in their profession: “We have just reached out to the elder area, because we
have to create a digitization strategy. They do not have it in their consciousness and we
would like to help them. The first meeting we had, they thought we were there to discuss
which PCs they should have and what phones they should buy. And that was probably
the last thing we came to discuss” (Head of IT).

As such, this challenge is also at the intersection of exploring and exploiting data
assets. In order to design and implement data governance for the municipality as a
whole, it is necessary to consider the maturity of the individual departments.
Depending on the department and their existing data and work practices, it may be
more reasonable to focus on either exploration or exploitation of data assets, but the
relationship between these remain unclear, thus becoming challenging.

Lack of Top-Level Support for Data Initiatives. Gaining support from the executive
levels of the municipalities is framed as a common challenge. According to partici-
pants, it is because they need the compelling use case that links working structured and
systematically with data to value in the municipal context. They agree that right now,
most data initiatives are powered by passionate individuals: “The passionate cannot
drive this alone, because at one point there will be no more passion left. There must be
top management support” (Project manager).

While this challenge relates to the difficulty of understanding and expressing the
value that data initiatives (#2) might be able to generate, achieving top-level support
also has other objectives and consequences. For example, it may be easier to com-
municate the value of data to the rest of the organization, if top-management has
understood it and helped frame the goals of data governance as related to the overall
goals of the organization. As such, this challenge remains at the intersection of
exploration and exploitation; executives cannot comprehend the value creating
potential of exploiting data assets, until they have seen successful examples of
exploration.
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Lack of Political Focus on Data Usage in Municipal Context. Some participants
feel digitalization and management of data should be on the political agenda for their
municipality. While this may appear to be related to achieving top-level support,
getting politicians to see the opportunities for strategic use of data goes beyond
improving administrative processes. If data was involved in political discussion, it
could shape the future development of the public sector. To engage politicians will be a
challenge, as few have capabilities for understanding the value of data: “No politicians
can comment on this meaningfully. It is not a political issue … in the municipality and
when I say that, I mean something like ‘data is important because it can make us a
better municipality’ … But it’s not there, it’s only administrative” (IT architect).

Similar to attaining top-level support, this challenge is also related to the interplay
between exploiting and exploring data assets. As suggested by the challenge regarding
distrust towards data in social fields (#5), both exploration and exploitation of data
assets in a municipal context can become a politically infused endeavour, in that it may
disturb some fundamental values. Bringing data usage on the political agenda is thus
both an issue of exploring data opportunities to raise awareness regarding its appli-
cability, but also remain an issue of exploitation as powerful interests may influence its
strategic direction.

5 Discussion

In this section, we discuss our findings in relation to the theoretical background section
and our research question: Why is it difficult for local government organizations to
explore and exploit their data assets with data governance? First, we discuss how each
theme corroborates previous research on data governance, and how it relates to the
broader context of e-government research (summarized in Table 3). Next, we discuss
the findings’ implications for practice and point to directions for future research.

5.1 Contribution to Research

The theme Data value and overview extends Begg and Caira’s findings from their SME
study [24], where they found that the perception of the value-creating potential of data
have a major effect on the pursuit of data governance initiatives. From our results, it

Table 3. Related research on data governance and E-government

Challenge theme Research on data
governance

Research on e-government

Data value and
overview

SME quandary [24] Value complexity [37]; Network
management [32]

Data practices and
collaboration

MDM paradoxes
[26]

Situated practices [33]; Mode of
collaboration [34]

Data capabilities and
politics

SME quandary [25] Capability maturity [35]; E-government
stakeholders [36]
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becomes clear that a basic understanding of data value is also central to challenges with
data governance in local government and not only in SMEs. E-government initiatives
are often complicated by certain value traditions that are embedded in managers’
cultural environments, but rarely explicit and sometimes at conflict with one another
(Rose et al. 2015). The managers in Danish local government may hold different value
positions that can be both congruent and converging. Thus, when it comes to assigning
value to data in local government, many actors bring diverse interests that complicate
opportunities for success. This is also highlighted by Guha and Chakrabarti [32] in their
conceptualization of e-government networks. They argue e-government projects are
prone to failure, if not understood as networks of actors who are forced to co-operate,
despite different goals, objectives, and culture. Competing value positions, goals,
objectives and actors are thus well-known issues in e-government research, and con-
tribute to understanding challenges within the first theme.

The theme Data practices and collaboration extend the findings on establishing
master data management in the public sector [26]. Here, they identified a series of
paradoxes that point to the difficulty of establishing organization-wide support and
responsibility for data initiatives in the public sector. Our findings show that diverse
practices across different municipal departments also complicates establishing cross-
organizational structures for data governance, and not only master data management.
Implementing IT-enabled changes in the public sector requires that processes are
incorporated in existing routines, which call for consideration of situated practices and
institutionalizing the changes [33]. The friction between existing practices and
implementation of e-government initiatives is therefore not new nor unexamined.
Additionally, Juell-Skielse et al. [34] examined different modes of collaboration and
expectations in inter-organizational e-government initiatives. They found that modes of
collaboration do not exist in and of themselves; rather they are inherently related to the
benefits they are presumed to produce. Establishing cross-collaboration with data ini-
tiatives may therefore require heightened focus on the expected benefits.

Last, the theme Data capabilities and politics also extend Begg and Caira’s other
work on data governance in SMEs [25]. They found that an organization’s ability to
conceive strategic direction for their data governance is dependent on the top-level’s
capabilities for understanding data’s value creating potential. Our results suggest that
perspectives on data in local government remain short-term with a poor understanding
of data value at the executive and political levels. In e-government literature, capability
maturity implies a focus on the relationship between input areas, such as human,
structural, relational, and IT capital and the resulting maturity stages [35]. Practitioners
conducting maturity assessments of their local governments can help them prioritize
strategies and resources [35] and similarly, consideration of data capability maturity
might enable municipal actors to focus their exploration and exploitation efforts. Lastly,
Rowley [36] conceptualizes a typology of e-government stakeholder roles related to
stakeholder benefits. Understanding e-government stakeholders and mapping the
benefits they gain in relation to data governance initiatives may help mobilize support
from the appropriate roles.

While the three themes corroborate and extend existing data governance literature,
they are not new issues in the e-government literature. This could imply that challenges
related to exploration and exploitation of data assets in public organizations require
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specific attention and examining implementation of data governance in local govern-
ment should be done with the broader e-government field in mind.

5.2 Implications for Practice and Future Research

The central implication of this study on data governance is how municipal practitioners
can understand their challenges with data governance in the context of the three
themes. While paradoxes are addressed in other strands of the literature [38], con-
ceiving of challenges constitutes a useful way to be aware of potential pitfalls and
developing programs to specifically overcome these. When initiating data governance
programs and attempting to implement more structured and systematic practices, it can
be useful to consider how challenges might affect initiatives. It may also help managers
to identify the most urgent areas and thus prioritize the scarce resources for data
initiatives. Moreover, focusing on how challenges relate to issues of exploring and
exploiting data assets can assist practitioners in communicating value or getting started
with designing and implementing processes.

Our findings and the discussed previous research suggest that data governance in
local government is a large-scale change effort that requires a lot more than just the
designation of roles and responsibilities. It requires attention to the three themes and
broader issues examined in e-government literature. We propose that future research
delves into how the three themes of value, practices and capabilities relate or effect
each other, in order to conceptualize a relevant theoretical framing of these. While
municipal practitioners are keen to pursue data related opportunities, they struggle with
issues of exploration and exploitation according to the findings of this study. Studies
that explore the three themes’ correlation, as well as how to take advantage of the
interplay of exploration and exploitation activities are encouraged. Finally, we must
emphasize that our investigation of challenges in data governance is limited to the
views within local government organizations. Involving the citizens’ perspectives and
rights pertaining to governing often personal and sensitive data is a very important
direction for future research, and a well-known problem in the e-government literature
[39–41].

6 Conclusion

Our research shows that it is difficult for local government organizations to explore and
exploit their data assets with data governance for three main reasons. Firstly, they
struggle to understand and communicate the value that data and data governance might
be able to create. Second, diverse, local practices complicate the design and imple-
mentation of a shared, standardized approach to data and third, varying data capabilities
across departments and among managers and politicians makes it difficult to envision a
strategic direction for the use of data across the organization as a whole. These three
themes may assist practitioners, who wish to get started with data governance initia-
tives. Our findings corroborate and extend existing data governance literature for local
government organizations and in addition, suggest that the identified themes relate to
broader e-government issues.

Why Governing Data Is Difficult 27



References

1. Thompson, N., Ravindran, R., Nicosia, S.: Government data does not mean data governance:
lessons learned from a public sector application audit. Gov. Inf. Q. 32, 316–322 (2015)

2. Brous, P.: Paradoxes, conflicts and tensions in establishing master data. In: 24th European
Conference on Information Systems, ECIS 2016 (2016)

3. Lee, Y.W., Madnick, S.E., Wang, R.Y., Wang, F.L., Zhang, H.: A cubic framework for the
chief data officer: succeeding in a world of big data. MIS Q. Exec. 13, 1–13 (2014)

4. Khatri, V., Brown, C.V.: Designing data governance. Commun. ACM 53, 148 (2010)
5. Benfeldt Nielsen, O.: A comprehensive review of data governance literature. In: Selected

Papers of the IRIS (2017)
6. Vilminko-Heikkinen, R.: Data, Technology, and People. Tampere University of Technol-

ogy, Tampere (2017)
7. European Commission: Europe’s Digital Progress Report - The Digital Economy and

Society Index
8. Spitze & Co: Resultater for overgangen til digital kommunikation 2011–2015 (2016)
9. Danish Ministry of Finance: A Stronger and More Secure Digital Denmark: Digital Strategy

2016–2020 (2016)
10. Benner, M.L., Tushman, M.J.: Exploitation, exploration, and process management: the

productivity dilemma revisited. Acad. Manag. Rev. 28, 238–256 (2003)
11. Gregory, R.W., Keil, M., Muntermann, J., Mähring, M.: Paradoxes and the nature of

ambidexterity in IT transformation programs. Inf. Syst. Res. 26, 57–80 (2015)
12. Peppard, J., Galliers, R.D., Thorogood, A.: Information systems strategy as practice: micro

strategy and strategizing for IS. J. Strateg. Inf. Syst. 23, 1–10 (2014)
13. Peppard, J.: Where do you begin with your (Big) data initiative? Eur. Bus. Rev. (2016)
14. Van de Ven, A.H.: Engaged Scholarship: A Guide for Organizational and Social Research.

Oxford University Press on Demand, Oxford (2007)
15. Nielsen, P.A., Persson, J.S.: Engaged problem formulation in IS research. Commun. Assoc.

Inf. Syst. 38, 720–737 (2016)
16. Boisot, M., Canals, A.: Data, information and knowledge: have we got it right? J. Evol.

Econ. 14, 43–67 (2004)
17. Otto, B.: Organizing data governance: findings from the telecommunications industry and

consequences for large service providers. Commun. Assoc. Inf. Syst. 29, 45–66 (2011)
18. Wende, K., Otto, B.: A contingency approach to data governance. In: Proceedings of the

12th International Conference on Information Quality, Cambridge, USA, pp. 1–14 (2007)
19. Weber, K., Otto, B., Österle, H.: One size does not fit all - a contingency approach to data

governance. ACM J. Data Inf. Qual. 1, 1–27 (2009)
20. Alhassan, I., Sammon, D., Daly, M.: Data governance activities: an analysis of the literature.

J. Decis. Syst. 25, 64–75 (2016)
21. Ladley, J.: Data Governance: How to Design, Deploy, and Sustain an Effective Data

Governance Program. Newnes (2012)
22. Pierce, E., Dismute, W.S., Yonke, C.L.: The State of Information and Data Governance -

Understanding How Organizations Govern Their Information and Data Assets (2008)
23. Otto, B.: Data governance. Bus. Inf. Syst. Eng. 3, 241–244 (2011)
24. Begg, C., Caira, T.: Data governance in practice: the SME quandary reflections on the reality

of data governance in the small to medium enterprise (SME) sector. In: 5th European
Conference on Management Information and Evaluation, pp. 75–83 (2011)

25. Begg, C., Caira, T.: Exploring the SME quandary: data governance in practise in the small to
medium-sized enterprise sector. Electron. J. Inf. Syst. Eval. 15, 3–13 (2012)

28 O. B. Nielsen et al.



26. Vilminko-Heikkinen, R., Brous, P., Pekkola, S.: Paradoxes, conflicts and tensions in
establishing master data management function. In: 24th European Conference on Informa-
tion Systems, ECIS 2016 (2016)

27. Fontana, A., Frey, J.H.: Interviewing: the arts of science. In: The Handbook of Qualitative
Research, pp. 361–376 (1994)

28. Harvey, L.J., Myers, M.D.: Scholarship and practice: the contribution of ethnographic
research methods to bridging the gap. Inf. Technol. People 8, 13–27 (1995)

29. Persson, J.S., Kaldahl, A., Skorve, E., Nielsen, P.A.: Value positions in E-government
strategies: something is (Not) changing in the state of Denmark. In: Proceedings of the 25th
European Conference on Information Systems, pp. 904–917 (2017)

30. Myers, M.D., Newman, M.: The qualitative interview in IS research: examining the craft.
Inf. Organ. 17, 2–26 (2007)

31. Hsieh, H.-F., Shannon, S.E.: Three approaches to qualitative content analysis. Qual. Health
Res. 15, 1277–1288 (2005)

32. Guha, J., Chakrabarti, B.: Making e-government work: adopting the network approach. Gov.
Inf. Q. 31, 327–336 (2014)

33. Azad, B., Faraj, S.: E-Government institutionalizing practices of a land registration mapping
system. Gov. Inf. Q. 26, 5–14 (2009)

34. Juell-Skielse, G., Lönn, C.-M., Päivärinta, T.: Modes of collaboration and expected benefits
of inter-organizational E-government initiatives: a multi-case study. Gov. Inf. Q. 34, 578–
590 (2017)

35. Kim, D., Grant, G.: E-government maturity model using the capability maturity model
integration. J. Syst. Inf. Technol. 12, 230–244 (2010)

36. Rowley, J.: E-Government stakeholders - who are they and what do they want? Int. J. Inf.
Manag. 31, 53–62 (2011)

37. Rose, J., Persson, J.S., Heeager, L.T., Irani, Z.: Managing e-Government: value positions
and relationships. Inf. Syst. J. 25, 531–571 (2015)

38. Brous, P., Vilminko-Heikkinen, R., Brou, P., Pekkola, S.: Paradoxes, conflicts and tensions
in establishing master data. In: Proceedings of ECIS 2016 (2016)

39. Rose, J., Persson, J.S., Heeager, L.T.: How e-Government managers prioritise rival value
positions: the efficiency imperative. Inf. Polity 20, 35–59 (2015)

40. Medaglia, R.: eParticipation research: moving characterization forward (2006–2011). Gov.
Inf. Q. 29, 346–360 (2012)

41. Olphert, W., Damodaran, L.: Citizen participation and engagement in the design of E-
government services: the missing link in effective ICT design and delivery. J. Assoc. Inf.
Syst. 8, 491–507 (2007)

Why Governing Data Is Difficult 29



A Cognitive Perspective on Consumers’
Resistances to Smart Products

Stefan Raff(&) and Daniel Wentzel

Department of Marketing, TIME Research Area, RWTH Aachen University,
52072 Aachen, Germany

{raff,wentzel}@time.rwth-aachen.de

Abstract. Despite their increasing relevance, research falls short to reveal the
key factors hindering the adoption of smart technologies. Therefore, the aim of
this exploratory study was to elicit consumers’ cognitive representations, i.e.
mental models of different smart product concepts based on similarity and dis-
similarity judgments, and to label the key dimensions based on which consumers
mentally categorize them. This was expected to shed light on drivers of adoption
resistance in order to help practitioners in product design and promotion. An
innovative mix of two research methods was applied, namely quantitative-
descriptive projective mapping and free associations. We found that consumers
mentally balance released smart product concepts along with a rationally laden
‘useful-useless’ dimension and unreleased concepts along with an emotionally
laden ‘intrusive-useful’ dimension. Additionally, this research showcases
(1) method diversity in the field of IS and (2) how non-IS scholars who apply new
approaches to an IS phenomenon contribute with new perspectives and thus
enrich the field as a whole. This is work in progress and part of an overarching
mixed-method agenda. The exploratory findings will be used to carve out further
research directions for this growing field (e.g. the development of a construct
measuring consumers’ perceived intrusion of smart products).

Keywords: Smart product � Internet of Things � ICT � Innovation resistance
Adoption barrier � Mental model � Mixed-method research

1 Introduction

In the past decade, the term “smart product” has been buzzing around among politi-
cians, scientists and technology experts [e.g., 66, 68]. For a long time, this terminology
appeared to be used mainly for the purpose of philosophizing in technology think tanks
and for the marketing of cutting-edge information and communication technology
(ICT) at trade fairs. However, driven by advancements in technology, smart products
are becoming a tangible reality in the dawn of a new era: the era of the Internet-of-
Things (IoT) [2, 14, 57]. Rijsdijk and Hultink [66, 68] define the concept of product
smartness as a combination of the dimensions autonomy, adaptability, reactivity,
multifunctionality, ability to cooperate, humanlike interaction, and personality, as well
as the extent to which a product possesses one or more of these dimensions. Yet, most
of the products exhibiting one or more of these characteristics remain a glamorous
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vision of future digitized worlds while, in some areas, they are already hitting our lives.
Prime examples are Amazon’s Echo or smart watches such as the Apple Watch. Soon,
even more sophisticated smart products like autonomous cars will gradually become
part of our lives. Digitization is accelerating, and companies across all industries are
starting to lift their products to a “smart” level [51].

However, despite its increasing relevance, the market has seen a substantially
slower than expected pace of smart product adoption [1]. Currently, the reasons for the
slow pace of adoption seem to lie mainly in unknown consumer side factors [1].
A major goal of information systems (IS) research is to predict and to enlighten IS
acceptance and usage [88]. For smart product adoption, predicting factors might go
beyond the traditional acceptance or resistance evaluations based on perceived use-
fulness and the perceived ease of use suggested as by the Technology Acceptance
Model (TAM) [e.g., 13, 71, 82]. Smart products differentiate in a myriad of ways from
traditional computers, thus, due to the radical newness of the products and the appli-
cation contexts, there might also be new and distinct factors driving consumers’
adoption decisions. Therefore, practitioners need to gain in-depth insights into the
drivers of resistances that need to be overcome. Hitherto, the field of smart products is
lacking such insights. Apart from a considerable amount of technology-focused
research in IS literature, only very little research has tackled consumer behavioral
issues of smart products [for an exception see: 45 or 73]. Also, there is an apparent lack
of initial exploratory research in the field which is reminiscent of the time when e-
commerce was a rising phenomenon. Nonetheless, at the time, research on e-commerce
benefitted greatly from the combination of inductive, exploratory approaches followed
by deductive, confirmatory research [44, 63].

Against this backdrop, exploratory research is needed. Thus, we take a cognition
perspective and use projective mapping and free associations as powerful tools in order
to explore mental models with regard to smart products. The goal of this research is thus
to identify consumers’ mental model with regard to different smart product concepts.
Increasing the understanding of the existing mental model is expected to be essential in
order to obtain further insights into potential sources of adoption barriers and resistances
on the consumers’ side [43, 64]. Moreover, past research has shown that if for example
consumers’ existing knowledge structures are applied to promotional messages, con-
sumer understanding is facilitated [23]. Consequently, such increased understanding
decreases the perceived complexity and may leverage adoption. From an academic
perspective, the emerging insights may as well pave the way for more product-centred
research endeavors in a next step. Two overall research questions were developed that
should guide the reader through this work: (1)What is the mental model consumers hold
towards different smart product concepts?, and (2) What are the dominant mental
dimensions based on which consumers differentiate smart product concepts?

On a broader level, this research aims to add value to IS research through method
diversity. This paper showcases how non-IS scholars apply new methodologies to an IS
phenomenon in order to introduce new perspectives, disrupt traditional epistemic scripts,
and thereby to enrich the field’s knowledge ecology as a whole [5, 24, 70].Moreover, this
research is embedded in an overarchingmixed-method agenda [37, 83, 84]. It thus follows
the repeated calls for methodological pluralism and mixed-method application in IS
knowledge generation [83, 84].
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The remainder of the paper is organised as follows: Sect. 2 provides a summary of
the underlying theory. Section 3 presents the applied research method and the study
design. Following, Sect. 4 gives an overview of some of the preliminary results. The
Discussion, Contributions and Research Implications are described in Sect. 5. Finally,
the paper concludes with Sect. 6.

2 Theoretical Background

2.1 Innovation Resistance

Innovation adoption and acceptance have been the focus of academic literature for
some time [e.g., 3, 18, 47, 48, 71, 82]. Most of this research postulates that consumers
are open to adopting innovations. However, such pro-innovation bias in current
research tends to overshadow the reality of (high-tech) innovation failures with average
failure rates of 40–50% [7, 9, 15, 17, 64]. Innovation adoption arises solely if consumer
side resistances can be overcome [64]. Therefore, it is essential to investigate these
resistances and their nature [19, 64]. Generally, Ram [64] describes them as being
dependent on the three factors perceived innovation characteristics, consumer char-
acteristics, and characteristics of propagation mechanisms. In this description, the
consumer characteristics are defined as a combination of psychological variables and
demographics. Moreover, Ram [64] describes the psychological variables as a com-
bination of one’s personality, attitudes, value orientation, previous innovative experi-
ences, perceptions and beliefs. In order to understand the psychology of innovation
resistance, in this study, the psychological variables of consumers will be specifically
targeted [64, 75]. The combined psychological variables such as beliefs or perceptions
are held in mental models or cognitive schemas. Bagozzi and Lee [4]. for example
introduce mental models as the cognitive representation of the set of ideas a consumer
holds about an innovation and that may guide the consumer through the adoption
process. Such mental models about product innovation have an important self-
regulatory function in the product adoption process [4]. Generally, mental models are
an artefact of the overall naïve understandings that humans hold for the world sur-
rounding them and may thus provide clues about sources of resistances.

2.2 The Role of Mental Models and Their Structure

There is broad consensus on the existence of mental models and their appearance as
small-scale models of external reality that guide human reasoning and decision-making
[9, 11, 38–41, 43, 58–60, 89]. The history of mental models dates back to René
Descartes who defines ideas as representations of reality. In this regard, he distin-
guishes between three kinds of ideas: ideae innatae, ideae adventitiae, and ideae
factitiae. Thereby ideae factitiae (the fabricated idea) gets most closely to what Ludwig
Wittgenstein [89] in his Tractatus Logico-Philosophicus describes by humans devel-
oping pictures of facts and define them as models of reality. This idea is in line with
Johnson-Laird [40] who supports these notions by defining mental models as the
ultimate output of perceptual processes. Later, mental models are further described as
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small-scale models of reality that are formed through interaction with a target system
(e.g., any kind of information regarding the target system ‘smart product’) which needs
to be neither wholly accurate and thorough nor correspond completely with what they
model in order to be useful [38, 58]. In this regard, mental models can be cognitively
represented in the form of visual images or they can be abstract and non-visual [41].
Moreover, there is no need for humans to understand their surrounding reality up to
their fundamental principles in order to form mental models [38]. Furthermore, human
mental models should by no means be expected to be neat and elegant but rather messy,
sloppy, and incomplete representations of people’s perceived environment and some-
times derived from idiosyncratic interpretations [57, 58].

The connection between mental models and (consumer) behavior has been
acknowledged for some time in the fields of organization science, system science,
marketing, and computer science [e.g., 27, 49, 50, 55, 60, 87, 90, 91]. In consumer
research, cognitive structures are investigated mostly in terms of product perceptions,
brand attitudes, brand-attribute beliefs or brand personality. As soon as consumers gain
new information and connect it with existing knowledge, they are assumed to form
cognitive structures in their memory in the form of mental models. Furthermore, in
marketing and innovation literature, mental models are described as the interpreted
meanings of a product or thing (i.e., a target system) that are formed through experi-
ence with a target system (e.g., interacting with the product, reading, online information
etc.) and guide consumers’ behavior [4, 10, 12, 30, 58, 60, 74, 76, 77, 90, 91]. Zaltman
and Coulter [90, 91] postulate that these mental models essentially drive consumers’
thoughts and behaviors. However, a major challenge for research is to elicit such
mental models and to bring them to life.

Theories of mental model formation are frequently built on similarity judgments
(similarity of objects) [25]. In this context, consumers cognitively represent similarities
of different product alternatives through the use of comparison attributes [35]. These
attributes have either the characteristic of distinct product features or more abstract
dimensions [e.g., 79, 80]. In product category choice situations or in choice situations
among rather non-comparable product alternatives, consumers use such abstract
comparison dimensions (e.g. practicality) [34]. Thereby, the level of abstraction of
these dimensions differs based on the consumers’ level of experience or expertise with
regard to the focal domain. Novices are expected to compare different products on
broader and more general, abstract dimensions [85]. In general, the dimensions
describe a range of unique attributes or concepts in consumers’ knowledge with respect
to a specific domain [42].The product category smart product contains a wide range of
different products such as autonomous cars or home assistants. These products are
rather non-comparable on an attribute or functional level as they, by their inherent
nature, satisfy different needs. However, consumers might compare them on the basis
of general and abstract dimensions such as ‘necessity’ or ‘frightening’ and thus create a
generic mental model for the category of smart products [32]. These overall abstract
dimensions that are used by consumers to categorize different smart product concepts
are expected to provide important indicators about the basic sources of resistances.
Johnson et al. [35] find that when studying consumers on a product category level,
spatial scaling methods are most appropriate for determining consumers’ latent mental
dimensions that might drive consumer behavior. Inductively labelling these mental
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dimensions can be done by analyzing consumers’ underlying semantic structures
collected by methods such as open-ended interviewing, free associations or pattern
notes [9]. These identified dimensions are expected to represent the first and most
important parameters whose adjustment may leverage smart product adoption.

Based on a synthesis of the outlined theory, this work’s research approach is
epitomized by the following exploratory research propositions: (P1) Smart product
resistances are organized in a mental model that crucially guides consumers’ adoption
process. (P2) Unveiling the content of the mental model may shed light on the general
nature of factors that induce smart product resistances. (P3) Spatial scaling and
semantic structures are appropriate for eliciting the key dimensions consumers use to
mentally categorize different smart product concepts.

3 Research Method and Study Design

In academia, there has been a considerable debate on how to model and map cognitive
representations and mental models [20, 43], in particular in the field of IS [53]. In
general, multidimensional analysis methods (e.g., Multidimensional Scaling – MDS,
Multiple Factor Analysis –MFA or Generalized Procrustes Analysis – GPA) are among
the most widely used techniques for exploring and modeling cognitive representations
or psychological spaces with regard to product categories [26, 33, 35, 60, 61, 78, 86].
Furthermore, the application of such methods is expedient in exploratory settings in
which the underlying concepts and dimensions are not developed yet [72]. Projective
mapping, particularly well-suited for the inductive set-up of this work’s research, will be
applied. The quantitative-descriptive method collects data by means of free-choice
profiling. Hitherto, it was applied mainly in the field of psychophysics [62, 69]. Orig-
inally, it stems from free sorting tasks pursued in experimental psychology to uncover –
via statistical analyses – the structure of stimuli in a perceptual space as well as to
interpret the underlying categorization dimensions of these spaces [see e.g. 31 or 52]. In
projective mapping, participants directly position products or proxies (e.g. tokens) on a
sheet of paper based on perceived similarity and dissimilarity judgments as well as
provide descriptive free association data for each product [66]. Afterwards, the data can
be analyzed using GPA and MFA. This allows for generating a spatial, lower dimen-
sional consensus configuration from a set of individual configurations.

Compared to other scaling methods, this method has a number of advantages. This
technique compares all stimuli at once and not by means of pairwise comparisons. This
helps to prevent participant fatigue. Also, the projective mapping method is faster
because each positioning of a stimulus reflects multiple similarity/dissimilarity
judgements. In an initial exploratory setting, it therefore reveals the most important
cognitive dimensions faster and easier than other scaling techniques or qualitatively
driven mental model elicitation practices such as for example the Zaltman metaphor
elicitation technique (ZMET) [56, 90]. Moreover, considering the set of stimuli
holistically means that the relationships between multiple pairs are considered in
context, as all stimuli are always in view. This appears to be more realistic when it
comes to real consumer evaluations of product categories and is thus a major advantage
of this technique [46]. It is important to determine the mental model of consumers
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without deductively encouraging the use of specific evaluative dimensions. Thus,
projective mapping suits very well the inductive purpose of this study as it can easily be
combined with qualitative data collection methods. Thus, to inductively derive the
dimensions, the approach was combined with free associations an established tool in
order to efficiently elicit mental models [9]. Participants had to state one free associ-
ation per product concept. These associations can be plotted into the consensus map in
the form of a semantic cloud allowing for inductive interpretation of the axes. Hence,
combining projective mapping with the informative quality of free associations allows
one to develop the mental dimensions directly from the data.

The participants for the study were recruited on the campus of a large public
university (N = 40, Mage = 31.6 years, 50% = women). All participants were offered
free refreshments as an incentive. All participants took part voluntarily. The partici-
pants were randomly assigned to one of the two study groups (group 1: N = 20 and
group 2: N = 20). The study was conducted in German, the native language of all
participants. The stimuli consisted of 16 consumer-oriented smart product concepts,
eight of which are not commercially available yet (e.g. autonomous vehicle), while the
other eight have already been released on the market (e.g. smart watch). The two
groups were derived in order to reveal differences between mental models of released
and unreleased products, i.e. differences between established and unestablished prod-
ucts. The participants had to be familiar with all of the released product concepts. The
smart product concepts were chosen on the basis of the suggested smartness criteria
proposed by Rijsdijk and Hultink [65, 67] and on their ability to possess at least one of
them. The study was conducted in a controlled laboratory setting. Participants received
a brief introduction regarding the different smart product concepts from the researcher.
They were then given 10–15 min to read the concept descriptions again in detail and
familiarize themselves with them. For each concept, a token was provided representing
a proxy for the mapping task. In a next step, the participants were asked to position the
tokens on a large sheet of blank paper; in practice, this sheet is a paper tablecloth
measuring 40 cm � 60 cm. Figure 1 shows an example of an individual configuration.
The following instructions were given to the participants:

(1) “You are asked to evaluate the similarities (or dissimilarities) between several
smart product concepts. You can do this intuitively, based on your own criteria
(except product function), those that you consider substantial. You do not have to
specify your criteria. There is no right or wrong.”

(2) “You have to position the tokens on the tablecloth in such a way that two smart
product concepts are positioned close to one another if they appear identical to
you and that two smart product concepts are positioned further away from one
another if they appear dissimilar to you. Do not hesitate to make use of the entire
sheet to strongly express the differences you perceive.”

A Cognitive Perspective on Consumers’ Resistances to Smart Products 35



In a next step, the participants had to indicate one free association per product
concept. In addition, they had to specify whether their association was positively (+),
neutrally (/) or negatively (˗) connoted. Coordinates were read off and entered into the
data matrix.

The derived data matrix consists of N participants in the columns and K product
concepts and free associations in the rows, each of them represented by a group con-
sisting of one x and one y coordinate, respectively. The data was analyzed using MFA
and GPA [26]. The analysis was pursued in R using the Rcmdr Plugin for the Facto-
MineR package. The analysis generated lower dimensional, spatial consensus config-
urations from the individual participant’s configurations. In the derived consensus maps,
the rows of the original data matrix are represented as points. The points represent the
group average position of the individual’s positioning of the product concept. The closer
the points are positioned to one another on the map, i.e. the shorter the distance between
the points, the more similar they are perceived in the eye of the consumer. Lastly, the
derived consensus configurations allow to inductively deducing the central dimensions
that were used by the consumers to categorize the different product concepts. The free
association data can be superimposed onto the consensus maps, which allowed for the
qualitative dimensional interpretation by two independent assessors.

4 Preliminary Results

Although the collected data allows for more in-depth analysis on product and category
level, due to limited space, only some of the initial exploratory results of the unreleased
group will be outlined very briefly in this paper. Figure 2 represents the consensus
configuration from the unreleased group and the semantic cloud that was derived using
GPA. The MFA reveals that the two dimensions (Dim 1 and Dim 2) account for more
than 53% of the variance in the underlying data. Apparently, there are two very
dominant dimensions based on which the participants categorized the different product
concepts. Here, dimension 1 describes most of the variance of the participants’ cate-
gorizations (30, 74%). Besides, the vertical dimension 2 clearly separates the smart
product concept ‘8_AV’ from all the other smart product concepts.

Moreover, ‘2_SH’ and ‘4_SFC’ are mentally categorized as being very similar.
Interpreting the free association data will help shed light on the qualitative meaning of
the mental dimensions. From a dimensional perspective, most of the free associations
from the semantic cloud are organized along the horizontal dimension. On the left, they
are highly emotional and negatively associated. Products are mostly linked to

Fig. 1. Individual positioning of the smart product concept tokens from one study participant
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Fig. 2. Consensus configuration (above) and superimposed semantic cloud (below)
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associations such as ‘intrusive’, ‘spying on’, ‘observing’ or ‘controlling’. On the right,
free associations comprise mainly rational, more positive words such as ‘useful’,
‘practical’. In fact, consumers appear to categorize the product concepts mainly along
an ‘intrusive-useful’ dimension. This categorization could reflect some form of con-
sumers’ cost-benefit balancing. Regarding the product concepts, it appears that for
‘2_SH’ and ‘4_SFC’, the perceived benefits of usefulness outweigh the perceived costs
of intrusion. In contrast, for ‘6_ST‘, ‘7_PR’ or ‘5_SCL’ the perceived costs of intrusion
seem to prevail. This could imply that for product concepts that involve contact with
children, the perceived negative potential of these products is predominant, whereas for
more playful and leisure-like applications, the perceived usefulness seems to pre-
dominate. Interpretation of the vertical dimension is less clear. However, one could
interpret it as an overall dimension of danger. Here, the dimension seems to vary in
concreteness. With regard to ‘8_AV’, the associated fear is concrete and mainly due to
a perceived loss of control (e.g. free association ‘loss of control’). On the other hand,
‘6_ST’ and ‘3_ETS’ are associated with fear on a more general level, which is reflected
by terms such as ‘dangerous’ and ‘threatening’. In sum, the two dimensions (ac-
counting for >53% of the variance) appear to consist of an ‘intrusive-useful’ dimension
(Dim 1) and a generic ‘fear’ dimension (Dim 2). These dimensions seem to be the
predominant dimensions based on which consumers mentally categorize and distin-
guish different unreleased smart product concepts. From a product perspective, the
smart product concepts ‘5_SCL’, ‘7_PR’ and ‘6_ST’ in particular appear to have a
strong negative connotation in consumers’ mental representations. The smart toy was
rated negatively by all of the participants, the personal robot by 90% and the smart
contact lens by 85%. In general, higher degrees of complexity and radicalism of the
smart product concept appear to be aligned with an increase in negative judgments. It
could be inferred that increased levels of complexity and radicalism confuse or frighten
consumers. In contrast, ‘4_SFC’ and ‘2_SH’ invoke positive connotations and are
perceived as useful and cool. Even though only the results from the unreleased smart
product group could be outlined briefly here, Table 1 shows the preliminary results of
both groups.

Table 1. Mental model summary

Mental
dimensions

Study group 1: unreleased Study group 2: released

Dimension 1 ‘intrusive – useful’ Usefulness: ‘useful – useless’
Dimension 2 Fear: ‘abstract (dangerous) –

concrete
(loss of control)’

Efficiency: ‘efficient’ – ‘inefficient’

Overall
mental model

Predominantly negative
connotations, emotionally laden

Predominantly positive
connotations and highly rational
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5 Discussion, Contributions and Research Implications

To date, research providing inductively derived evidence with regard to resistance to
smart product concepts is lacking. This research thus contributes to closing this
revealed gap by providing initial insights into the psychological drivers that may cause
adoption resistances [4, 64]. In light of our preliminary findings, this section will
discuss the main contributions of this research paper as well as outline promising
avenues for future research.

The preliminary findings seem to provide a clue about a simplifying heuristic or so-
called “click” experience that consumers may apply in their evaluation of unreleased
smart products [21, 54]. In general, heuristics help to release the complexity from a
decision task and thus to reduce cognitive effort and to increase decision making
efficiency [81]. Based on our findings, in their initial evaluations of unreleased smart
product concepts, consumers seem to put great emphasis on the degree of their
intrusive potential. This factor is highly negatively connotated and may therefore
represent a significant hindering factor to the adoption of future smart product concepts.
Consequently, and due to the technological complexity of smart products, consumers
may strive to reduce situational complexity by using the level of perceived intrusion as
a heuristic that becomes decisive for adoption or resistance. In this context, our future
research will dig deeper and move in the following four directions: (1) consumers
evaluations of released versus unreleased smart product concepts; (2) the exact eval-
uation and decision making styles prior to the adoption of yet unreleased smart
products; (3) investigation of the specific product factors that have the most impact on
the calculus between the perceived benefit of usefulness and the perceived cost of
intrusion [16]. Especially for practice it is of great relevance to increase knowledge
about such factors and their psychological impacts as they could represent possible
starting points that might be addressed to leverage adoption; (4) the gradual increase of
functions in use. Such updates ex-post market release could help to gradually accustom
the user to radically new product functions instead of overwhelming the user from the
beginning, and thus may avoid resistances.

In addition, having read this work one should bear in mind that it is embedded in an
overarching mixed-method agenda whose findings are used to inform a set of confir-
matory research endeavors [37, 83, 84]. Following the epistemological idea of the
dialectic pluralism, the use of multiple methods and perspectives is expected to add
substantial value to research on IS phenomena [36]. The complexity of the focal
phenomenon and its interplay with the social environment calls for such a multiple
perspective approach in order to be inclusive and to increase the general robustness of
the findings [8, 83]. This study contributes with initial, inductively generated knowl-
edge that helps to pave the way for future deductive studies. Going forward, the designs
of these studies will be built on the elicited mental models and will deductively
develop, complement and validate our initial findings [22]. Further related activities
include: (1) a construct development (perceived intrusion of smart products). In relation
to Bhattacherjee and Hikmet [6] it seems likely that the revealed aspect of perceived
intrusion is unique and specific to the domain of smart technologies and thus needs to
be treated as a distinct construct. Thus, we follow the call of Bhattacherjee and Hikmet

A Cognitive Perspective on Consumers’ Resistances to Smart Products 39



[6] to dig deeper into understanding the multifaceted phenomenon of resistance by
investing in the development of constructs that may represent significant drivers of
resistance to a specific technology; and (2) the development of a research model of
smart product adoption that can be tested deductively. In this way, we hope to provide
empirical evidence on the exact nomological paths that shape individuals’ resistance to
smart products [29].

Lastly, we contribute to the current body of knowledge on IS failures [17] as well
as to the field of IS in general through method diversity. This paper showcases how
non-IS scholars apply new methods to an IS phenomenon towards introducing new
perspectives, disrupt traditional epistemic scripts, and thereby enrich the field’s
knowledge ecology as a whole [5, 70]. In Grover’s [24] terms, we think that this
research follows the call of pushing IS research to the edges by introducing a new
methodological approach. More precisely, it contributes to the ‘left edge’ through a
new form of inductive knowledge production resulting in an innovative dataset.

6 Conclusion

The aim of this paper was to uncover the hitherto unstudied mental models regarding
smart product concepts. Building on mental model and innovation resistance theory, a
set of exploratory research propositions was developed. Preliminary results of one
empirical study revealed that consumers categorize released smart product concepts
mainly based on a rationally laden useful-useless dimension and unreleased products
along with a very emotionally laden intrusive-useful dimension. Building on our study,
we extract knowledge gaps that warrant future investigation, as well as outline
implications for practitioners.

The presented findings should be interpreted in light of its limitations. First, our
study might be limited due to the overall exploratory research layout. We used a
relatively small number of participants, which might not be representative of the whole
population. Thus, we would welcome additional rigorous and possibly quantitative
studies to specifically confirming our exploratory findings. Given that our data col-
lection was performed in Germany, we are aware that the generalizability of our
findings might be also limited due to the cultural setting that may differ from others in
terms of cultural beliefs [28]. In conclusion, we hope that IS research benefits from the
above findings as well as we hope to fuel future research on the adoption and resistance
of smart technologies.
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Abstract. The plethora of social media platforms such as Facebook, twitter,
Instagram and WhatsApp has enhanced the information systems within organ-
isations while at the same time being a conundrum to executives, who need to
develop strategy around this technology. This paper explores the influence of
different social media applications on engendering strategic organisational
practices using a practice perspective. Through the practice lens and with the
guidance of the interpretivist philosophy, this paper collects empirical evidence
from two telecom organisations in Tanzania. The findings show that different
types of social media applications play different roles in engendering different
strategizing methods, such as formal and informal. Depending on the role the
application plays. In practice, this will help organisational executives in the
selection of social media applications, which is a crucial stage in the develop-
ment of social media strategy.

Keywords: Social media � Practice perspective � WhatsApp � Strategizing

1 Introduction

The plethora of social media platforms such Facebook, twitter, Instagram, YouTube
and WhatsApp create an ecosystem of social media (Hanna et al. 2011) which enhances
Information Systems (IS) within organisations through revitalising fundamental pro-
cesses such as sharing information and receiving feedback from customers and staff
(Kwayu et al. 2017). Consequently, this enables organisations to leverage social
relationships such as staff relationships as well as customer relationships, which can
lead to various benefits such as extending the spheres of marketing (Berthon et al.
2012). On the other hand, the existence of social media platforms within organisations
contributes to democratizing organisational communication, thereby reducing organi-
sational control of information while increasing the power of consumers. As a result,
most executives are unable and reluctant to develop strategies and resources for
engaging effectively with social media (Kietzmann et al. 2011). The reason being that
social media platforms can take various forms such as content communities, social
networking sites or blogs (Kietzamann et al. 2011), which illuminates different ways in
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which social media intertwines with communication practices such as broadcasting,
chatting and sharing that occur outside and within the organisation (Treem and Leo-
nardi 2012). Thus, collectively, the co-existence of varying forms of social media
platforms in organisations complicates the development of social media strategy within
an organisation because of the ‘one size fits all’ approach (Jarzabkowski 2005). The
‘one size fits all’ approach is a single strategy for different forms of social media
application that exist in an organisation.

Although the use of social media within organisations has advanced in many
spheres, the practical application of social media has outpaced the existing empirical
studies which examine their use and how social media may change several organisa-
tional processes (Leonardi and Vaast 2016). This suggests that organisations are using
social media, yet there is a lack of detailed empirical examination of how social media
are used and the impact upon organisational practices and strategy. Considering this
shortcoming, there is an apparent need for further research to understand these tech-
nologies and their effect on different processes, which will help organisations with their
strategizing.

Considering the practice of social media in organisations is far beyond the schol-
arship as aforementioned, this research adopts a practice perspective, which focuses on
emergent practices that are enacted from recursive interaction between people and
technology (Orlikowski 2000). In addition, the practice perspective encompasses the
complexity entwined between people and technology while embedded within a context,
making it a suitable approach for studying dynamic technology such as social media
without undermining the role of people or technology in contributing to change and
stability.

In light of the above, the main question for this research is: do different social
media platforms create different strategic organisational practices? An interpretivist
approach with empirical data from two Tanzanian telecommunications organisations
will be used to answer this question. The data is collected through semi-structured
interviews with staff and management within the organisations. Thus, this research
aims to explore and understand the role of different social media applications in the
organisations from the context of the Tanzanian telecommunications industry. Subse-
quently, it will help us to understand how the type of social media application asso-
ciates with, and impacts upon, important organisational processes such as customer
service and staff welfare (Kietzmann et al. 2011). In theory, this will enhance existing
understanding and literature on social media classification, by helping to differentiate
and understand different forms and their implications on organisational processes and
practices. In practice, this research will help managers to set policies and procedures
that will maximise the impact of social media applications on processes within the
organisation.

The remainder of this paper is organised as follows: we first discuss the literature
review of social media applications and then the practice perspective. This is followed
by the methodology, findings, discussion and, finally, the conclusion.
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2 Social Media Applications

Social media use is increasingly becoming mainstream within organisations (Pillet and
Carillo 2016) affecting firms in a number of ways including reputation, socialisation,
knowledge sharing, and power dynamics (Treem and Leonardi 2012). For example, the
ranking mechanism on social media applications such as TripAdvisor have shifted
power to the consumer, subsequently influencing the reputations of hotels. Thus,
considering the effect of social media on organisations and the complexity created by
the various forms of social media, several studies have explained how organisations
can understand the various forms of social media platforms so that they can develop
their respective social media strategy. Kaplan and Haenlein (2010) classified social
media into six categories using theories from media and social processes, which are
two key elements of social media. They used the ‘social presence theory’ which
suggests that media differ in the degree of social presence allowed to emerge between
two communication partners (Short et al. 1976). In addition, they also used the ‘media
richness theory’, which assumes that the goal of any communication is the resolution of
ambiguity and reduction of uncertainty (Daft and Lengel 1986). However, with respect
to social process, they used self-representation and self-disclosure, whereby self-
representation argues that in any social interaction, people have desires to control the
impressions that other people have of them, while self-disclosure is the critical step in
the development of relationships (Kaplan and Haenlein 2010). Combining these two
elements, the media richness theory and social presence theory, Kaplan and Haenlein
(2010) established the types of social media that are collaborative projects
(i.e. Wikipedia), blogs, content communities (i.e. YouTube), social networking sites
(i.e. Facebook), virtual game worlds (i.e. World of Warcraft) and virtual social worlds
(i.e. Second Life). The Table 1 below illustrates further.

Apart from Kaplan and Haenlein’s (2010) classification of social media, Kietzmann
et al. (2011) presented a framework for analysing social media according to functions.
Kietzmann et al. (2011) seven functional blocks are significant in explaining the user
experience on the specific features of social media and its implication for organisations.
The functional blocks are neither exclusive nor do they all need to be on each social

Table 1. Classification of social media by social presence/media richness and self-
representation/self-disclosure

Social presence /Media richness
Low Medium High

Self-
presentation/self-
disclosure

High Blogs Social
Networking Sites
(e.g. Facebook)

Virtual Social
Worlds (e.g. Second
Life)

Low Collaborative
Projects (e.g.
Wikipedia)

Content
Communities
(e.g. YouTube)

Virtual Game
Worlds (e.g. World
of Warcraft)

Source: Kaplan and Haenlein (2010)
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media platform. For instance, twitter facilitates conversation and sharing through
tweeting and retweeting, while Facebook embodies the identity function through set-
ting up of profiles. Below is the list of the functions with their meaning and impli-
cations for organisations (Table 2).

Furthermore, considering the myriad of social media platforms, Piskorski (2014)
explains why some social media platforms are more successful than others. He argues
that social media applications become successful by providing a single social solution
and, once it provides two or more social solutions, it becomes less effective. Given this
phenomenon, social media platforms refrain from copying social solutions from other
social media platforms to avoid ineffectiveness; hence, this is the reason why different
platforms with non-overlapping social solutions can co-exist in an organisation. A so-
cial solution is a solution to alleviate social failures and social failures highlight unmet
social needs that can occur due to social or economic reasons (Piskorski 2014). For
example, LinkedIn offers a social solution of connecting a job seeker with employers
whereas Facebook offers a friend solution by connecting friends.

Despite the above explanations of understanding social media applications, any
form of classification of social media platforms is still complex due to the multifari-
ousness of social media platforms as well as the continuous updates and developments
of social media technology. Consequently, the changing nature of social media
applications complicates the classification of social media applications: resultantly, this
provides challenges for executives in identifying ways of managing social media in

Table 2. The functional block table of social media

Functional
Block

Meaning Impact

Presence The extent to which users know if
other are available

Creating and managing the reality,
intimacy and immediacy of the
context

Relationship The extent to which users relate to
each other

Managing the structural and flow
properties in a network of
relationships

Reputation The extent to which users know the
social standing of others and
content

Monitoring the strength, passion,
sentiment and reach of users and
brands

Groups The extent to which users are
ordered or form communities

Membership rules and protocols

Conversations The extent to which users
communicate with each other

Conversation velocity and the risks
of starting and joining

Sharing The extent to which users’
exchange, distribute and receive
content

Content management system and
social graph

Identity The extent to which users are
ordered or form communities

Data privacy controls and tools for
user self-promotion

Source: Kietzmann et al. (2011)
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organisations (Culnan et al. 2010). Although the classification process is complex,
the above studies have made a considerable effort to classify them through various
theories which, in general, have highlighted the importance of examining specific
features of social media applications and their implications for organisations. For
instance, Locke et al. (2018) suggest that digital activism (i.e. the #MeToo campaign)
on twitter is both powerful and unique in its reach because of the way that twitter space
is configured. In addition, the above studies have indicated the different attributes of
social media applications and their possible impact as well as the existence of multiple
platforms within an organisation. Our study intends to go further and add to this
existing body of knowledge by deploying the practice theory and using empirical
evidence to identify the facets of social media platforms and the specific role they play
in organisations.

3 Practice Theory

Scott and Orlikowski (2014) suggest the practice theory as a suitable lens for under-
standing dynamic technology such as social media since it does not assume stability,
predictability or completeness of technology. The practice theory focuses on how
people interact with technology in their ongoing activities while enacting structures that
influence the emergent and situated use of that technology (Orlikowski 2000). In
addition, Orlikowski (2007) conceptualises practice as material since activities are
dependent upon material arrangement in which the activities are taking place. For
example, information searching through Google depends on Google’s page ranking
algorithm. Furthermore, the practice theory emphasises the causal relationship that
exists between technology, organisational structure and processes, which is located on
the interaction of people and technology (Avgerou 2017). Thus, the practice per-
spective positions us to understand the role of a technology (in this case social media)
within the organisation, since it focuses on the activity; hence, enabling us to correlate
the facet (materiality) of the technology and its function.

Kwayu et al. (2017) suggest that the practice perspective can help to understand
how social media affects strategy, processes and structure as it considers the social
context that enables us to gain insight on reality that is dynamic and complex. Also,
considering that the social media effect is multiple, dynamic and contemporaneous
(Scott and Orlikowski 2012), the focus on practice enables us to capture the reality in
the organisation when people interact with social media.

4 Methodology

This research is guided by an interpretivist philosophy that views knowledge as being
socially constructed through language, shared meaning and consciousness (Richey
et al. 2018). This philosophy is in line with the nature of this research since practices
can be regarded as accomplished social activities through the interpretation of practi-
tioners (Orlikowski and Baroudi 1991). In addition, it is qualitative research, where
data is collected through semi-structured interviews with staff from two telecom
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organisations in Tanzania. Pseudo names used for the two organisations are Kurwa and
Dotto: both organisations are large with networks across the country and both have
adopted social media. The choice of Tanzania, an emerging market, offers a novel
context of understanding the impact of Information Technology (IT) on organisations
that operate from a different context to the developed world, especially when consid-
ering the digital divide that exists between the developed and developing country
(Kwayu et al. 2017).

Twenty interviews were conducted with managers and staff from different depart-
ments within the respective telecom organisations. The language used was a mix of
Swahili and English, depending on the comfort level of the respondent with both
languages. The first author, who conducted the interviews, is Tanzanian and fluent in
both languages. The interviews were recorded and transcribed, translated and analysed.
The analysis process followed an inductive approach, which extracted themes and
issues to concentrate upon (Glaser and Strauss 1967). A narrative structuring method
was used for analysis: the narrative style is a powerful method of capturing different
aspects of our lives without undermining the role of social or material aspects in
contributing to stability and change (Golsorkhi et al. 2015). Following the narrative
style, our analysis consisted of four main stages that are: summarizing, clustering,
displaying and narrating (Pan and Tan 2011). The summarising stage was through
unitizing, which is a coding operation where information is extracted from the text.
Hence, this produced units of analysis, which are interview segments that range from
phrase/sentence to paragraph. Then, the clustering stage where the units were cate-
gorised which gave rise to themes such as: WhatsApp group communication, social
media marketing, feedback and social media management. Though codes and themes
were produced, Saunders et al. (2009) suggest that the narrative style should focus on
the originally told form rather than fragmentation, which is done through coding and
themes. In addition, Kvale (1996) suggest that narrative structuring should ensure that
data is organised temporally while regarding social and organisational context, thus,
focusing the story and plots.

5 Findings

In both telecom organisations, social media practice was similar; this section will
provide a narrative of social media practice within the two telecom organisations.
Different social media applications such as Facebook, twitter, Instagram, YouTube and
WhatsApp are common in both organisations. Other examples of social media use
within these companies include blogs and social forums such as Jamiiforums, but on a
very minimal scale. In general, there are two distinctive ways in which these social
media applications are used by the two telecom organisations. These are for external
communication, which is associated with marketing, and for internal communication.
External communication is communication between the organisation and the customers
or the general public. Facebook, Instagram, YouTube, twitter and blogs are used for
external communication. The WhatsApp application is used for internal communica-
tion. Internal communication is communication taking place inside the organisation
between employees within the organisation.
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The Human Resources Manager at Kurwa explains the social media practice as
follows.

We have not encouraged people to use social media, nevertheless what we have done we said it
should be used for marketing. That is what we have accomplished to this point. Although
indirectly we use WhatsApp when we have something to share, work. We share in WhatsApp
groups with different people for instance finance or other departments. – Human Resources
Manager, Kurwa.

As can be deduced from the quote above, social media is intended to be used for
marketing specifically. However, informally, WhatsApp is also used internally for
work purposes although there is no apparent set procedures or requirements in place to
use it for this purpose. The internal and external use shows how a social media
application can be identified by the role it plays in an organisation. For example,
Facebook, twitter, Instagram can form a category of applications used for external use
while WhatsApp application can be categorised as application used for internal use.

Social media applications that are used for external communication help the
organisations with functions such as marketing (as abovementioned), public relations
and provides a means of getting feedback from customers. These social media plat-
forms used for external communications are carefully selected by the custodians of the
organisation communication. Kurwa’s Public Relations Manager and Product Devel-
opment Manager expand on this as follows:

There are many social media but we have selected a few. We chose those, which we can work
with them in an easy way. We look at those, which we can do filtering, we can follow up, we can
change people ideas, we can get people opinion, and we can ban bad information. –Public
Relation Manager, Kurwa.

Customers provide feedback through different social media platforms, the groups and social
media pages, which our PR manage. We are on Facebook, twitter YouTube, Instagram and
Jamii forums. We on different platforms and we use them to gather feedbacks, complains, and
desires of customers. Sometimes we answer all their questions. Therefore, we communicate
with customers through these platforms. Hence, we use the platform to help the customers. –
Product Development Manager, Kurwa.

The WhatsApp application, which is associated with internal communication,
involves staff communicating with other staff either on a one-to-one basis or through
groups. The group communication has significantly enhanced collaboration and
teamwork within the telecom organisations. In addition, WhatsApp works in parallel
with email communication. In some instances, WhatsApp communication substitutes
email while at other times WhatsApp communication complements email communi-
cation. Although WhatsApp communication is informal and there is no formalised
processes in place regarding how and when it should be used, it is a more popular
means of communication across departments and organisational levels when compared
to formal means such as email communication. This is the case because WhatsApp is
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faster and easier to use and access than email. Hence, WhatsApp communication
facilitates quick solutions which consequently speeds up processes and enhances staff
collaboration. Below are some of the explanations that narrate the use of WhatsApp
within the telecom organisations in Tanzania:

Those are initiative of individual departments. For example, we from regional branches every
unit has its own WhatsApp group. Where they can share work related issues, jokes and do
whatever. – Regional Manager, Kurwa.

Our office uses WhatsApp. I have a WhatsApp group of eight people we update each other. Not
everything you can share through email. Not all the people are using the email. For instance,
there are eight customer services but the computers are two. This means some people do not
have email system but they are using WhatsApp because it is modern, easy to communicate
anything in the office. This is just an example of my office, but in the zone, there are many
groups. There is a social group and work group. When I look at my phone I have not less than
eight groups and they are all related to work. It simplifies because when you need information
in time the phone is nearby. Someone is in Dar es Salaam [headquarters] and is requesting
how many agents do you have in your branch. When you send it on WhatsApp group, it
becomes easy because everyone shares that information in time. – Branch Manager, Dotto.

Confidential issues go through email. That is the relation. Email is the most formal commu-
nication and WhatsApp is more for business updates, direction, asking guidance or way for-
ward. – Zonal Manager, Dotto.

The distinction between the use of WhatsApp and other social media applications
(Facebook, twitter and Instagram) within the telecom organisations is significant.
Primarily, the WhatsApp communication is an individual initiative and the organisation
has very little control over this form of communication. Thus, it can be rationalised that
WhatsApp communication is a practice that emerges from the employees. In addition,
although the management has no formal means like policy or procedures to use
emerging social media practices like WhatsApp communication, it appears that the
organisation is using an interactive way to encourage the positive use of social media,
for instance the use of WhatsApp for assisting work processes as indicated above by
the Zonal manager of Dotto.

Distinctively, Facebook, twitter and Instagram, which are used for external com-
munication, have a formal recognition within the organisation. The two telecom
organisations have official accounts on these platforms and management of these
accounts is centralised from the headquarters. The centralisation of social media is a
means of controlling practice associated with these applications, consequently enacting
a formal status in the following ways. First, individual branches are not allowed to open
any account on social media that represents the organisation. Through this restriction,
the organisation can maintain a single voice that represents the organisation in
respective platforms. Second, centralisation indicates the formal organisation role in the
use of social media through backing up with resources such as personnel who manage
the social media accounts. The following insights provide an interpretation on the state
of social media applications that are used for external communication:

I can say that we have officialised social media because we use them for business marketing.
Although we need to restrict some comments. Some comments spoil everything and may affect
other people’s decision. That is the greatest challenge we are facing. It needs to be open but too
open is also biased. – Human Resources Manager, Kurwa.
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We have centralised social media, we do not allow our branches to have social media. It is
difficult to manage social media from different user and whatever they have needs to represent
one Kurwa. – Marketing Manager, Kurwa.

They collect all the feedback and they will come and say that we get this complains about you
(branch). Perhaps, there is an incidence has happened in your branch, they will call me or
email me and ask me if am aware of that incidence. Therefore, we might be told to change
something or do this when that happens. – Double Road Manager, Dotto.

The above findings have highlighted the state of social media in two telecom
organisations in Tanzania. It has shown a distinction between social media applica-
tions, with the WhatsApp application supporting internal communication while Face-
book, Instagram, and twitter support external communication. The next section will
discuss the findings in conjunction with the literature and the practice theory.

6 Discussion

This section aims to discuss the findings using a practice perspective to explore the
relationship between social media applications and their function within the two
organisations. The findings reveal that social media applications are used to accomplish
a particular task. For instance, Facebook, Instagram and twitter are used for commu-
nication with the customer hence supporting some of the marketing functions such as
maintaining customer relationships and receiving feedback. Similarly, the WhatsApp
application is used as means for internal communication between staff. From Kaplan
and Haenlein’s (2010) classification, we observe that applications with high self-
disclosure and presentation are used for external purposes such as marketing while
WhatsApp, which has low self-disclosure and presentation, is used for internal com-
munication. On the other hand, it can also be argued that the solutions offered by the
application determines their role. For example, the WhatsApp groups help collabora-
tion between staff whereas applications such as Facebook, twitter and Instagram that
allow posting are used for advertising and marketing – this corresponds with Pisko-
rski’s (2014) argument that a social media application becomes popular due to the
solution that it brings. Thus, in essence, the social media applications are adopted for
functions in which they were designed for, i.e. twitter, Facebook and Instagram are
designed with an external outlook to support mass and open communication which
orients them as marketing tools. Whereas the WhatsApp application is designed for
private communication giving it an internal position within organisation communica-
tion. In theory, this suggests that the use of social media is an appropriation of structure
inscribed in the application (Orlikowski 2000). In practice, this emphasises the need to
understand the structure inscribed within the social media application to understand
their role in an organisation. Thus, following Culnan et al. (2010) suggestion that
organisations should be mindful when adopting social media, these findings suggest
that mindful adoption can be done by examining the structures inscribed within the
social media application.
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In addition, the findings highlight how social media is extending the scope of IS
within the telecom organisations. First, the WhatsApp communication that is done
through personal mobile devices substitutes and complements the corporate IT
infrastructure. WhatsApp has been used in parallel with the email system in the
organisation, it has also enabled the incorporation of staff who had no access to
organisational IT infrastructure (i.e. computers) consequently filling that gap. Besides
the deficiency of computers (corporate IT infrastructure), the branch manager of Dotto
suggests things like mobility design and easiness as reasons for rise of WhatsApp
communication in the company. This means that even those with computers tend to
substitute or complement their formal/email communication with WhatsApp. This
signifies the importance of materiality and the contextual arrangements as reasons for
WhatsApp practice in the telecom organisations. Thus, the contextual arrangement of
IT infrastructure influences the performance of social media in the organisations. This
finding contrasts with Braojos- Gomez et al.’s (2015) argument that organisational IT
infrastructure is positively related to social media competence, as the findings in this
study suggest that social media conducted through personal devices can be a substitute
of organisational IT infrastructure.

Additionally, the findings show that social media models new practices. For
example, the zonal manager from Dotto explains thee distinctive ways in which they
practice their communication by describing what sort of communication goes through
email and what goes through WhatsApp. Likewise, Facebook, twitter and Instagram
have shaped how customer service is carried out as the organisations gather feedback,
complaints and desires of the customers. These new practices, which are engendered by
social media, are significant because they influence the way organisations operate and
consequently the way in which value is created. The practice perspective focuses on
repetitive activities (Orlikowski 2000) because such activities influence strategic out-
comes of the organisation (Jarzabkowski 2005). For example, through practice of
gathering and responding to feedback, complains and desires of customer from social
media the telecom organisations can attain strategic outcomes such as increasing
customer satisfaction.

Furthermore, the cases of the telecom organisations show an ‘application role’
based strategizing method for social media. From the practice of the organisations, the
social media applications which supported external communication had a formal
procedural guidance (e.g. Facebook), while for internal WhatsApp communication it
was a form of interactive strategizing such as encouraging positive use. Thus, different
social media applications are engendering different forms of strategizing such as formal
strategizing for applications that have an external role and interactive strategizing for
applications with an internal role. In general, this suggests that it is rational for an
organisation to develop social media strategies by focusing on the role that social media
plays in an organisation, rather than having a collective social media strategy which
contains complications of the ‘one size fits all’ approach.
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Lastly, with regards to our research question - do different social media platforms
create different organisational practices? - the above discussion shows how classifi-
cation, for instance by Kaplan and Haenlein (2010), can relate a social media appli-
cation with its role within an organisation. Similarly, Kietzmann et al.’s (2011)
classification can help to explain why application functions such as group functionality
of WhatsApp is popular within the organisation. Likewise, this can also help to explain
why applications such as Facebook, twitter and Instagram - which have the functions of
presence, sharing and reputation - are useful for marketing and external communication
purposes. Furthermore, the discussion has shown how the contextual arrangement and
classification of social media applications are important in understanding the rela-
tionship between the application and the role it plays in organisations; thus, contextual
arrangement acts as a moderating factor. Therefore, it can be argued that the classifi-
cation of social media applications and contextual arrangement can help to determine
the role that an application plays within the organisation. This has practical implica-
tions on social media strategy as it can help executives with the selection of social
media applications for the organisation, which is a crucial part of developing social
media strategy (Culnan et al. 2010). Also, by understanding the role that each social
media application is playing within an organisation, this can help the organisation to
decide a form of strategizing; for instance, through a procedural or an interactive way.

7 Conclusion

Social media represents one of the most dynamic forms of information technology in
contemporary organisations. The various forms it takes and the functions it performs is
a perplexity facing organisations’ executives. Efforts to understand the technology are
important for helping executives to develop strategy. This research has shown how
different social media applications play different roles within organisations engendering
different forms strategizing such as formal (procedural) strategizing for applications
which had an external role and informal (interactive) strategizing for applications that
had an internal role. Thus, this signifies the importance of differentiating social media
applications by classifying them to assist in identifying the types of practices that can
manifest within organisations. Therefore, this is significant for strategy development as
it helps in the selection of social media platforms. Culnan et al. (2010) identifies
mindful adoption as an initial and crucial stage in developing social media strategy.
Also, this study highlights the importance of the environment in which the selected
social media is going to be appropriated. Evidence presented in our research is just an
indication; future research can advance this study by exploring the relationship between
the different organisational practices, i.e. formal and informal, engendered by different
social media types and the development of organisational strategies. Lastly, future
research may explore the impact of social media applications such as WhatsApp on
creating blurred boundaries between work and play, which is something highlighted in
this study.
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Abstract. Convergence Behaviour Archetypes (CBA) describe the many dif-
ferent ways that individuals spontaneously and collectively move towards an
emergency situation. If this movement is not managed effectively, crisis man-
agement issues and problems can emerge and lead to an exacerbation of the
crisis situation e.g. panic, convergence of people and resources towards danger,
convergence of excess and unrequired people and resources etc. Users of social
media platforms express different motivations and behaviours while converging
on a crisis. While this behaviour has been analysed in previous research, an
understanding of convergence behaviour facilitated by social media platforms to
an effective level of control, is yet to be achieved. This paper examines how
Twitter users, converged on the Manchester Bombing 2017. We identified the
most impactful convergence behaviour archetypes, including those with the
highest perceived legitimacy of convergence i.e. those deemed by the Twitter
network, to have a necessary and meaningful role in the crisis. Manual content
and social network analyses were conducted on our data by identifying three
roles that determine the Twitter users with the highest impact regarding their
retweet behaviour. We determined that Helpers, Mourners and Detectives had
the highest impact on crisis communication in this event.

Keywords: Convergence Behaviour � Crisis communication � Social media
Social network analysis � Information systems

1 Introduction

Nowadays, man-made disasters caused by acts of terrorism are occurring with an
increasing prevalence [11, 41]. With the development of Web 2.0, the use of Infor-
mation and Communication Technologies (ICT), such as social media like Twitter or
Facebook, have emerged as an important technological trend [18, 39]. These easily
accessible Internet-based applications enable users to create and share content-based
information and opinions while seemingly having unlimited reach within a commu-
nications network in real-time with no cost [14]. Recent studies consider social media
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to be one of the most popular sources of receiving and collecting essential crisis
information [22, 25] so, therefore, these social networks have various benefits for crisis
communication and crisis management.

On the one hand, people can use social media to make sense of what has happened
and gather information more quickly while responding collectively [35, 40]. On the
other hand, these social networks are not only used for collecting critical news, but also
for delivering emotional support to people affected by the crisis [26].

In addition, research has revealed that social media users exhibit different intended
behaviours to converge on a crisis, that is reflected in their crisis communication on
social networking sites. This specific behaviour is called Convergence Behaviour (CB).
It describes the movement of individuals or resources towards the crisis event [10] and
can be categorised into a specific Convergence Behaviour Archetype (CBA). While
these CBA and their legitimacy in crisis situations, have been examined in crisis
behaviour research, there is a substantial gap in our knowledge of how CBA are
facilitated and legitimized by social media use during crises.

For instance, the legitimacy of Convergence Behaviour has been questioned by
various researchers, as “Convergence, at its heart, presents a conflict of legitimacy” [21,
p. 103]. People have different intentions when converging on a crisis claiming that their
reasons are valid, and their requirement to participate in crisis communications is
necessary. As all CBA present certain difficulties and challenges to emergency officials,
the legitimacy of these different behaviour types is hard to determine. Researchers have
specified that in social media, CBA assume a certain kind of legitimacy through a
“wider sphere of influence” [45, p. 4]. Thus, if users deem a social media post to be
legitimate and trustworthy, its influence increases and the author might emerge as an
opinion leader [48] and a reliable information source during a crisis. Opinion leadership
is mainly characterised as the social media users’ influence on others’ behaviours and
even their attitudes. Until now, we have yet to understand which CBA exert the biggest
influence on crisis communication in social media. In developing this understanding,
further knowledge on which CBA have the highest potential for perceived legitimacy
on social networks during a crisis, can be developed.

In this paper, we will therefore aim to answer the following research question:
RQ: What Convergence Behaviour Archetypes have the biggest impact (influence

and legitimacy) on social media crisis communication?
In order to answer the question, we analysed the communication network on the

social media platform Twitter, during the terror attack in Manchester on 22 May 2017.
This study provides a new approach to filtering and analysing Twitter data to highlight
and identify CBA on social media by conducting a social network analysis (SNA).
Distinctive roles were initially identified that were introduced in previous research
studies [38]. Through this analysis, we were able to determine the top users and
influencers of the platform that lead the Twitter communication (retweetability) during
the Manchester Bombing. This gave us a different perspective on this crisis incident
when compared to previous crisis incident research, which has mainly relied on text
mining analysis approaches. We were then able to identify the CBA for every tweet
through applying a manual content analysis (MCA) to the dataset.
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Thereafter, the role measures of each Twitter user were added to a total value for
the CBA in order to determine the Impact Measure (IM) of the archetype and therefore
identify the most impactful CBA that emerged during the Manchester Bombing.

The remainder of this paper is structured as follows. In Sect. 2 we describe the
status quo of the literature. In Sect. 3 we introduce our applied research methods.
We then describe the results and develop our discussion. Lastly, we summarise our
findings, point out the study limitations and highlight possible future directions.

2 Literature Review

2.1 Crisis Communication on Social Media

Crisis communication represents a domain that describes the “process of creating a
shared meaning” [9, p. 2] among all individuals that are involved or affected by a crisis.
Effective crisis communication is a fundamental principal to successful crisis man-
agement and disaster relief [15, 18]. In recent years, the use of social media for crisis
communication has increased substantially and emerged as a rapidly growing trend [1,
23]. As a new source of information for the general public, social networking sites are
used for information exchange about emergency situations on both a global and local
level and have actually changed how crisis information is created and distributed to
individuals both directly impacted by a crisis and those merely observing [7, 9, 46].

Understanding this rapid widespread diffusion of social media adoption, and
assessing what and how information is spreading, as well as identifying emerging crisis
communication problems and issues, is critical for crisis management so as to initiate an
effective crisis response by professionals [12]. As a result, research in crisis commu-
nication on social media has gained momentum in recent times. For example, research
has emerged during the last few years that helps explain the process of Sensemaking
during crises. Researchers [29] investigated what kinds of information were commu-
nicated through social media in order for users to make sense of the situation. They used
a relatively new approach of identifying different roles that represent the users with the
highest Information Diffusion Impact (IDI) regarding their retweetability [38]. In fact,
identifying social media users with the highest impact, has been a large field in many
disciplines researching social media, such as politics or social media marketing, but has
only occasionally been applied in crisis communication.

Previous research indicates that three influence measures exist to understand what
different roles users play in social media. Firstly, the indegree, a metric that describes
all incoming relations of a user in a Social Network Graph, represents the Popularity of
an individual. Secondly, the number of retweets serve as the Perceived Content Value
of a users’ post. Lastly, the mentions represent the Name Value of a person [8].

Previous researchers based their study of IDI on the act of retweeting, indicating it
to be “the principal factor” [38, p. 2] of Information Diffusion (ID). They applied a self-
introduced user classification to three roles on the Twitter datasets of the Great Eastern
Japan Earthquake in 2011 and the Boston Marathon Bombing in 2013. Identifying
emerging leaders or impactful users in crisis communication might also be an effective
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way of identifying posts that ensure a higher probability of reliability and truthfulness
[27, 28], although this is not guaranteed. In the last few years, there has been an
increasing concern about false information propagation on social media. As stated
earlier, the sheer mass of information on social networking platforms provides valuable
insight and news for officials, emergency managers and first responders, as well as
traditional media sources [7, 33]. Social media platforms, however, also enable false
and unreliable information to be spread throughout the network [2, 15]. Since social
media platforms generate massive amounts of information that is already hard to
manage, the monitoring, identification and analysis of reliable and truthful social media
data continue to be one of the main challenges for crisis and emergency managers.

2.2 Convergence Behaviour

It would seem that the overall belief of emergency managers is that people who are
affected by a crisis respond in a socially disorganised and disoriented manner [4, 37].
However, research highlights that people actually form a collective intelligence and act
in a rational way instead of exhibiting disorganised behaviour [4, 47].

In general, convergence means “the movement or inclination and approach
towards a particular point” [10, p. 3]. Contrary to the general image of behaviour in
emergency situations, people, resources and information spontaneously converge to-
ward a disaster area instead of moving away [6, 10, 21]. This behaviour causes many
officials and emergency managers to grapple with the impact of Convergence Beha-
viour (CB) [4]. Instead of losing control and fleeing the crisis area in fear, people try to
gather as much information as possible about the situation and, based on this infor-
mation, make quick decisions in order to save their lives and often to aid others in need
of help [19]. Thus, in many instances, officials can be caught “off guard” when an
unanticipated number of people turn up to an event, or a large amount of information is
generated by reaction to an event, which can, if uncontrolled and unmanaged, com-
plicate crisis management. Understanding the different motives people may have while
converging on a crisis, must be better understood to control mass movement of people
towards a crisis [45].

With the increased use of digital media as well as ICT, CB can be exhibited not
only in the physical but also virtual environment. The use of social networking plat-
forms enables CB to adopt new forms of interaction between actors responding to a
crisis [20, 30]. CB in the era of social media is therefore no longer limited by geo-
graphical or physical boundaries, but creates a possibility of event participation and
convergence for people all over the world through social networks [34, 45]. Through
the forming of a collective intelligence during disaster situations, many people start to
volunteer in order to support officials or help those affected by the crisis [21]. CB
encompasses major negative aspects as well, indicating that it should be controlled to
some degree [4, 45]. In general, digital Convergence Behaviour Archetypes (CBA)
might flood social networks with messages, making it hard to find important and
required information, causing poor crisis response or misuse of resources [45]. This
especially concerns crisis volunteers, who digitally converge on a crisis to support and
aid official emergency managers [42].
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In order to control and predict CB, it is inevitable that we must also increase our
overall understanding and knowledge of it. Depending on the individual or group’s
intention and the reason behind converging on a crisis situation, each individual reveals
a prominent behaviour [5] through their actions. Based on this range of behaviour,
researchers [10] identified five different CBA, which are: the Returnees, the Anxious,
the Helpers, the Curious and the Exploiters [10]. Additionally, other researchers [21]
were able to find two new types of Convergence Behaviour which were the Fans or
Supporters and the Mourners. The transformation of CB in social media enabled the
emergence of new types such as the Detectives [45] or the Manipulators [6]. Another
recent analysis of bystanders CB, [5] uncovered the emergence of the Furious and the
Impassive.

Each CBA attributes to itself a high degree of legitimacy in participation in crisis
communication [21], however, not every CBA has a useful role to play in crisis
management. This issue has been explored [21, 45] but is yet to be examined in detail.

The CBA reveal the motivation of individuals who converge on a crisis and can
also provide an answer as to why CB occurs in crisis situations. Table 1 presents all
CBA in evidence so far.

3 Method

3.1 Case Study

In order to address the research question, we conducted an analysis of a Twitter
communication dataset centred on the terror attack that occurred in Manchester, United
Kingdom, on 22 May 2017 21:31 (UTC). The attacker detonated a bomb after a concert
by the American singer Ariana Grande. Twenty-three people were killed by the
bombing, including the attacker and 250 more were injured. The Manchester Bombing
was examined due to the nature of the event (terrorist attack) as well its international
impact.

We focussed on Twitter, which is currently the most popular microblogging service
with over 313 million users [5, 38], because of its 140-character communication
structure which has recently been expanded to 280 characters, Twitter allows users to
make short and public statements [49] with fast and spontaneous information diffusion
while reaching a large group of users [17, 32, 47]. These characteristics have been
found to be very useful in crisis response.

3.2 Data Collection

For our purpose, we considered a social media analytics framework proposed by
researchers [43], which acts as a guideline for social media analytics tools and methods.
While originally based on the analysis of political communication on social media, it
has been previously extended and the possibility of applying it in other research fields,
such as crisis communication, was recently noted [44].
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For data selection purposes, we chose a keyword-based tracking approach by
focusing on the hashtags #Manchester and #ManchesterBombing, as these were the
most prominent hashtags that were used on Twitter during the terror attack. Moreover,
only English tweets were examined due to the crisis location, which is an English-
speaking city. The nature of the event (terrorist attack) also ensures the internationality
applicability of and interest in, this research project. The tracking method targeted the
Twitter API1, which is an interface, enabling us to receive data from Twitter. For
analysis, a self-developed Java crawler was used to collect the data through the

Table 1. Convergence Behaviour Archetypes.

Behaviour Characteristics of social media
communications activities

Examples

The
Returnees
[10]

Enquire about properties they left
behind and status updates about crises

‘Back at my house. Whole area looks
devastated.’

The Anxious
[10]

Information seeking about missing
persons, shelter and medical aid or
general expression of fear

‘Please, if anyone has seen my friend
let me know. We need to know she’s
okay!’

The Helpers
[10]

Help in identifying false crisis
information, create and share posts
about possible shelters

‘If anybody needs a place to stay,
message me. I live nearby.’

The Curious
[10]

Ask questions about what happened
and crisis conditions

‘What happened? Anybody know?’

The
Exploiters
[10]

Scamming or spreading of false
information, use crisis to promote own
organisation/products

Misuse of the crisis hashtag for own
products, e.g. ‘#ManchesterBombing
try out our new product!’

The Fans or
Supporters
[21]

Supportive and grateful social media
posts regarding disaster relief and
official rescuers

Staff underpaid and overworked, but
there when we truly need them. Thank
you.’

The
Mourners
[21]

Paying tribute to victims or people
affected by the crisis

‘Simply heartbroken by the news.
Rest in peace.’

The
Detectives
[45]

Surveillance activities, sharing news
and information to increase
information management

‘Police operation after unconfirmed
gunshots and explosion.’

The
Manipulators
[6]

Attention seeking and manipulative
behaviour

‘That proves I was right all along.
They should all be banned!

The Furious
[5]

Expression of anger and resentment
about the crisis situation

‘What a cowardly act of terror. This
is unbelievable!’

The
Impassive [5]

Don’t actively take part in crisis
communication, “reportage” function

e.g. passively sharing their own
location

1 https://developer.twitter.com/en.html, last access 2018/02/05.
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Search API, by using the library Twitter4J2. Subsequently, we saved the data in a
MySQL database. In total, 3,265,007 tweets were collected from 22 May 21:31:00 to
24 May 23:59:59 (UTC). We chose to examine this specific timeframe to not only
analyse the actual crisis, but also consider the post-crisis communication.

3.3 Data Analysis

In order to answer our research question, we firstly filtered the dataset by identifying
the top central users that participated in the crisis communication on Twitter during the
event. This was done by identifying the social network roles using a previous frame-
work [38], which contains the roles of Information starters, Amplifiers and Trans-
mitters [38]. The top 300 users of each role were identified to highlight the occurrence
of influential users in every stage of the event. To meet this objective, we conducted a
Social Network Analysis (SNA) using the tool Gephi3, which is an open-source software
tool for analysis as well as visualisation of networks and complex datasets [31]. In
conducting a SNA, the data was visualised by a network consisting of nodes and edges,
in which the nodes represent the users and the edges represent the different relations
between the users [29]. A SNA allowed us to study the structures of the relationships
between the users during a certain time span through different techniques and measures.

The degree centrality (DC) measures the influence of the different actors on the
network by the number of relationships that are established with other members, or in
other words, it describes the total number of edges connected to the users [13, 24]. In
direct graphs, there exists two kinds of DC. While the in-degree represents the number
of edges coming into a node and therefore portrays all incoming relations (here: being
retweeted), the out-degree describes the edges going out of a node, thus representing all
outcoming relations (here: retweeting other users). The betweenness centrality (BC)
represents the importance of a node to the shortest path lengths through the network.
Users with a high betweenness centrality enable the flow of information from one
network cluster to another [13], as they represent the nodes with the shortest path
length.

– Information Starters: Information Starters are the most frequently retweeted users
and are measured by the in-degree centrality. By being retweeted the most, the
Information Starters contain the highest perceived content value.

– Amplifiers: The Amplifiers are identified by the amount of retweeting. While they
do not tweet interesting content by themselves, they have the potential to diffuse
information. The Amplifiers are measured by the out-degree centrality.

– Transmitters: Transmitters act as bridges between several Twitter communities that
are built in a network through the interaction of the users with each other. They are
necessary to reach other communities, which results in a broader information
transmission. The community clusters can be detected by conducting a Modularity
calculation in Gephi. Transmitters are measured the by betweenness centrality.

2 http://twitter4j.org, last access 2018/02/05.
3 https://gephi.org/, last access 2018/02/05.
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Next, we coded the 900 filtered tweets of all three role categories with a Manual
Content Analysis using the characteristics of the CBA definitions given in Table 1 as a
coding scheme. Thus, the number of occurrences of each Convergence Behaviour type
was identified. Subsequently to reviewing this analysis, an additional method needed to
be applied to the dataset. As the assignment of roles represents an approach for
identifying the most impactful users but not whole user groups, this method alone is not
sufficient in determining the most impactful CBA, since they vary in how frequently
they occur. For example, one CBA might have the highest average in-degree, but only
5 tweets of this type might have appeared in the dataset. In contrast, another CBA
might have a slightly smaller average in-degree, however, over 100 tweets of this type
might have appeared in the dataset and therefore their impact might actually be higher,
since the average measure does not contain any information frequencies. To identify
the CBA with the most impact in crisis communication during the Manchester
Bombing, the measures of each CBA of the respective roles were tallied to an overall
measure of each CBA. Hence, this case study proposes an extended method to identify
the most impactful user groups, by CBA. Figure 1 represents this formula to determine
the measure, which we labelled as Impact Measure.

This formula was applied to every CBA occurring in the three roles (Information
Starters (I), Amplifiers (O) and Transmitters (B)). The CBA that contains the highest
value of the calculated Impact Measure (IM), is considered to have the highest impact.

4 Findings

4.1 Manual Content Analysis

The Manual Content Analysis revealed the number of CBA in each role, which are
displayed in Fig. 2.

4.2 Social Network Analysis

When importing the data in Gephi, the unfiltered Network consists of 1,358,404 nodes
and 2,838,008 edges. By filtering the data for the top 300 of each of the roles
(Information Starters, Amplifiers and Transmitters), we identified the most influential
users in terms of retweet behaviour, so the network then consists of 847 nodes and
8,286 edges. In addition, a Modularity calculation with a Resolution of 1.0 resulted in 3
main community clusters.

Some intersections between roles were also detected. While the Information Star-
ters shared 9 users with the Amplifiers and 98 users with the Transmitters, the
Amplifiers and the Transmitters intersected with 21 users. Thus, a total number of 228
intersections occurred in this dataset. Figure 3 visualises the social network graph that
was analysed in this study, whereby the medium grey nodes represent the Information
Starters, the light grey nodes the Amplifiers and the dark grey nodes the Transmitters.

Information Starters
The Information Starters alone consisted of 276 nodes and 394 edges. Their in-degree
value ranged from 1,669 (lowest) to 7,6564 (highest) whereby their network analysis
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Fig. 1. Formula to determine the Impact Measure.
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Fig. 2. The occurrence of CBA in each role.

Fig. 3. Social network graph.

68 M. Mirbabaie et al.



shows that nodes with a higher in-degree have more relations with each other, while
nodes with a lower in-degree did not have any interaction with the other nodes. The
Information Starters had an average follower count of 936,026.38 and were averagely
retweeted 51,384 times, while they retweeted other posts 3 times on average. Along
with the Amplifiers, the Information Starters consist of 3,958 edges, while with the
Transmitters have 959 edges. Hence, their network consists of 5,311 edges in total.

Amplifiers
The network of the Amplifiers consists of 279 nodes and 34 edges. Their out-degree
value ranges from 39 (lowest) and 475 (highest). The users have an average follower
count of 9,600.79 and are retweeted 89 posts on average, whereas their own tweets
were averagely retweeted 8 times. While they barely have edges with themselves, the
Amplifiers contain of 3,958 edges with the Information Starters and 3,336 edges with
the Transmitters. In total, their network comprises of 7,328 edges.

Transmitters
The network of the Transmitters contains 292 nodes and 1,027 edges. The betweenness
centrality ranges from 301,013,002 (lowest) to 278,139,622,76 (highest) with an
average of 3,717,157,952. In contrast to the average path length of 5.162 of the whole
dataset, the Transmitters comprise an average path length of 7.017 and an average
follower count of 137,706.53. Their tweets were averagely shared 1629 times, while
the Transmitters themselves retweeted posts 18 times on an average basis. The
Transmitter consist of 959 edges with the Information Starters and of 2,209 edges with
the Amplifiers. Thus, their network contains 4,195 edges in total.

4.3 Computational Analysis

The Impact Measure, i.e. the sum of all the measures for each CBA has been deter-
mined using the proposed formula from Fig. 1. As the numbers are in some cases high
and hard to grasp, the percentage of the Impact Measure (p (I, O, B)) was additionally
calculated. The results are displayed in the Table 2 below.

Table 2. Results of the Impact Measure calculation.

CBA RIM(I) p Ið Þ RIM Oð Þ p Oð Þ RIM Bð Þ p Bð Þ
Returnees – – – – – –

Anxious 234,574 15.27 927 3.44 27,444,902,321 2.57
Helpers 426,045 27.73 1,965 7.29 274,745,984,251 25.75
Curious – – 585 2.17 37,389,355 0.00
Exploiters 44,992 2.92 1,720 6.38 2,366,080,254 0.22
Supporters 56,259 3.66 952 3.54 4,067,205,681 0.38
Mourners 309,209 20.13 9,222 34.26 311,761,760,731 29.22
Detectives 182,625 11.89 1,384 5.14 358,407,938,140 33.59
Manipulators 41,606 2.71 1,338 4.97 1,979,825,464 0.19
Furious 174,774 11.38 6,123 22.74 58,703,065,797 5.50
Unifiers 66,260 4.31 2,713 10.07 27,552,920,068 2.58
Impassive – – – – – –
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5 Discussion

By conducting a manual content analysis, we were able to reveal a new Convergence
Behaviour type that manifests in crisis communication. The Unifiers developed a strong
motivation of social cohesion by bringing people in the Twitter network together as well
as showing strength and solidarity in times of crises. The emergence of the Unifiers also
matches with current research findings, as it has been indicated that users who provide
emotional support and express solidarity by tweeting posts with a positive sentiment, are
noted as having a central role on social media communication networks like Twitter,
during crisis situations [3, 16]. An emerging sense of community can, therefore, help
social media users to feel better about what is occurring in the crisis situation and also
better cope with their emotions. As these characteristics do not fit with current knowledge
and characteristics of existing CBA, this study therefore proposes to introduce the new
and distinctive CBA category of the Unifiers. In contrast to other CBA, the Unifiers use
the crisis to express positive thoughts and attempt to bring the people together.

The Unifiers Expression of solidarity, emotional support and the motivation to
strengthen the cohesion of social media users in times of crises and to
create a sense of community among the social network.
We will not give in to this cowardice. I stand in solidarity with the
brave people of #Manchester. (@khalid4 PB, 2017). [Tweet, Content
Analysis].

The goal of this study was to identify the most impactful CBA based on three roles,
by conducting a Social Network Analysis. In contrast to [29], which determined large
intersections between the roles, i.e. mainly between the Information Starters and the
Amplifiers, almost no intersections of these two roles could be detected in our study. It
is therefore suggested that, in contrast to their previous assumption, these two roles
need to be better differentiated. Also, larger intersections between the Information
Starters and the Transmitters were identified, suggesting that in this case study, many
users who were retweeted the most, could also disseminate their tweets into different
communities of the network. Furthermore, we revealed that, the Information Starters
have, in contrast to the Amplifiers and the Transmitters, the most followers with an
average follower count of 936,026.38.

As opposed to [5], who identified a high occurrence of the Impassive, this study
could not detect this CBA. We conclude that, while many users assume the role of this
type, it does not have an overall high impact on crisis communication.

The results have shown that, based on the three roles that determine the most
impactful users based on their retweet behaviour, different CBA can be considered as
the most impactful depending on the assigned role.

As for the Information Starters, our analysis has revealed that, based on the
developed Impact Measure (IM), the Helpers represent the CBA with the highest
impact. This means that, overall, the tweets of the Helpers were retweeted the most. We
were therefore able to confirm previous research that highlights the problematic
abundance of volunteers on social media, which can cause unwanted noise of this CBA
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[42, 45] during a crisis event. As previously stated, the Information Starters can be
accredited with high perceived legitimacy, since these users are the most frequently
retweeted by other individuals. Thus, our results suggest that social media users
accredit the Helpers for being the most legitimate CBA. Next to the Helpers, the
Mourners are also evaluated as having a high IM. Additionally, the Anxious have the
third highest IM(I), proving that social media users assign individuals who search for
missing loved ones and seek help on Twitter, as having a high legitimacy.

Regarding the Amplifiers, the Mourners emerged to have the highest IM(O) and
therefore can be considered to have the highest overall impact by retweeting posts the
most. Consequently, the Mourners contain not only a high perceived content value as
they represent the second most impactful Information Starters, but they also have an
important role in amplifying content on Twitter. The second most impactful Amplifier
was the Furious. The results show that the retweet function was therefore mostly used
by the CBA who express their emotions through their tweets, as grief and anger are
considered to have a high sentiment [11, 36].

Focussing on Transmitters, the results of the IM(B) calculation implies the
Detectives to be the most impactful CBA thus being the users who transform and
disseminate tweets and knowledge into different communities the most. The Mourners,
however, only had a slightly lower IM(B). Further, the Helpers represent the CBA with
the third highest impact. Besides these three archetypes, all others had a surprisingly
low measure, indicating that the Detectives, the Mourners and the Helpers are the main
CBA who disseminate content through different communities. This strengthens the
occurrence of their own content and we can assume that this ensures that many users
from different networks are informed about the latest news and possibilities to get help.

Fig. 4. The top three most impactful CBA of each role.
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The fact that the Mourners are at least the second most impactful CBA in all three
roles is rather unforeseen, since previous research has never isolated or discovered a
high occurrence or impact of this CBA. Their high impact on crisis communication can
therefore be perceived as problematic, as it is to be assumed that their tweets create a
high level of noise which can aggravate crisis management efforts.

Figure 4 outlines the three CBA with the highest impact on crisis communication
of each role, whereas the Information Starters simultaneously represent the CBA with
the highest perceived legitimacy.

6 Conclusion

Our study extends existing literature on Convergence Behaviour (CB) on social media
during crisis situations. It serves as a very first step in the identification of the Con-
vergence Behaviour Archetypes (CBA) that have the biggest impact on crisis com-
munication and thereby the highest perceived legitimacy. This work was able to
identify the Helpers to be the CBA that was most retweeted throughout the crisis and
therefore consisting of the highest perceived legitimacy. Moreover, the Mourners had
the highest impact by retweeting the most. This would seem to indicate that those social
media users who create content based on their emotional state tend to retweet the most.
Lastly, the Detectives were able to disseminate information into different communities
the most. With the Unifiers, the study was able to detect a new CBA. We were thus not
only able to extend the knowledge on how users converge on social networks during
crisis situations, our results can also help crisis managers to gain more insight into
users’ behaviour. Knowing which behaviour on social media has the biggest impact,
might aid them in controlling the sheer mass of information that is generated during a
crisis event.

One should be mindful of the limitations of this work. Firstly, only one crisis event
looking at 900 Twitter users was analysed. Consequently, it is neither representative of
all users who take part in crisis communication on Twitter, nor does it represent other
social networks, studies, crises or general social media behaviour. Thus, the results and
contributions cannot be generalised and need further confirmation by additional
research. Moreover, it must be noted that this study analyses a terror attack that took
place at a concert of an American singer with mainly under-aged fans and listeners. The
possibility that the social media users might have been significantly younger than users
in other case studies of this kind, could have had a big influence on the overall crisis
communication and therefore on the resulting CBA that were detected.

By applying the roles, it was possible to reveal the social media users and CBA that
had the most impact regarding their retweet behaviour. One question that could
additionally be answered in further research, is if these CBA change their role during
the crisis communication do they get affected or impacted by communication with other
users? Further, other approaches (than the application of the three roles) could be used
in an analysis to identify CBA impact, such as the follower count.
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This work has detected a strong emotional impact during the Manchester Bombing.
While this might not be surprising due to the crisis type, it can further be assumed that
CBA not only differ in their intent on converging on a crisis, but also in their emotional
states. Further research could therefore explore this finding in more detail and examine
the emotional impact of CBA with a sentiment analysis.

To enhance our findings, which focus on the issue of legitimacy, the approach
applied by this work could be extended by comparing the perceived legitimacy of the
social media users with those CBA that emergency management agencies see as having
legitimate roles to play in a crisis. What archetypes are the most useful for emergency
services agencies to enlist for crisis communications purposes on social media?
Qualitative surveys in cooperation with emergency organisations might serve to shed
light on these questions.
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Abstract. Although agricultural produces occupy a reasonable portion of OGB
businesses, glaringly, a limited research has been reported investigating the
issues related to OGB businesses for agricultural commodity. To understand the
enablers and inhibitors of OGB adoption in agricultural businesses, we con-
ducted an exploratory research in a developing country i.e., Bangladesh which is
unique in many contexts. Based on the data obtained from two focus group
discussions and two interviews, we reported a unique OGB business model,
particularly form the context of a developing country. This model also explains
how OGB can operate in this specific industry. Moreover, we developed a
framework to explain adoption of OGB in agricultural businesses. To the best of
our knowledge, this is a unique effort employed to explain OGB dynamics from
the perspective of supply-side stakeholders, and specifically in agricultural food
sector. We briefly reported some practical implications of this study and offered
future research directions.

Keywords: Online group buying (OGB) � Diffusion � Framework
Agriculture � Exploratory

1 Introduction

Over the two decades, many industries took advantage of Internet and telecommuni-
cation networks to reach to customers and sell products and services through different
channels. Following the significant success of e-commerce in the 1990s, a number of
innovative companies restructured their business model and launched group-buying
websites (e.g., Mercata.com, Mobshop.com) where consumers with similar product-
interests can congregate to obtain significant discounts from sellers for buying bulk
quantity [11]. Online group buying (OGB) refers to collective buying and extends
traditional e-commerce shopping model where consumers obtain volume discounts on
the products or services from various businesses that are offered in OGB websites.
In OGB, interested customers get deal when the number of customers exceeds a
minimum required number. OGB vendor websites charge merchants a fee upon a
successful deal [12]. The outcome of OGB is win-win, where the consumers receive

© IFIP International Federation for Information Processing 2019
Published by Springer Nature Switzerland AG 2019.
A. Elbanna et al. (Eds.): TDIT 2018, IFIP AICT 533, pp. 76–89, 2019.
https://doi.org/10.1007/978-3-030-04315-5_6

http://Mercata.com
http://Mobshop.com
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04315-5_6&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04315-5_6&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04315-5_6&amp;domain=pdf
https://doi.org/10.1007/978-3-030-04315-5_6


high discounts and the sellers attract bulk selling in a relatively short period of time.
The OGB websites play a central intermediary role by facilitating the exchange of
information, products, and payments, and arrange the delivery of goods (in most cases
OGB vendor website generates an electronic coupon, send to customer email, which to
be redeemed on the seller’s premises) – hence removing a number of intermediaries
from the supply chain.

In developing countries the role of intermediaries in food supply chain is very much
questionable [5]. For example in Bangladesh, in general, farmers bring their produce to
rural markets and sell the same to intermediaries, who then resell the produce to
wholesalers or retailers in urban markets. In this process, the rural farmers become
deprived of the fair price for their produce. Every year over 12000 farmers commit
suicide for not had been successful to recover the productions costs whereas the end-
customers pay as much as ten times the growers get [13]. Fortunately, OGB can assist
the farmers for quick disposal of their harvest directly to the consumers and thus reduce
transaction costs and farmers’ dependence on intermediaries, while improving
collective bargaining power of the consumers.

Since its inception OGB has attracted reasonable attention in academic literature
where most of the studies examined it from customers’ perspectives [e.g., 4, 9].
However, literature does not say much about the supplier-side of OGB. Hence, the core
objective of this study is to explore the factors related to OGB adoption from the
perspective of the suppliers-side of OGB, in the context of agricultural food businesses.
To address the research objective, we conducted a field study in Bangladesh through
focus group discussions and interviews. Data have been analysed using content anal-
ysis techniques. From data analysis we developed a revised OGB business model that
could be operationalized in the agriculture industry in a developing country. Moreover,
we developed a framework to explain adoption of OGB in agricultural businesses,
which is a unique effort employed to explain OGB dynamics from the perspective of
supply-side stakeholders, and specifically in agricultural food industry.

The reminder of this paper is organized as follows. The next section presents a
background of the context followed by explaining the research method we applied.
Then, the findings of the interviews have been discussed that lead to develop a
framework. In the final sections, we discuss the implications of our research and
acknowledge the limitations.

2 Background

In Bangladesh, agricultural landholdings are relatively small and scattered where small
and marginal farmers represent 80% of all farmers [15]. Where the average farm size in
Australia, for example, is 4331 ha [1], the same is less than a hectare (0.24 ha) in
Bangladesh [16]. Moreover, the farmers have either no or negligible access to infor-
mation or data about the actual market mechanism including the customer demand,
price structure and market competition. Given that most of the growers are small-to-
medium sized farmers, they lack the capacity to transport their commodities to bigger
metropolitan markets, leaving no other option for them but to sell their harvests to local
intermediaries. As the intermediaries take the major share of profit, a large number of
farmers become unable to recover the production cost itself.
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In recent times, Bangladesh is experiencing a huge growth of mobile telecom-
munications and mobile-based Internet – about 80% of rural farmers own mobile
phones. It provides farmers with enormous potential to converse with the traders.
Although a few isolated attempts have been made by telecommunication providers in
Bangladesh to provide farmers with some market information, including the indicative
selling price of agricultural commodities, there is hardly any noteworthy technological
tool to help farmers reaching the actual buyers and receive competitive price for their
produce. In this regard, OGB (using mobile Internet platform) holds potential for the
farmers to have the opportunity of having a greater access to consumers and secure
better price.

3 Research Method

OGB is relatively a recent phenomenon and is still in an early stage of development [4].
More precisely, OGB research from business perspective is scarce. Extant literature
[e.g., 19] suggests that a qualitative approach is particularly suitable for a situation
where the extant theories and constructs are inadequate to explain the phenomenon of
interest. In order to gain insights into the OGB particularly from the business per-
spectives, this research therefore applied an explorative qualitative approach by con-
ducting interviews.

3.1 Sample and Data Collection

During 2016–17 we conducted two focus group discussion (FGD) sessions (with 6 and
4 participants respectively) and two interviews among different OGB stakeholders in
Bangladesh (government official, business entity, academician, journalist, and technical
expert). Given that OGB is a new phenomenon and thus individual expertise has not
developed yet, we used FGD because it is useful for dealing with new, complex, and
unstructured problems. Also, opinions from multiple backgrounds is more productive
than single interviews because participants can react to each other and, in this way,
generate more ideas than on their own. However, the interviews have been conducted
because some interviewees could not attend the FCD sessions because of keeping
anonymity.

We identified the participants by applying convenient and purposeful sampling. To
ensure a variety of responses and to cover as many aspects as possible, participants have
been recruited representing different stakeholder-groups (see Table 1). For the discus-
sions, we used a semi-structured interviewing approach, with six standard questions
(shown in Appendix A). In some cases, we asked additional questions based on the
answers to the initial questions and probed when required. With the written permission
of the interviewees, we (audio) recorded the interviews. Interviews were conducted in
the local language i.e., Bengali (with a mixture of English). A professional transcription
agency transcribed them as the interview was recorded. Then, a bilingual native Bengali
professional translator translated it into English, and finally retranslated back to Bengali.
This back-translation provided us the opportunity to compare the translation perfection
and equivalency; and we made minimal adjustments [11].
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3.2 Data Analysis

We conducted an exploratory analysis to identify important factors from the qualitative
data. The interview transcripts were read by one of the authors who used a data
reduction and presentation technique for analyzing, triangulating, and documenting the
contents of the transcripts to identify and group similar quotes [12]. First, we identified
the first-order concepts directly from the interviews. While doing this, by analyzing and
understanding the context we developed common themes; for example, ‘‘traffic’’,
“traffic jam”, “[road] congestion”, “slow movement [of traffic], etc. have been identi-
fied as a single theme (i.e., traffic). Then, a group of similar first-order concepts
(e.g., storage facilities, payment gateway, or access to technology) were categorized to
develop a second-order theme i.e., “infrastructural challenge”. Accordingly, the themes
were convened into the dimensions (e.g., challenges) of the framework. Two authors of
this study repeated the entire coding process and compared their codes. Minor dis-
agreements were discussed and resolved with the help of the other author. While
discussing the data (in the following section) we presented some excerpts (we provided
the code of the respondent in subscript e.g., RA refers to the respondent A).

4 Findings

4.1 Redesigning OGB Business Models in Agriculture

Based on the discussions of the respondents, a unique OGB models has been evolved,
which can be called as online group buying-group selling (OGB-GS) where not only
the buyers but also the producers (i.e., farmers) would form groups to participate in the
OGB marketplace. This model is believed to be better for a country like Bangladesh
where the farmers produce relatively small quantity, which is more than what they can
consume but too less to transport to the market. Here, the small farmers can meet in a
virtual e-marketplace of OGB-GS and form groups to consolidate their produces. Then,
they can take the produce to market as a single consignment. This concept is consistent
with ‘co-operative farming’, used to be practiced in Bangladesh couple of years ago
[14, 17]. However, because of a number of scams, cooperative farming is now ceased,
but RA and RE believe that it will be essential for Bangladesh and for OGB-GS.

The ‘group selling’ component of the devised model makes the micro farmers
carrying the costs collectively and get the benefit of selling bulk amount which pre-
viously was enjoyed by only the ‘fat resellers’. This OGB-GS model can be further
institutionalized and operationalized by involving non-government-organizations
(NGOs) in at least two processes. First, an NGO in each locality will facilitate con-
solidation of information by providing an online platform where farmers can upload the
products’ quality, quantity, price, availability, etc. Initially, a dedicated person from the
NGO will manage the website; that person will receive pictures and associated infor-
mation from the farmers to upload. The NGO will provide training to the farmers so
that eventually they can manage the contents themselves.
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Second, the physical facility of the NGO will be used as the consolidation point of
the produce from where they will be transported further. Meanwhile, the NGOs will
acquire warehouses in the urban areas from where: (i) the OGB initiator or the indi-
vidual customers can collect the produces, or (ii) the produces will be distributed to the
retail shops. However, when the demand of a specific order from a retail business
coincides with the supply of produces, the delivery can be direct (bypassing the storage
in warehouse). The NGO will manage the transportation too.

The OGB-GS model is much plausible in Bangladesh because there are number of
NGOs working in the grass-root level and are very close to the farmers. Also, it is
likely that a number of small farmers have borrowed money from the NGO and this
will be a good opportunity for both of the parties to maximize the return from effective
trading of the agricultural produces and facilitating the repayment of the debt. Also “…
NGO would offer credit for that and adjust the cost from sales”. “They can also engage
contract growers (who produce organic foods) in OGB. … The growers pay a com-
mission to the NGO, while the customers [who appreciate organic food] get them
effectively. The field-workers [of NGOs] can be engaged in this process who would
visit the contract-farms randomly to check authenticity of farming techniques” (RC).

4.2 The Dimensions of OGB-GS Framework

The framework consists the drivers, barriers, challenges, and benefits of OGB adoption
in the agricultural sector in a developing country. First we present a brief discussion of
these factors and then introduce the framework.

4.2.1 Drivers
OGB-GS is driven by technological, social, and entrepreneurial drivers. These are
frequently related to ubiquity and rapid change in the business environment.

Technological drivers: The main technological driver for OGB-GS business in Ban-
gladesh is the unprecedented development in the telecommunication networks and
Internet. In 2011 the country experienced the phenomenal growth of over 900% of
Internet users [7]. Still, the growth rate is 15–16% a year [7]. Agreeing with prior cases

Table 1. The profile of the respondents

Respondent Code The respondents

FG1 RA Department of Agricultural Marketing
FG1 RB Operations and Marketing Managers to one of the three largest agro

farms
FG1 RC Four academician from two agricultural university
FG2 RD Managing Director of a business venture with agro-based foods
FG2 RE Ex-Director, Department of Agricultural Extension
FG2 RF (Information) System Analyst, Software Developer – 2 persons
Interview1 RG Owner-manager of a medium farm (>200, <500 employees)
Interview2 RH Journalist active in food adulteration reports
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[e.g., 3], RD suggests that emergence of new technologies affect performance of
existing business: “The farmers can easily send us [SMS] text and inform about their
produces, which could not be believable five years ago. They now get better access to
market performance” (RE). While ISP-based Internet is still an urban privilege, mobile
telecommunication operators are providing substantial services in and outside urban
areas, which can be utilized in OGB-GS businesses.

“We see a number of agri businesses [mainly in Dhaka city] who run their business
mainly via Facebook” (RD). “As Bangladesh is a significant user of online social media,
OGB merchants can view networking sites as a tool to reach to the customers. They
could use the social networking sites as a means to manage customer relationships,
build community, discuss business issues among the businesses and create business
networks, and create feedback loops regarding their products and services” (RG).

Another technological improvement that enhanced Bangladeshi people’s use of
Internet and social networks is the facility of typing in their mother language. This
advancement could be capitalized by OGB-GS where the stakeholders do not need to
deal with language barrier anymore (e.g., overall use, English name of the produces).

Social drivers: The huge consumer-base (170 million people living in just
147,570 km2) is considered as a driver for OGB-GS. Because of the size of the pop-
ulation as well as of the area, and a society with collectivism culture, developing a
group among the people with similar interests from vicinity is not a problem.

“In fact, collective buying is an inherent culture of the Bangladeshi society. Children
buy expensive sports gears collectively; the vast majority people (i.e., Muslims) buy and
sacrifice cattle collectively… Applying this collective practice, buying bulk quantity of
produces [by a group of people] at significant reduced price should not be an issue in
Bangladesh” (RH).

Furthermore, consumers in Bangladesh are getting more serious than before about
the food they consume. “The print and electronic media, and now-a-days social media,
in Bangladesh have been playing a significant investigatory-and-watchdog role
revealing the mechanisms of food adulteration, and thus increase people’s health
consciousness” (RH). The respondents, particularly RD and RG, believe that OGB-GS
can provide a successful market structure in Bangladesh where authentic farmers will
not need to rely on intermediaries but can the consumers more directly, and consumers
inspire them by buying in bulk.

Entrepreneurial drivers: The entrepreneurial culture of the country may drive OGB-GS
while this business model can contribute to unemployment. “But the success of such a
new business model needs strong [entrepreneurial] leadership and innovativeness”
(RB). For example, one of the acute challenges of OGB-GS in Bangladesh would be the
delivery and distribution of the perishable products. The respondents urge that the
stakeholders need to be innovative; they simply cannot copy and paste a practice from
somewhere else. They need to show leadership skills and “realize the potentials of
OGB and then set effective strategy and roadmap”.
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“The social and business structures of the country inspire people to be entrepre-
neur. You will see thousands of entrepreneurs in every sector. Because of the huge
population and less availability of jobs, people tend to be entrepreneur – OGB could
grab this opportunity. Young entrepreneurs can take part in every stage of the OGB-GS
business – from consolidating the produce to coordinating to transportation and
ending with distributing/delivering the products” (RC).

“We may think about a couple of options: tagging with the established retail chain
stores where customers will come and redeem the electronic coupon, establish a
number of outlets in the areas where the most orders come from (e.g., commercial
districts where working colleagues will buy the produces and pick them up on the way
to go home), and establishing a number of warehouses in the city and distribute the
produces to a local agent who will home deliver the products” (RG).

Category Drivers

Technological drivers Telecommunication and Internet technology
Online social networking
Typing in mother language

Social drivers Huge consumer-base
Health consciousness

Entrepreneurial drivers Leadership
Innovativeness

4.2.2 The Barriers
Despite the benefits and opportunities offered by OGB-GS, there are several barriers
that would delay the development of an operational marketplace, and slow and low
OGB adoption in Bangladesh. Here, we defined perceived barriers as the extent to
which the factors that would reject or delay the implementation of OGB in terms of the
customer and business participation. Based on the field study results, two main barriers
are identified: economic and technical.

Economic barriers: The first economic challenge is that the participation in OGB-GS
markets will incur costs to the supply-side stakeholders; it is a real challenge for them
to recover the costs and gain positive return on investment.

“Any requirement of an extra investment [for OGB business] for a farmer will not
be appreciated. If the cost components are taken care of by the third parties who will
recover the costs in the long run, could be the solution in the context. Before asking the
farmers to invest, the third party vendors needs to provide the proof of concept;
otherwise the individual farmers will not trust the model” (RE).

Cost issue is even more critical because of the relatively small size of online
customers in Bangladesh – that restricts the businesses from reaching economy of
scale. Also, an acceptable critical mass consisting online sellers and buyers, which is
needed for profitable OGB operation, is insufficient in food businesses.
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“Although Internet has been used by a good number of people, they are mainly
Facebook users. Only a very few percentage of them do shopping from online markets,
let alone the food commodities. Physical stores are still the preferred place to shop -
people still love to feel the tomato than order them online” (RD).

Technical barriers: The OGB market expects all or most of the technical impediments
of e-commerce. The technical barriers not only hinder them to adopt e-commerce
business models, but are also a source of frustration. The main technical barrier is the
unreliable electric power (i.e., power outage). It impacts use of computers and elec-
tronic devices. Also, Internet connection (both telecom based as well as ADSL) is not
consistent. “It is not unlikely that in the middle of a transaction, you lose Internet
connection! Also, the Internet speed limits users to download a page with lots of
graphics and/or flash. [The quality of Internet] definitely is an impediment for OGB in
Bangladesh” (RF). In order to drive OGB, Bangladesh government may provide hot-
spots and/or computer kiosks in the rural markets for free.

Another barrier for OGB marketplace to start in Bangladesh is related to lack of
technical people available with sufficient expertise in technical, legal, and marketing
issues; or prohibitively expensive. The respondents did worry that if the technical issues
are not addressed seriously, farm businesses will not be able to utilize the digitalization
initiatives and thus mass people will not get the benefits from OGB. Here, government
may appoint technical persons in rural areas who would assist the farmers to run the
OGB-GS businesses – this provision is common in developing countries [18].

Category Drivers

Economic Size of the online consumers – economy of scale & critical-mass
Cost of doing business
Return on investment
Taking a shared responsibility of ongoing costs

Technical Power outage
Internet drop out/speed
Lack of IT/technical competencies (workforce)
Lack of infrastructure (e.g., Web server) & IT sophistication

4.2.3 The Challenges
First we identify the difference between ‘barriers’ and ‘challenges’. Barriers are the
obstacles that prevent or slow down the movement; in order to succeed, a firm must get
through the barriers the face. On the contrary, challenges are the demanding tasks that
firms try to overcome; a firm not necessarily have to take on the challenges but will make
it better if accomplished. There are a number of challenges for OGB business in Ban-
gladesh, which we grouped into three categories: infrastructural, legal, and operational.

Infrastructural challenges: Generally speaking, developing countries struggle with
various challenges with respect to infrastructural facilities. OGB associates the inherent
challenges of e-commerce including delivery [2]. In addition, product distribution with
limited and inefficient transport infrastructure is huge challenge. “Taking orders online
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is easy but delivering the products on-time is not, especially for a country with huge
traffic (RD). In order to expedite deliveries, RD suggests for having distributed ware-
houses (than centralized) in various locations. He also suggests using bicycle or
motorbike for delivery, depending on the order size, to mitigate the delivery issue
because of traffic jam

Another key infrastructural barrier to OGB is electronic payment systems. “Only
less than 5% [bank] cards can be used in online shopping”. Moreover, the payment
gateways are yet to be settled (for instance, PayPal is not available in Bangladesh, till
this article is produced)1. RB suggested that virtual credit cards with micro-payment
facilities could be issued so that mass people could shop online. The concept is similar
to the gift cards to redeem in online shopping. There will be no physical card but the
numbers (like a credit card) will be issued against the balance the customer has in
associated bank account. Also, as people in Bangladesh are highly using mobile money
transfer services of the banks (e.g., Rocket, BKash), OGB customers could be given the
opportunity to transfer funds.

Legal challenges: There are at least three different legal or regulatory issues associated
with OGB2. The fundamental legal challenge is to identify a person uniquely in
Bangladesh. For example, in spite of implementing biometric mobile SIM registration
system, still hundreds of scams and blackmailing are made over the mobile phone
everyday but many criminals are left unidentified [6]. Hence, this is a big challenge for
the businesses to make sure if the current law and law enforcement agencies could
protect businesses from financial irregularities. Safeguarding both the businesses and
the customers, updating the relevant laws to address the online platform and their
proper application are challenging. Also, government can develop a professional third
party that would work on quality assurance and compliance monitoring of the products.
At the business side, in order to reduce disputes, OGB businesses should document
their pricing, privacy policies, shipping restrictions, contact information, and business
practices on the Websites.

Cultural challenges: The cultural issues are important for OGB because they determine
how people interact with the vendors, merchants, and within the groups. Along with the
e-commerce issues, OGB includes additional challenges such as trust on the group-
leader or initiator [8] and discount mechanism [10]. Lack of trust and reputation
especially to unknown merchants is a serious challenge.

“Given all the potential benefits of OGB, still I think a major cultural change will
be needed to make people to buy groceries from online markets. Still customers prefer
to shop from markets or hawkers although they cannot assure quality etc. [Hence],
customers need to change their behavior. In order to get healthy food, they should not
compromise with the look and price with quality” (RG).

1 Yet there are some 3rd party service providers for gateway management; they manage transactions
particularly within the country.

2 Most legal challenges related to e-commerce are also valid for OGB e.g., cybercrime. We do not
redundantly discuss the legal issues of OGB which are common for e-commerce models.
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“Altogether, we need to create a culture of mutual trust, which I believe will take
shape with one good reputed business. Online markets in Bangladesh have passed a
decade but unfortunately not a single business could become a giant and establish
unquestionable trustworthiness among the customers. The reputation of the existing
players is not universal. This is frustrating. In general, people want to trust a vendor in
online shopping channel, but the eventual dealings [by the businesses] do not respect
such trust” (RD)”. Moreover, “in a developed country food adulteration using pesticides
is unthinkable, but almost every agricultural food in Bangladesh is poisoned.…We have
to come out from such ill practice and develop trust and reputation among the consumers.
OBG has a great future in this regard because the reputation of a farm can be dissemi-
nated quickly and easily through Internet and from groups of customers” (RH).

Category Challenges

Infrastructural Product delivery and return
Payment gateway
Order fulfilment of large orders – multiple warehouses & automation
Limited access to technology (e.g., computer, Internet)
Technology know-how
Political instability

Legal Cybercrime
Privacy and security of data
Quality assurance – standardization and compliance monitoring

Cultural Trust – reputation dyad
Individualist within collectivist culture
Risk-averse
Developing trust and reputation especially to unknown OGB merchants and
vendor (as the shopping channel)
Knowledge culture

4.2.4 The Benefits
All interviewees recognized a high potential of OGB in Bangladesh for agricultural
commodities. Overall, they considered OGB-GS as ‘an opportunity with extreme
potential’. The benefits are clustered in: (1) economic, (2) operational, and (3) social.

Economic benefits: “Although the farmers have changed the [economic] outlook of
the agriculture industry and the country, their own socioeconomic condition remains
same. They have been deceived by the traditional market systems where don’t have a
formal access to the wholesale or retail markets and thus they can’t sell their products
without the interference of the middlemen. … Now, we strongly believe that this is the
time when the actual people will get the most benefits [through OGB-GS] – the farmers
would market their own products collectively to collective customers” (RC).

All respondents believe that OGB can increase economic outlook of the farmers
through bulk sale. They put ‘create increased economic value for the farming com-
munity’ as the main objective/expected benefit of OGB strategies in Bangladesh. They
advocate that OGB-GS can provide the small farms the opportunity to handle large
volume of work associated in online platform against a small customer-base per each
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individual farm. The revised model (i.e., OGB-GS) accommodates the businesses to
work collaboratively (and share the costs of doing business) and thus the ability to
participate in online platform and take the advantage of digital businesses. Conse-
quently, small farms get a unique opportunity to compete with large ones. Additionally,
farms can take the advantage of inexpensive advertising and marketing. Thus, the farms
can use it as an additional channel for selling products economically. Additionally,
businesses can understand the customer behavior directly and better – what they want,
in what quantity, and what time, etc.

Operational benefits: In general, farmers in Bangladesh bring their produce to rural
markets and sell the same to intermediaries such as ‘dalals’ (go-betweens) or ‘arot-
daars’ (resellers), who then resell the produce to wholesalers or retailers in urban
markets. In this process, with some exceptions, the rural farmers become deprived of
the fair price for their produce. Unfortunately, state agencies hardly play any role to
regulate this market mechanism. Lack of having an open, transparent, direct and
competitive market where farmers could access the right buyers is the main reason for
such irregularities.

OGB has the potential to reduce involvements of the intermediaries and thus will
contribute to the marginal producers. It can reduce information asymmetry and enhance
transparency along the supply chain because the producers will have direct access to
the customers. They can dispose a large quantity of products with dynamic pricing
strategy; in particular, with lower prices but selling in bulk. This market system would
empower them to set the dynamic pricing of the produces according their longevity
conditions. Hence, OGB will provide greater choices to small farmers and allow them
with better and timely access to the market. In essence, it would improve their bar-
gaining position relative to prospective buyers which, in turn, would help negotiating
better prices through a competitive e-market process. In summary, OGB would ensure
quicker disposal of the harvest, reduce waste and eliminate unnecessary transaction
costs including the cost for searching the right buyers or sellers, inventory holding-cost
and negotiation cost.

Social benefits: OGB offers various social benefits. First, it has the potential to
develop a ‘good for all’ culture – the actual players of the economy i.e., farmers will get
appropriate price for their produces while the customers will get them at cheaper price
than in the retail markets. When an OGB market operates, it creates jobs (transport,
warehouse, delivery, payment agencies, etc.). Also, OGB may enhance food quality
where farmers will share the production process with rich information (text, image, and
video); some group of customers may even go for contact farming with a group of
farmers.

Second, it is a common perception that OGB business model will increase social
value through direct and indirect group building and interaction. It can contribute to the
collectivistic society of Bangladesh particularly in the urban areas where people are
losing the bonding day by day. It also motivates altruistic behavior of the citizens –

“you included me in a group to buy rice, I shall add you in buying meat”. “OGB also
will improve quality of decision-making through collective opinions. A bunch of
people cannot make a wrong choice (RA).”
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Category Benefits

Economic Increased revenue from bulk sale
Reduce intermediary commissions
Reducing operational and marketing costs
Opportunity to bargain instead of selling at a fixed price (optimal price setting)
Development of innovative product/service

Operational Disintermediation of the middlemen
Can liquidate large quantities in a short period of time
Reduce information asymmetry through direct access to consumers & more
visibility of product information (e.g. price, quality) to consumers

Social Social interaction
‘Good for all’ culture
Improved decision-making through confidence on others
Altruism

From the content analysis, we found that the OGB-GS adoption in Bangladesh’s
agricultural sector represents a novel situation because of some unique features of the
country and the industry. The respondents discussed about a number of associated
factors to consider explaining OGB adoption in agricultural industry, which we utilized
to develop a framework, mostly from the business perspectives (see Fig. 1). The
proposed framework consists of four higher-level dimensions: drivers, barriers, chal-
lenges, and benefits.

5 Conclusions

5.1 Implications of the Study

Although OGB has been used in developed countries for some years, it is still at
infancy stage in developing countries. Some characteristics of developing countries
make huge difference for OGB success. The current study intends to shed light on these
issues. We summarize that, as experience accumulates and technology improves, the
cost-benefit ratio of OGB will increase, resulting in greater rates of OGB adoption by
businesses. It also urges for educated people to be engaged in OGB business, especially
so that they can contribute to policy making and other areas where the typical illiterate
farmers cannot. In Bangladesh it is glaringly observed that agriculture businesses lack
of agriculture graduates; this study suggests that OGB stakeholders should assess the
need and scope of participating, by examining the need and preferences of the cus-
tomers. They also should assess the effectiveness of participation in terms of the
business’s objectives and customer behavior. The analysis would assist them analyzing,
for example, if the products are offered as bulk as opposed to individual items, and if
then the visitors can be converted to a customer. Businesses should carefully consider
the target customers and the products, based on their preferences. Eventually, the
associated factors (some of them explored in the current study) would be confirmed and
thus the industry will take a workable shape.
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5.2 Limitations

This study has a few limitations that may be addressed by future research. This study
focuses on reporting the elements of the OGB adoption framework (e.g., drivers,
barriers, challenges, and benefits); however, it is possible that these factors affect each
other. Future research will investigate such inter-affects. In addition, future study will
investigate the relative effect of the elements and their associated variables by applying
an analytical hierarchical model. Also, future analysis is required to understand the
adoption-diffusion process – how a farm moves from pilot testing to implementation to
extension. Finally, the developed model should be validated with empirical data.

5.3 Conclusion

Prior studies consider OGB as a sustainable business model for many businesses; our
study extends the OGB model, in developing countries, to group-selling (by the
farmers) and group-buying (for customers). It also found that, the farms in developing
countries found OGB models difficult to understand, formulate, and implement; and
also as challenging to operate because of existing financial (payment method, risk of
transaction, dispute resolution) and physical infrastructure (delivery, return), and cul-
ture of the market and customers. In addition, this study developed a framework to
understand the OGB business, however, with a little effort offering solutions to the
challenges and barriers.
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Abstract. Over the past decade many successful and fast-growing businesses,
such as Airbnb, Uber, DogVacy, RelayRides, TaskRabbit, have developed. What
these businesses have in common were their underlying business models which
are the sharing economies of communitive consumption. Consequently, under-
standing what kind of communitive consumption services are customers willing
to participate in, and examining factors that shape customers attitude towards CC
and eventually intention to engage with communitive consumption in an online
context is very important for practitioners, customers, and policymakers alike.
Our intention in this paper is to present a conceptual framework that offers an
understanding of factors affecting consumers’ attitudes and intentions towards
adopting communitive consumption platforms. However, our focus will be
directed towards communitive consumption platforms which provide services
with direct relationship and effect on property and individuals with sentimental
value to communitive consumption user such as pets. To achieve our goal of
understanding consumer adoption of communitive consumption we provided a
theoretical foundation for discussion and future research about these new,
alternative consumption modes by proposing a series of testable research
propositions; which we intend developing into empirical studies.

Keywords: Social commerce
Sharing economies of collaborative consumption (CC) � Social exchange theory

1 Introduction

Over the past decade, many successful and fast-growing businesses, such as Airbnb, and
Uber, have developed. What these businesses have in common were their underlying
business models which are based on the sharing economies of collaborative con-
sumption (CC) and “collective exchange”, by which many customers access goods and
services that are provided by a peer (Botsman and Rogers 2010; Benoita et al. 2017).
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PwC research estimates that the total transactions for the four sectors dominated by
CC (accommodation, transport, crowdfunding and lending, skilled or unskilled labour)
in Europe, is valued at €28 billion in 2016, will see a 20-fold increase to €570 billion
by 2025 (PwC 2017). Having this said, there is probably a span of taking a ride by
Uber, via renting out our apartment via Airbnb, to let someone unknown be a babysitter
for our kids. The sentimental value of object involved in the relationship between
service provider and receiver is expected to play a significant role in shaping this
relationship. Consequently, understanding what kind of communitive consumption
services are customers willing to participate in, and examining factors that shape
customers attitude towards CC and eventually intention to engage with CC in an online
context is very important for practitioners, customers, and policymakers alike (Hamari
et al. 2015).

Further, the shift towards favouring product ownership, the increasing interest in
understanding the societal impact of consumption (Schor and Fitzmaurice 2015), and the
burgeoning digital platform and consumer eagerness to use mobile applications facili-
tated peer-to-peer business models and introduced CC as an alternative for consumers
(Yaraghi and Ravi 2017). Thus, CC is expected to have a significant societal impact and
results in a potential alteration in e-commerce patterns and impact on online sales.

Our intention in this paper is to present a conceptual framework that offers an
understanding of factors affecting consumers’ attitudes and intentions towards adopting
CC platforms. However, our focus will be directed towards CC platforms which
provide services with direct relationship and effect on property and individuals with
sentimental value to CC user such as pets.

2 Literature Review

2.1 Social Commerce

Social commerce is a form of Internet-based activities that depend on peer-to-peer
interaction, and it utilises social media to “support social interactions and user con-
tributions to assist activities in the buying and selling of products and services online
and offline” (Wang and Zhang 2012, p. 2). Similarly, Yadav et al. (2013) defined social
commerce as an “exchange-related activities that occur in, or are influenced by, an
individual’s social network in computer-mediated social environments, where the
activities correspond to the need recognition, pre-purchase, purchase, and post-
purchase stages of a focal exchange” (Yadav et al. 2013, p. 312).

In view of this, social commerce is associated with exchange-related activities
which include, but not limited to, transaction, and computer-mediated social environ-
ment that encompass activities related to both consumer and companies contained
under social commerce domain (Huang and Benyoucef 2017).

Taking into consideration social commerce definition and main associations, CC,
— “an economic system in which assets or services are shared between private indi-
viduals, either free or for a fee, typically by means of the Internet” (Oxford 2017), is
categorised a form of social commerce.
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2.2 Sharing Economies of Collaborative Consumption (CC)

CC is acknowledged as an emerging trend that is altering consumer behaviour in the
twenty-first century (Economist 2013). Hamari et al. (2015) formed a holistic definition
to CC by combining previous knowledge about CC and the mapping of 254 CC
websites. Their definition suggested that CC is “a peer-to-peer-based activity of
obtaining, giving, or sharing the access to goods and services, coordinated through
community-based online service” (Hamari et al. 2015, p. 1).

Based on Hamari et al. (2015) definition, CC practices are sharing two common-
alities. First, is their dependence on the internet, and second is their reliance on non-
ownership models using consumer goods and services (Botsman and Rogers 2010;
Kaplan and Haenlein 2010; Wang and Zhang 2012; Belk 2014). The latter argument
suggests that CC will result in a shift in consuming culture from a culture of owning
towards a culture of sharing. It also indicates that this shift is motivated and driven by
peer-to-peer internet platforms which link consumers and allow them to make more
efficient use of underutilised assets (Martin 2016). However, there has been much less
research examining variable affecting people decision to adopt CC.

Never the less, CC is considered an umbrella concept that includes many infor-
mation and communication technology developments which endorses sharing the
consumption of goods and services through online platforms (Botsman and Rogers
2010). Schor and Fitzmaurice (2015) suggested that the there are four main categories
that CC consumption goes under—re-circulation of goods, optimising the use of assets,
building social connections and exchange of services. This paper’s primary focus is on
understanding consumer adoption of CC providing an exchange of services.

2.3 Sharing Economies of Collaborative Consumption Providing
an Exchange of Services

Sharing economies which focus on providing an exchange of services is not a new
concept to the market of services (e.g. Time-banks). However, the growing desire for
communal consumption, and the widespread of collaborative web communities; led to
the reintroducing of the concept (Schor and Fitzmaurice 2015). The market has many
peer-to-peer platforms that are serving as CC providing an exchange of services in
different domains, including but not limited to, hospitality service, delivery of pas-
sengers, and pet fostering. These platforms are considered a C2C sharing platforms that
are often being facilitated by an external provider like an online platform. The market
has many successful companies and platforms that are providing access to CC that
provides services (e.g. CouchSurfing, Uber, and Dogvacay).

When observing platforms separately, each platform provides a service that targets
products and individuals with different level of sentimental value to CC users.

2.4 Products and Property Perceived Value

Product perceived value is a subjective construct that varies between customers,
cultures, and times (Sanchez et al. 2006). People tend to evaluate product perceived
value based on their functionality; emotional functionality and utilitarian functionality
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(Burns and Evans 2000). Emotional functionality refers to “the experience of an
emotional bond with a product, which implies that a strong relationship or tie exists
between an individual and an object” (Muggea et al. 2009, p. 467).

Perceived emotional values are a matter of degree. For example, jewellery is
expected to have a higher sentimental value than a kitchen tool (McDonagh et al.
2002). When a person perceives an object as high in emotional value, the person will
develop an emotional attachment to the product—an emotional target-specific bond
between a person and a specific object (Bowlby 1979). As a result, the object will
acquire a meaning beyond functional meaning and becomes an extraordinary object.

Overall, being attached to a specific product will generate positive emotions such as
happiness, love, warmth, and pride towards the object (Schultz et al. 1989). Hence,
people will start to cherish their relationship with the product and show protective
behaviour towards it (Muggea et al. 2009).

Previous studies suggests that people can form emotional attachments to a variety
of objects including (pets, places, and celebrities) (Shimp and Madden 1988; Adams-
Price and Greene 1990; Alperstein 1991; Rubinstein and Parmelee 1992; Hirschman
1994; Sable 1995; as cited by Thomson et al. 2005).

CC emerged from many technological developments that have facilitated the
sharing of tangible and intangible products using different Internet-based IT systems
(Hamari et al. 2015). Therefore, this paper will look at CC as an information and
communications technology. As a result, the literature on technology acceptance will
provide a theoretical background for this paper.

3 Theoretical Background

The theoretical foundations for the acceptance models encompass many models that are
related to information systems. For example, the original technology acceptance model
(TAM) (Davis 1986; Davis et al. 1989) and its models derived from TAM such as
UTAUT and UTAUT2 (Venkatesh et al. 2003; Venkatesh et al. 2012). It also includes
theories that are borrowed from other disciplines and adapted to information system
disciplines such as the Innovation Diffusion Theory (Matzner et al. 2015) and Social
exchange theory (SET) (Emerson 1976). The model we propose is based on the SET as
a theoretical foundation and will incorporate constructs from UTAUT2.

3.1 The Unified Theory of Acceptance and Use of Technology (UTAUT)

UTAUT was developed by Venkatesh et al. (2003) as a holistic model that incorporates
constructs from eight different theories and proposes an understanding of new technology
adoption. UTAUT consists of four fundamental variable—performance expectancy,
effort expectancy, social influence, and facilitating conditions and four moderating
variables gender, age, experience, and voluntariness of use (Venkatesh et al. 2003).
UTAUT was extended to accommodate for consumer use setting by integrating hedonic
motivation, price, and habit. The extendedUTAUT (UTAUT2) suggest that in the context
of consumer use of information technology, both utilitarian benefits and hedonic benefits
are considered vital factors of technology use Venkatesh et al. (Venkatesh et al. 2012)
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3.2 Social Exchange Theory (SET)

SET postulates that human relationships are formed by the use of a subjective cost-
benefit analysis and the comparison of alternatives (Emerson 1976). Thus, SETs central
proposition is that individuals intend to choose the relationship that maximises their
benefits. SET has been extensively adopted as one of the most significant theories to
explain social interaction information systems and served as a theoretical framework
which can sufficiently reflect the characteristics of CC such as peer-to-peer relation-
ships (Stafford 2008; Chen 2013 as cited by Kim et al. 2015).

Consumers’ assessment of benefit and cost indicates a proactive cost-benefit
analysis. In this paper, we suggest that consumer benefit comprise constructs that were
examined by previous studies and reported to motivate consumers to engage in CC
these are: enjoyment of using the system, social benefit, and cost-benefit (Hamari et al.
2015). On the other hand, the cost of the consumer is the perceived risk related to trust.

4 Research Model and Hypothesis Development

4.1 Attitude

Attitude is “an individual’s positive or negative feelings (evaluative affect) about
performing the target behaviour” (Fishben and Ajzen 1975, p. 216). Attitudes definition
suggests a relationship between attitude and behaviour. Thus we hypothesise that

H1: there is a positive relationship between attitude and behaviour in CC that
provides a service involved with the product with sentimental value.

However, in CC, there is an assumption that these two constructs are not neces-
sarily related. Therefore, there is a need to study consumer relationship with them
separately (Hamari et al. 2015). This discrepancy is attributed to consumer analysis of
benefit and cost relationship which might lead to a different behaviour than the one
expected to match with the attitude.

4.2 Enjoyment of Using the System

Perceived enjoyment is an important dimension of intrinsic motivator defined as “the
extent to which the activity of using the computer is perceived to be enjoyable in its
own right” (Davis et al. 1992, p. 1113). Enjoyment has been the focus of many studies
interpreting Internet and Communication Technologies acceptance and sharing related
activates (Van der Heijden 2004).

Hwang and Griffiths (2017) reported a positive relationship between hedonic fac-
tors (e.g. enjoyment) and attitude towards online shopping. In the CC context, Hamari
et al. (2015) have also reported a positive relationship between enjoyment and attitude
and behaviour.

Similarly to previous studies, we are proposing that in the context of CC providing
an exchange of service to property and individuals with sentimental meaning, people
will engage in this activity for what is beyond utilitarian value, such as meeting people
who share the same hobby (e.g. collectors and pet owners). Therefore, we propose
incorporating enjoyment into our model as an intrinsic factor.
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H2a: Perceived enjoyment from participating in CC platforms positively influences
attitude towards CC that provides a service involved with the product with sentimental
value.

H2b: Perceived enjoyment from participating in CC platforms positively influences
attitude towards CC that provides a service involved with the product with sentimental
value.

4.3 Economic Benefits

A previous study by Hennig-Thurau et al. (2007) endorsed that consumers are sig-
nificantly attracted by CC when they recognise earning more benefits when using it in
comparison to the cost. Tussyadiah (2015) stated that CC is an attractive substitute for
consumers due to its economic benefits (i.e. low cost), which was considered necessary
after the global financial crisis. Hence we are proposing to incorporate economic
benefit as an influencer of attitude.

H3a: Perceived economic benefits from participating in CC positively influences
attitude towards CC that provides a service involved with the product with sentimental
value.

H3b: Perceived economic benefits from participating in CC positively influences
behaviour towards CC that provides a service involved with the product with senti-
mental value.

4.4 Social Benefit

The context of CC is characterised as a philanthropic context. Batson (1998) defines
philanthropy as “actions intended to benefit one or more people other than oneself”
(Batson 1998, p. 282). Bullard and Penner (2017) argued that making an impact in the
lives of others by giving up one’s own personal resources (e.g., money, time) is a
fundamental part of philanthropic behaviour. However, economic theory of maximis-
ing behaviour and rational choice suggests that people do not view giving up resources
as a desired behaviour (Crocker and Linden 1998). Relatedly, the perceived impact has
been recognised as a psychological instrument that endorses philanthropic giving
(Erlandsson et al. 2015; Bullard and Penner 2017). Accordingly, individuals are more
willing to engage in an activity if they perceive that they can make a significant impact
with their actions. Thus, social benefit - as an outcome of philanthropic behaviour - is
assumed to have a role in shaping consumer attitude and behaviour towards CC.

People are reported to participate in activities that involve sharing, and helping
others driven by an obligation to do good for other people (Prothero et al. 2011).
Therefore, believing in the importance of getting involved in online platforms as a
mean to support the community is expected to influence people attitude and behaviour
towards adopting the use of CC that provide a service involved with the product with
sentimental value.
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H4a: Social benefit positively influences attitude towards CC that provides a service
involved with the product with sentimental value.

H4b: Social benefit positively influences behaviour towards CC that provides a
service involved with the product with sentimental value.

4.5 Trust

Trust has always been an important factor in online communication and usage. Mayer
et al. (1995) defined trust as “the willingness of a party to be vulnerable to the actions
of another party based on the expectations that the other party will perform a particular
action important to the trustor, irrespective of the ability to monitor or control that other
party” Mayer et al. (1995, p. 172)

Owyang et al. (2013) proposes numerous challenges related to CC concept. Lack of
trust between peer-to-peer users and lack of reputation and standard are some of these
challenges. Mistrust among strangers and concerns for privacy were suggested as trust
related issues that form barriers and affect CC (Olson 2013).

A very recent study by Mittendor (2018) found evidence that trust in the inter-
mediary’ and ‘Trust in providers’ are decisive for the obtainers’ intentions on the online
platform. Using and adopting CC implies a certain level of trust (Botsman and Rogers
2010), for example, giving a product with sentimental value like your pet contains high
risk. Thus, we propose that.

H5a: Trust has a positive relationship towards attitude in CC that provides a service
involved with the product with sentimental value.

H5b: Trust has a positive relationship towards behaviour in CC that provides a
service involved with the product with sentimental value.

4.6 Technology

Finally, the CC is an Internet and Communication Technology. Therefore, it can be
influenced by the characteristics of the technology. For example, Chong et al. (2009)
suggested that ease of use, complexity and trainability of the technology systems has a
vital role in predicting adoption of online platforms that allow multiple users to interact,
collaborate, and transact with each.

Comparably, consumers are believed to adopt CC if they perceive the technology
systems effortless and easy to use. Therefore, we propose that

H6a: effort expectancy positively influences attitude towards CC that provides a
service involved with the product with sentimental value.

H6b: effort expectancy positively influences behaviour towards CC that provides a
service involved with the product with sentimental value.
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5 Proposed Research Methodology

As discussed above, the current study model and research hypotheses were proposed
based on two models that explain consumer adoption behaviours of new technology
(UTAUT and SET). The targeted context of this study will be people who use CC to
receive services that are concerned with properties and individual with sentimental
value. Consumer research suggests that people can form emotional attachments to a
variety of objects, including pets (Thomson et al. 2005). Therefore, we are proposing
developing a survey based quantitative research which will be allocated to actual users
of DogVacy as an example of CC platforms that are providing service involved with a
product with sentimental value, and pet owner as potential users of such as platforms.

Factors will be measured using scale items adopted and adapted when necessary
from previous studies that have measured proposed items in online context. To measure
attitude we will use a five-item scale adapted from Ajzen (1991). To measure beha-
viour, we will use a four-item scale adapted from Bhattacherjee (2001). To measure
enjoyment we are using a five-item scale adapted from van der Heijden (2004). To
measure economic benefit we are using a four-item scale adapted from Bock et al.
(2005). To measure performance expectancy, we are using a five-item scale adapted
from Venkatesh et al. (2003). To measure trust, we are using a four-item scale adapted
from Corritore et al. (2003). To measure we are using a four-item scale adapted from
social benefit Barnes and Mattsson (2017).

Once the data is collected, a structural equation modelling analysis will be con-
ducted to validate the conceptual model and verify the significance of the hypothesis.

6 Conclusion and Future Work

The rapid change in consumer attitudes towards product ownership and the societal
impact of consumption (Schor and Fitzmaurice 2015), technology progression (Bots-
man and Rogers 2010), and a desire for communal consumption have created a shift of
attitudes towards consumption in general, and put more importance on sharing
economies as an alternative for consumers (Hamari et al. 2015; Cheng 2016). Alto-
gether, has brought great importance to understanding what influences consumers to
adopt CC.

There are different categories that CC consumption goes under—re-circulation of
goods, optimising the use of assets, building social connections and exchange of ser-
vices (Schor and Fitzmaurice 2015). However, our primary concern is CC providing an
exchange of services. Specifically, services that target products and individuals with
sentimental value to consumers (e.g. pet caring and fostering, babysitting, and jew-
ellery exchange).

To achieve our goal of understanding consumer adoption of CC we provided a
theoretical foundation for discussion and future research about these new, alternative
consumption modes by proposing a series of testable research propositions; which we
intend developing into empirical studies.
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Abstract. Organizations worldwide are becoming more interested in utilizing
social media applications to enhance their marketing capabilities. One of the
main fruits of integrating social media applications into the marketing, infor-
mation technology and information systems areas is social customer relationship
management (SCRM). SCRM has been the focus of attention for both marketing
academics and practitioners. However, as this area is quite new, there is a need
to propose a theoretical foundation explaining how using social media platforms
for SCRM systems could predict customer engagement and customer relation-
ship performance. Three main factors, i.e. social media use, a customer-centric
management system, and relationship marketing orientation, are considered as
key predictors of SCRM. SCRM is proposed as a key determinant of customer
engagement, which in turn affects customer relationship performance. The
proposed research methodology suggests conducting a quantitative study to
validate the current study model. Further discussion regarding the research
contribution and main limitations are provided in the last sections.
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1 Introduction

Recently, organizations worldwide seem to have become more interested in utilizing
different information technology and digital marketing tools to sustain their relation-
ships with their customers as well as to maintain their market share [5, 9, 11, 26, 36].
Web 2.0 and social media applications (i.e. Facebook, Twitter, Instagram, YouTube,
and Snapchat) therefore have been the focus of attention for modern organizations [4].
This is due to the innovative nature of such applications, which attract millions of
customers and allow a high degree of interactivity either between customers themselves
or between customers and organizations. Noticeably, customer relationship manage-
ment (CRM) systems are progressively considering social media platforms as new
mechanisms to conduct their activities [29]. A CRM system is one of the most
important enterprise systems in addition to supply chain management (SCM) and
enterprise resource planning (ERP).

As a result of integrating social media applications into the area of CRM systems, a
new trend called social CRM (SCRM) has evolved [5]. Conceptually, SCRM was
defined by [30, p. 319] as “the integration of customer-facing activities, including
processes, systems, and technologies, with emergent social media applications to
engage customers in collaborative conversations and enhance customer relationships”
[30, p. 319]. In fact, SCRM could not exist without such revaluation of expanding the
uses of social media and Web 2.0 applications over the CRM area [14]. Such inte-
gration has emerged with the intention of providing firms and companies with more
capabilities to contribute to customer satisfaction and experience [1, 4, 27, 29]. SCRM
also expands the horizon of CRM activities with a sufficient level of customer par-
ticipation and engagement, which, in turn, significantly reflects on the overall mar-
keting performance [20, 21, 28, 36].

However, there is always a critical question regarding the feasibility and applica-
bility of using social media tools for SCRM activities [3]. This calls for further
examination and explanation of the related issues of SCRM and its feasibility and
applicability as a new system considered by marketers [4, 29]. More importantly, there
are a limited number of studies that have tested how using social media platforms for
SCRM systems could add value to organization performance [3]. As this area is quite
new, the current study realizes the necessity of proposing a theoretical foundation
which could provide a clear picture explaining how using social media platforms for
SCRM systems could predict customer performance.

2 Literature Review

SCRM issues have been the focus of a number of recent studies (i.e. [5, 15, 25, 29, 40].
Some of these studies (i.e. [13, 15, 22, 35]) reported that SCRM could contribute many
values and utilities for marketers. For example, marketers are currently more able to
efficiently produce a large amount of data with a certain degree of customization,
interactivity, and informativeness [6]. Further, due to the interactive nature of Web 2.0
applications that empowers customers to actively communicate and interact with other
customers and organizations, there are more opportunities to build online community
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and strong brands [23]. This, in turn, leads to more customer involvement and
engagement [29]. In this regard, customers are more active and engaged with marketing
activities conducted in social media such as creating their own content, publishing their
experience, encouraging other customers, and so on [4, 29]. In the light of such
advantages of SCRM, a large amount of time, effort, and money has been projected in
the area of SCRM systems [27].

However, [5] argued that if the adoption of SCRM systems is very low, organi-
zations would not be able to reach the related values of SCRM effectively. [10] recently
assured the importance of the contribution of SCRM to the marketing services activities
in the hotel context such as enhancing customer associations, customer performance,
and financial performance. [31] emphasized the role of social media tools in the area of
SCRM via enhancing the role of value co-creation as well as arguing how the inte-
grated mechanism of SCRM could be accelerated by engaging the social capabilities
that are available in the social media platforms, which, in turn, reflects in both financial
and non-financial performance. As reported by [3], modern organizations are looking
forward to applying SCRM systems to have an effective means of contact with their
customers as well as to sustain their associations with them. This is in addition to the
ability of SCRM to facilitate accessing the big data available in social media platforms
about customers.

Even though these studies have attempted to examine either the adoption of SCRM
or the impact of SCRM systems, there is still a need to clarify the main dimensions of
SCRM over the social media platforms and how such dimensions could contribute to
financial and customer performance. Therefore, this study attempts to fill this gap by
proposing a conceptual model which could cover the fundamental aspects of SCRM
over the social media area.

3 Conceptual Model and Research Hypotheses

Based on a critical review of the main models and studies (i.e. [8, 15, 16, 18, 19, 31])
that have tested SCRM, this study formulates the current model presented in Fig. 1. In
detail, a Capabilities-Based Perspective was considered in the current study as a the-
oretical foundation [30]. As seen in Fig. 1, the most important antecedences and
consequences are considered in one single model. As this study considers the imple-
mentation of SCRM over the social media platforms, it was important to consider the
impact of social media on SCRM. Indeed, this impact of social media has been
addressed by [16, 29, 31]. Relationship marketing orientation was argued by [16] as an
important requirement for SCRM. [2, 30] approved the critical role of customer-centric
management. It was also important that the impact of SCRM on customer engagement
has been validated by different studies such as [15, 16, 29]. Finally, customer
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relationship performance (financial and non-financial) was proposed to be the main
consequences of SCRM and engagement. Accordingly, this study proposes the fol-
lowing research hypotheses:

H1: Social media use will positively influence SCRM capabilities.
H2: A customer-centric management system will positively influence SCRM
capabilities.
H3: Relationship marketing orientation will positively influence SCRM
capabilities.
H4: SCRM capabilities will positively influence customer engagement.
H5: Customer engagement will positively influence customer relationship
performance.

It is also worth indicating that SCRM is addressed as a multidimensional construct
in the current study. This is in line with what has been proposed and supported [17, 18,
31]. These dimensions are presented in Fig. 2. By the same token, three main
dimensions, i.e. behavioural, cognitive, and emotional, are all adapted to reflect cus-
tomer engagement. (See Fig. 3. These aspects of customer engagement were adopted
from [15]).

Fig. 1. Conceptual model (Adapted from [8, 15, 16, 18, 31])

Fig. 2. SCRM capabilities (Adapted from [17, 18, 31])
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4 Proposed Research Methodology

As discussed above, the current study model and research hypotheses has been pro-
posed based on what has been tested and supported in prior studies. Thus, the nature of
this study seems to be more positivist deductive, and accordingly, the quantitative
method has been adopted to capture adequate statistical evidences [7, 12, 24]. The
targeted context of this study will be different firms from the service context in Jordan:
mobile communication firms, banks, and travel and tourism agencies in Jordan. This is
due to the fact that these firms have extensively adopted and apply social media tools
for SCRM activities. Moreover, these organizations have their place in different social
media platforms (Facebook, Instagram, Twitter, and YouTube) along with the fact that
millions of customers follow these firms on social media platforms. In detail, a field
survey questionnaire will be allocated to marketing managers, staff in the marketing
department, social media managers, and admins at these organizations. Factors will be
measured using scale items adapted from previous studies. For instance, the main
aspects of SCRM, i.e. information reciprocity, information capturing, information
integration, value co-creation, and information use, will be adapted from [18]. These
items have also been validated and tested by [27, 31, 37–39]. Items from [16, 18, 32]
will be adapted to test the customer relationship orientation construct. The customer-
centric management system will be tested using scale items from [27]. The scale
adapted from [15, 16, 35] will be considered to evaluate customer engagement. Once
the data has been collected, it will be processed using structural equation modeling
analyses to validate the conceptual model and research hypotheses.

5 Research Contribution

Even though there is considerable interest in the applications of social media tools for
marketing aims, there is still a strong need to explain and examine how SCRM could be
accelerated by such applications. This is in addition to the fact that a comprehensive
theoretical model is much needed to see which aspects in SCRM systems could be
affected by social media use. This model should also clarify how SCRM activities in
social media could contribute to customer engagement and customer relationship

Fig. 3. Customer engagement dimensions (Adapted from [15, 16])
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performance. Therefore, this study would hopefully provide further understanding
regarding the related issues of SCRM over the social media platforms especially in the
light of the limited number of studies that have tested SCRM over the social media
platforms. Further, the targeted context of this study as mentioned in the proposed
research methodology is different service organizations in Jordan. Indeed, such issues
have yet to be examined in Jordan or even in the Arab countries. This in turn confirms
the importance of conducting this study. While the prior SCRM studies have consid-
ered an individual context like banking, i.e. [33, 37]; tourism, i.e. [33]; and hotels, i.e.
[34], this study considers different kinds of organizations over the service context.
Thus, rich results could be attained once this model has been empirically tested which
could provide more clues to help firms in how they can effectively apply SCRM
activities over the social media area.

6 Limitations and Future Research Directions

In spite of the considerable contribution that could be attained in the current study,
there is a number of limitations that really restrict this study. For example, this study is
more conceptual and theoretical, and it has not been tested yet. Therefore, there is a
need to collect adequate statistical evidences by collecting data from the targeted
organizations who are interested in SCRM activities in social media. The current study
model was built based on what has been discussed and approved over the prior liter-
ature. This could affect the applicability of the current model over the Jordanian context
especially in the fact that most of the prior studies have been conducted in the
developed countries. Therefore, conducting an exploratory study using a number of
interviews with those who are experts in CRM and social media marketing could be
more useful.
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Abstract. This paper studies the Critical Success Factors’ (CSFs) for the
adoption of Digital Payment System in India. There are few studies about the
literature on CSFs for the adoption of the digital payment system in the Indian
context. This study is an attempt to cover this gap. In this study, we reviewed the
theories for adoption model at the individual level used in Information System
(IS) and discussed four technology model including “Technology Acceptance
Model” (TAM). Ten factors have been identified with extensive literature review
and review of selected models namely; Perceived Ease of Use, Perceived
functional benefits, Awareness, Availability of Resources, Government as a
policy maker, Performance Expectancy, Social Influence, Price Value, Experi-
ence & Habit, and Risk-taking ability. An expert from academic industry has
been taken as a reviewer or consultant of the selected variables. The CSFs may
ensure that they are the predictors and the important factors for adoption of
digital payments system in India. The study mainly uses the deductive approach
to consider the primary and secondary sources of data. The analyses of these
models take into account through Interpretive Structural Modeling
(ISM) methodology and develop a model for effective adoption of Digital
Payment System in India. The paper also makes future recommendations for
further research studies.

Keywords: Technology Acceptance Model (TAM)
Interpretive Structural Modeling (ISM) � Digital Payment System
Critical Success Factor (CSF)

1 Introduction

“Digital Payment will acquire around 15% of the total GDP”, estimated by the Boston
Consulting Group (BCG) in their report Digital Payment 2020. The report also esti-
mated that around 90% of the customer will acquire digital payment for their daily
(online and offline both) transactions. Payment plays an important part in country’s
major decisions like; monetary policy, fiscal policy, financial sector and economic
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development [20, 42]. It is one of the important issues and having substantial changes
policies in across the world. In traditional stage, barter system was used to fulfil the
need [1] through the exchange of one good with other required goods, like livestock,
crop, food etc. But in the modern era of the digital payment system, which is totally
different from the traditional way of exchange of goods; here the transactions are made
by using digital currencies with the help of an electronic medium. Digital Payment
refers to the set of rules & regulations, procedures, method, medium (i.e. mobile
phones, computers, laptops etc.), processes and interbank funds transfer systems which
accelerate the circulation of money in the country or currency area [22]. The study
conducted to fulfill the objective of research, the objectives are:

• To carry-out a comprehensive literature review on adoption of Digital Payment.
• To identify the Critical Success Factors (CSFs) for effective adoption of Digital

Payment System in India.
• To develop a model for effective adoption of Digital Payment System using

Interpretive Structural Modeling (ISM) Methodology.
• To develop a set of recommendations for effective adoption of Digital Payment

System in the developing economies like India.

The structure of this paper is as shown – Sect. 2 is literature review of the related
study including identification of CSFs on the basis of adopted theories and related
literature, it also provides the background, history of digital payment system; Sect. 3 is
the explanation of related theories and methodology of the study; Sect. 4 discussed the
identification of variable affecting adoption of digital payment system and research
model development; Sect. 5 presented the study’s finding and result with the help of
Interpretive Structural Modeling (ISM) methods. Section 6 discusses the findings and
brief conclusion of the study; Sect. 7 is the last section of the study provides the future
recommendation and its limitation and probably potential direction for future studies on
adoption of Digital Payment System.

2 Review of Literature

Cashless transactions were introduced in the early 1950s and become “ready money” to
the users, which reduce the risk of an individual like, handling of cash, theft by
pickpocket etc. and national risk like, corruption, black money, stockiest etc. During
the 1990s’ cashless transactions become more popular with the popularity of e-Banking
in developed countries. Late 2010, digital methods of payment became more popular in
across the world. At the earlier stage, online modes of payment like Paypal, Plastic
cards, Mobile wallet systems, e-Banking etc. helped the users to make a digital
transaction. Different types of payment system existed before the emergence of digital
payment system in India. People deposited money manually at the bank branch,
sahukar, jewelers, etc. and the banking system operations were done on paper/files
manually, which lead to a slow transaction, more chance of errors, maintenance and
keeping of register. The process of maintaining, ledger posting, and keeping of register
without using any single machine called “Book Keeping”. Hardly one computer
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present at one whole branch which helps to cover some sort of manual work in the
branch, more the one computer are like “triton among the minnows”.

The worldwide propagation of the Internet led to the birth of e-Commerce, which
further allows the electronic transfer in a technological environment. The growth of
e-Commerce depends on its speed, digitalisation, accessibility, and availability. The
internet provides the facility to make quick decision making in business activities, like
advertising, auction, negotiation, ordering, paying for merchandise and sourcing [43].
E-Commerce allows the companies to reach potential customers from one corner to
another corner of the world. But the problem in global transaction system is the lack of
standard finance system in an open electronic market. E-Commerce requires authen-
tication, non-repudiation, trust, and security for successful implementation of tech-
nology [17] and for this purpose Digital signature is one of the best examples of
Internet authentication and non-repudiation [11]. Moving against the drawback of
digital payment like overflow of currency, black money, corruption, terror funding etc.
provides the transparency in the flow of currency and an easy way to track money
anywhere and anytime. There are various methods to make digital transaction in India
(Cashless India) including, Internet Banking, Banking Cards, Unified Payments
Interface (UPI), Unstructured Supplementary Service Data (USSD), Aadhar Enabled
Payment System (AEPS), Mobile Wallets, Bank Pre-Paid Cards, Point of Sale (POS),
Mobile Banking, and Micro ATMs. The government of India started Digital India
Program to promote digital transaction, digital literacy, awareness, use of internet etc.
which transforms India into a digitally empowered society and digital friendly econ-
omy. A program like “Digital India” provides an intensified impetus for future progress
for electronic governance and would promote not only growth but also provides e-
Services, e-Product, e-Devices, digital manufacturing, and job creation. E-Governance
and Service on Demand is an important component in Digital India Program of
Government of India. It offers seamlessly integrated, real-time online services, to
Indian citizen with a platform for the digital mode of financial transactions. The pro-
gram “Digital India” started by the government of India (GOI), encouraged and sup-
ported by the other private as well as public organisations of the country and
contributing their effort to make India cashless.

Ministry of Electronic and Information Technology (MeitY), Government of India
envisages internet and mobile-enabled information and services access anytime, any-
where in the whole country, especially in the semi-urban, rural and remote part of India
(GOI). MeitY further envisages common e-Government infrastructure that offers end-
to-end online transfer experience for the Indian citizen, business and other govern-
mental functions like, accessing various government information to Indian citizens,
Payment gateway interface etc. After the implementation of e-payment methods,
people can use digital payment methods for numerous purposes such as, online
shopping, bill payment, fund transfer, etc. According to a local study, the level of
technology continues to rise; fears continue to rise as well. According to Johnson [19],
Fear of commercial failure or loss of competitive advantages is “driving high levels of
innovation among commercial firms, information systems suppliers and financial
institutions”.
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3 Research Methodology

The use of Information Technology (IT) in the workplace remains a core concern of
Information Systems (IS) research and practice of the Government. The troubling
problem of information technology is underutilized systems, in place of impressive
advances in hardware and software capabilities [38]. Less use of installed systems has
become major factor underlying the “productivity paradox” surrounding uninspiring
returns from organisational investments in IT [32]. Adoption is a primary decision
made by a user to interact with the technology [40]. A number of studies have been
investigated for the adoption of new technology in developed countries [36] but very
few in developing countries [5]. In this study, we studied various theories for IT
adoption models at the individual level used in IS literature and discuss in prominent
models used in this study. The models used for the study are: Technology Acceptance
Model (TAM) [13], Unified Theory of Acceptance and Use of Technology (UTAUT)
[39], The Theory of Reasoned Action (TRA) [16], and The Theory of Planned
Behaviour (TPB) [2] because these models are the only ones that are at the individual
level. The Diffusion of Innovation (DOI) [30] and Technology–Organization–Envi-
ronment framework (TOE) [6] are at the firm level. The DOI and TOE are not dis-
cussed further because these are not the part of our study, rest of the theories are
discussed in the following sub-sections.

3.1 Technology Acceptance Model (TAM)

According to Davis [13, 14], this model develops the intention to use the IS, which
influences the individuals’ decision of actual usage of the technology. This model
derived two beliefs Perceives Usefulness (PU) & Perceived Ease of Use (PEU), which
intended use of a technology. This is broadly studied and accepted model in technology
adoption [35] and according to this model ease of use has also been found to be an
important constraint of intention to use new technology [25].

Perceived Ease of Use (PEU). It is the degree to which user believes that it would be
free of efforts by using a particular system [13]. There is lots of research which
provides evidence of the significant effect of ease of use on intention to use [13, 21, 23,
26, 34]. Among the potential adopters of software, PEU has a positive effect on
intention to adopt [21]. Similarly, according to Guriting and Ndubisi [18], bank cus-
tomers are likely to use online banking and other banking services when the technology
easy to use; and [23], for online trading system PEU was correlated with intention
toward the use of the online trading system. PEU has a significant effect the devel-
opment of initial willingness to use of Internet Banking [27]. Thus PEU predicts the
acceptance of technology with end users’ beliefs on technology [14, 38].

Perceived Usefulness (PU). It is the degree to which user believes that with the help
of the technological system, it would help to enhance performance and productivity in
the workplace.
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3.2 Unified Theory of Acceptance and Use of Technology (UTAUT)

There are five behavioral intentions in this model [39]:

Performance Expectancy. It is a degree to which user believes that the system will
help to gain his/her performance.

Effort Expectancy. It is a degree in which user believes the ease of use of the
technology.

Social Influence. It is the reaction, impact, of the society for the use of new tech-
nology by the individual.

Facilitating Condition. It is the belief of the individual that the organization and
technical infrastructure exist to support the individual.

Behavioral Intention. It is the individuals’ subjective probability of performance.
There are four moderate determinants of the individual in this model: gender, age,
experience, and voluntariness of use.

3.3 The Theory of Reasoned Action (TRA)

TRA derived from the study of human attitude and behavior. TRA posits the ante-
cedents of behavior are users’ intention and the strength of the persons’ intention to
carry out that certain behavior corresponds with the likelihood of the behavior taking
place. The following three antecedents are derived from this model are:

Attitude. It means the intention to use the technology.

Subjective Norms. It is the perception that the persons who are important to the
individual perform the questionable behavior, and

Behavioral Intention. It is a belief that performing behavior lead to a specific out-
come. TRA finds its origin in the field of social psychology. It defines the link between
intentions, behavioral beliefs, social norms, personal attitude, and behavior of an
individual. According to Ajzen & Fishbein [4], an individuals’ behavior is identified by
its behavioral intention to performance. This intention is further identified by the
individuals’ behavioral attitudes, traits, and subjective norms towards the behavior.
[16] also claims that there are some other factors which are known as external vari-
ables, influence the behavior only in an indirect way by influencing the attitude or
subjective norms. The variables like; characteristics of the task, types of development
implementation, political influences, organizational structure etc. [14].

3.4 The Theory of Planned Behavior (TPB)

TPB expands the area of pure volitional control identified by TRA [2]. It is a social-
psychological model which is extensively in the domain of IS for predicting, examining
and explaining the human behavior [15]. According to this model, the actual behavior is
driven by users’ intentions that are influenced by factors related to personal, social and
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environmental. TPB examines and predicts users’ intention and behavior in situations
where the individual user might lack control over their own behavior [2, 6, 37]. TPB
supply more information to explain human behavior, so it can be said that it is more
powerful and superior than the other technology adoption models predicting and
explaining human behavior [24, 33, 34].

4 Variable Which Affects the Adoption of Digital Payment
System

On the basis on above models adopted for the study and extensive review of literature
in the area of technology adoption, there are following Critical Success Factors’ were
identified to develop a model for effective adoption of digital payment in India. There
are a number of studies that have investigated adoption of technology in developed
countries [36] but very few or no studies that have been focused in developing
countries [5] and also no standard model has been given by any of them for use in
developing countries. For instance, there is no dominating method for digital payment
system in India. To develop a model for effective adoption of digital payment system a
few factors are identified, such as:

Perceived Ease of Use. It refers to the degree of effort required to adopt the digital
payment methods in place of traditional methods. The more complex process needed
the more efforts to adopt the technology and vice versa [13, 14].

Perceived Functional Benefits. Functional benefits provide the advantages of adop-
tion of new technology to the user and the society [29].

Availability of Resources. It includes medium or device, methods, availability of the
Internet, software, ICT with additional features like access of use, speed, and cost of
internet [29].

PerformanceExpectancy. User adopts any new technologywith this belief that the new
technology will help him/her to gain in the performance and productivity, reduce cost,
and save time providing overall growth to the individual as well as the society [39, 41].

Government as Policy Maker. Policy makers should be context specific, sensitive,
and have the strongest impact on the user. It requires coordination with the other
private or public institutions to make a strategy for implementation of innovative
technology system.

Awareness. It consists the users’ knowledge, education, and consciousness of digital
payment system including its characteristics, functionality, advantages and disadvan-
tages [29].

Social Influence. This consists of mouth to mouth publicity of the individual to use
digital payment adoption methods. In this factor, users insist and help others to use the
technology [39, 41].

Price Value. Price refers to the charges or commission of the services avail by the user to
use the technology. So the charge taken by the government to the user should be low [41].
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Experience & Habit. Past experience provides the platform to adopt new technology.
It reflects the learning and past behaviors of the technology [41].

Risk Taking Ability. Risk plays an important role in the adoption of any new tech-
nology. Hence, the government should provide belief to the user that organizational
and technological infrastructure exists to help the user.

A research model (Fig. 1) is proposed to validate the hypotheses. The model will be
validated in a future study with the help of effective statistical tools and methods.

The proposed research model provided ten effective critical factors based on the
existing theories and literature review. We will implement these CSFs in our further
studies which will be related to consumer perception of adoption of the digital payment
system. Structural Equation Modeling (SEM) will be used as a technique of analysis
which provides a comprehensive model (Fig. 2) indication the hierarchy of variables
and linkage of variables from each other. SEM-based analysis generally having two
stages, first; Measurement Model and second; Structural Model. Measurement Model
aims to identify constructs variables that fit to analyse the further studies. In getting fit
variables Confirmatory test Factor Analysis (CFA) will be used. While on the other
hand, Structural Model aims to identify a model which is feasible with the help of
Goodness of Fit (GoF) test. To test the suitability of the model the statistical method
will be used, namely; Goodness of Fit Index (GFI), Adjusted Goodness of Fit Index
(AGFI), Root Mean Squares error of Approximation (RMSEA), Chi-Square test (X2),
and Root Mean Squares Residual (RMSR). To test the reliability, AMOS application
will be used in SEM as a composite measure of reliability. If the value of Construct
Reliability (CR) will be � 0.70, then the construct will be deemed as good reliability.

Perceived ease of use

Perceived functional 

Availability of resources

Performance expectancy

Government as policy 

Awareness

Social influence

Price value

Experience & Habit

Risk taking ability

Adoption of digital 
payment system

Fig. 1. Research model of the study
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For this purpose, data will be collected through online as well as offline survey method
with the help of a questionnaire. The target respondent will be individual customers
who are directly related to procurement procedure.

5 Model Development Through Interpretive Structural
Modeling (ISM)

ISM model enables the researchers to establish a relationship among the identified
critical success factors with the help of a formal structure [10]. It is an interactive
learning process which determines an interdisciplinary direction and provides level
which shows the priority among the CSFs. With the help of literature review and a
formal interview with academic experts of the related domain, a model has been
developed using ISM methodology. This model is used to interpret the relationship and
direction between the variables, to a better understanding of interdependency [31].
Hence, ISM modeling is used to develop an effective model for adoption of the digital
payment system. There are several steps followed to develop the model [12]:

• Identified CSFs with the help of extensive literature review and expert opinion
(Fig. 1).

• For pair-wise relationship, Structural Self-Interaction Matrix (SSIM) has been
developed through expert advice and interviews.

• Reachability Matrix has been developed with the help of SSIM to check the tran-
sitive matrix (Table 1).

Adoption of Digital Payment System

Experience & Habit

Price Value

Risk Taking Ability

Government as a Policy Maker Performance ExpectancySocial Influence

Awareness

Perceived ease of Use Perceived Functional Benefits Availability of Resources

Fig. 2. Model for adoption of digital payment system
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• To check the relationship from another axis, Antecend Set has been developed with
the help of SSIM (Table 2*).

• Development of Intersecting set from the factors which are intersecting between
Reachability matrix and Antecend Set (Table 2*).

• Based on the Intersecting set a hierarchal graph has been drawn by removing
transitive relationship (Fig. 2).
*Table 2 included both the sets.

Table 1. Reachability matrix

Factors (j) 11 10 9 8 7 6 5 4 3 2 1
(i)
1 1 0 1 1 0 1 0 1 0 1 1
2 1 1 1 1 0 1 0 1 1 1 1
3 1 1 0 1 1 0 0 0 1 0 1
4 1 0 0 0 0 1 1 1 0 1 1
5 1 0 0 1 1 0 1 0 1 0 0
6 0 1 1 1 1 1 0 0 0 1 1
7 1 0 1 1 1 1 1 0 0 1 1
8 0 1 1 1 0 1 1 0 0 0 0
9 1 1 1 0 0 0 1 0 0 0 0

10 1 1 0 1 0 1 1 0 0 1 0
11 1 0 0 0 0 0 0 0 0 0 0

Table 2. Reachability, antecend, and intersection set and level of factors

Sl no Reachability set Antecend set Intersection set Level

1 1, 2, 4, 6, 8, 9, 11 1, 2, 3, 4, 6, 7 1, 2, 4, 6 VII
2 1, 2, 3, 4, 6, 8, 9, 10, 11 1, 2, 4, 6, 7, 10 1, 2, 4, 6, 10 VII
3 1, 3, 7, 8, 10, 11 2, 3, 5 3 VI
4 1, 2, 4, 5, 6, 11 1, 2, 4 1, 2, 4 VII
5 3, 5, 7, 8, 11 4, 5, 7, 8, 9, 10 5, 7, 8 V
6 1, 2, 6, 7, 8, 9, 10 1, 2, 4, 6, 7, 8, 10 1, 2, 6, 7, 8, 10 V
7 1, 2, 5, 6, 7, 8, 9, 11 3, 5, 6, 7 5, 6, 7 V
8 5, 6, 8, 9, 10 1, 2, 3, 5, 6, 7, 8, 10 5, 6, 8, 10 III
9 5, 9, 10, 11 1, 2, 6, 7, 8, 9 9 II
10 2, 5, 6, 8, 10, 11 2, 3, 6, 8, 9, 10 2, 6, 8, 10 IV
11 11 1, 2, 3, 4, 5, 7, 9, 10, 11 11 I
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We followed these following steps to prepare the SSIM as well as Reachability
Matrix (Table 2) to construct the ISM model (Fig. 2):

1. If (i) is the predictor of (j) then (i, j) cell entry in the SSIM is A, then the equivalent
(i, j) entry in the Reachability Matrix becomes 1 and the (j, i) cell entry become 0;

2. If (j) is a predictor of (i) then (i, j) cell entry in the SSIM is B, then the equivalent (i,
j) entry in the Reachability Matrix becomes 0 and the (j, i) cell entry become 1;

3. If (i) and (j) are both predictors of each other then (i, j) cell entry in the SSIM is C,
then the equivalent (i, j) and (j, i) both entries in the Reachability Matrix becomes 1;

4. If (i) and (j) both are not a predictor of each other then (i, j) cell entry in the SSIM is
D, then the equivalent (i, j) and (j, i) both entry in the Reachability Matrix becomes 0;

Table 1 highlights the completed matrix when all the cell references have been
converted to the binary format (i.e., 0 and 1) as the rules of ISM followed by
Reachability Set, Antecend Set, and Intersection Set.

Table 2 identifies all ten critical success factors influencing the adoption of digital
payment system. Table 2 also shows the Reachability Set and Antecend Set which help
the researcher to categories the factor into different levels (i.e. from I to VII). These
levels help the researcher to develop a model (Fig. 2) for a better understanding of
interdependency on each other.

Developed ISM model represents the relationship between the selected CSFs in
both direct and indirect way. All the factors are divided into seven different levels
starting from bottom to top. Hence, the Model (Fig. 2) shows bottom-up approach
where the factors at the bottom are the predicators of its upper factor/s. Like, Perceived
ease of use, Perceived functional benefits & Availability of Resources (Level VII) are
interdependent on each other and, are directly predictor of Awareness. These three
factors (Perceived ease of use, Perceived functional benefits & Availability of
Resources) are also indirectly predictor of rest of the other factors. Similarly, Aware-
ness (Level VI) is directly predictor of factors; Government as a policy-maker, Social
Influence, and Performance Expectancy (Level V) and so on. At the end of the hier-
archy Adoption of Digital Payment System (Level I) is the immediate predictor of
Experience and Habit (Level II). Therefore, this model provides an easy and clear
hierarchal direction among the selected CSFs of Digital Payment System.

6 Discussion and Conclusion

With the help of TAM, UTAUT, TRA and TBP model including extensive literature
review, there are ten CSFs were defined, which are responsible for the effective
adoption of Digital Payment System. ISM provides the category-wise level from the
identified CSFs, which shows the degree of importance of factors among all the CSFs.
The objective of the study is to identify the CSFs for effective adoption of a digital
payment system in India and the findings confirm that all the CSFs are related to Digital
Payment System in India. The government of India and online transactions facility
provider such as Banks, Non-Banking Financial Corporation (NBFC), Mobile Wallets,
Payment Banks etc. should continually enhance their financial services with attractive
offers, discounts, digital literacy, and awareness. It is observed that there are factors
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which are also responsible for digital payment system [8, 28] like lack of trust, internet
connectivity, awareness, and training etc. According to Böhle [9], digital payment
methods should prove themselves to be convenient, secure and effective to cover the
greater market in comparison with physical cash. In the rapidly growing economy
where Perceived ease of use, Perceived functional benefits, and availability of resources
have high impact on the digital payment system, similarly on the other side, Experience
and Habit have a low impact on the adoption of Digital Payment System in India. The
main contribution of this study includes an attempt to identify the significant variable
using TAM, UTAUT, TRA, and TPB for successful adoption of the digital payment
system in India.

7 Recommendations and Limitations

Finally, it would be useful to suggest the direction of the future research in the area of
Digital Payment System. The technology adoption in the other sectors may slightly
differ from the Digital Payment sector. This study used limited literature. This problem
could be resolved in the next phase of the study where larger data will be utilised by the
researchers. This study serves as a pre-cursor for the current digital payment system in
India. In future, this study can incorporate more research and experts. The result may
vary from country to country, at different location, environment etc. The present model
has neither been approved by any governing body nor statistically, tested and validated.
Thus, the model is required to be statistically tested and verified using different
approaches like SEM, Confirmatory Factor Analysis (CAF) etc. Researchers can
continue this study using analysis like MICMAC analysis. Very little research is
available that focuses on the platform of adoption of digital payment and no research is
available on the interaction among the factors using ISM. The present ISM based
model help the managers and policy makers to understand the relationship between the
variables.
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Abstract. Cloud computing technology presents a case of centralized tech-
nology that requires adherence to standard and planned approach for its adoption
and implementation. There is little knowledge on how institutions could influ-
ence the successful migration to the cloud considering the challenges of
adopting technology infrastructure. This research questions: How do institutions
influence the implementation of cloud computing and to what effect? It exam-
ines the institutional intervention practices that influence the migration of the IT
services of the Ministry of Health to a national government cloud platform in
Oman. The study adopts concepts from institutional theory. The findings reveal
that isomorphic pressures play an important role in the successful migration to
cloud services. It also shows that mimetic pressure plays a propelling role that
supports finding and accepting solutions and pushes the migration forward.
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1 Introduction

Cloud Computing (CC) presents one of the growing new infrastructure technology. It
refers to the delivery of computing capabilities as a service to organisations to use over
the Internet on a utility-like payment model (Armbrust et al. 2010; Mell et al. 2011b;
Wang et al. 2016). Cloud Computing provides an alternative hosting of information
technology (IT) services outside organisational boundaries and offers standard uniform
services for the entire organisation. The adoption of cloud computing services is rising
as organisations seek ways to acquire IT services faster, cheaper and with a shorter
implementation time (Gratner 2014; Meulen 2017).

Indeed, the organisational spend on cloud computing adoption continues to soar
(Wilczek 2018). Interestingly, reports show that governments interest and spend on
cloud computing is similar to other industries. For example, Gartner’s recent survey
shows that companies spend an average of 20.4% of their IT budgets on cloud while
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Local governments spend 20.6% of their IT budgets on cloud, and national govern-
ments spend 22% (Meulen 2017). With this high level of spend, it is important to
understand how governments adopt and migrate to the cloud and how different insti-
tutional interventions could be devised to improve the chances of success.

Research suggests that cloud computing adoption by organisations disrupts many
of our accumulated knowledge on typical systems implementation and infrastructure
complexity (Bhat 2013; Choudhary et al. 2013; Wang et al. 2016). The reported
successful stories of cloud adoption and migration contrast the accumulated knowledge
regarding IS infrastructure implementation (Star et al. 1994); Hanseth and Moneteiro,
1997; Hanseth et al. 1996; Hanseth and Lyytinen 2006). It also goes against the
knowledge that IT implementation in government is typically surrounded by com-
plexity and failure (Avgerou 2000; Currie et al. 2007; Iannacci 2010). Research on
Cloud Computing is still in its infancy. There is a need to understand the different
adoption dimensions of this new technological infrastructure (Tilson et al. 2010b).

This study aims to understand the nature of institutional interventions that could
influence government’s agencies adoption and migration to the cloud. It aims to answer
the question of: How do institutions influence the implementation of cloud computing
and to what effect? To answer the research question, the study examines the migration
to government cloud computing services in the context of Sultanate Oman. The specific
type of cloud computing examined is Infrastructure as a Service (IaaS). The study
adopts an institutional perspective considering the important role that institutional
context and forces play in systems adoption and implementation (Avgerou 2000;
Currie and Guah 2007). This perspective offers a macro view of the institutional action
and context that has been largely absent from IS infrastructure research (Iannacci
2010). In doing so, this study contributes to IS infrastructure research as much as it
contributes to cloud computing research. It provides an in-depth understanding of the
institutional actions and practices involved in the interventions to encourage the
adoption and migration to cloud services.

Following the introduction, the paper proceeds as follows. The second section
presents a brief literature review of CC and IS infrastructure implementation in gov-
ernment. The third section presents the theoretical foundation of the research. The
fourth section presents the research methods and describes the case study. The fifth
section presents an analysis of the case study and the last section provides further
discussion and presents the research’s conclusion and contribution.

2 Literature Review

This section presents a brief literature review of CC, Information Systems imple-
mentation in Government, and IS Infrastructure research in government.

2.1 Cloud Computing

The National Institute of Standards and Technologies defines cloud computing as “a
model for enabling convenient, on-demand network access to a shared pool of config-
urable computing resources (e.g., networks, servers, storage, applications, and services)
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that can be rapidly provisioned and released with minimal management effort or service
provider interaction” (NIST 2009). There are three types of services offered through CC.
These types are Software as a Service (SaaS), Platform as a Service (PaaS) and Infras-
tructure as a Service (IaaS) (Armbrust 2010; Creeger 2009; Durkee 2010). Software as a
Service (SaaS) refers to business systems that are delivered as a service using the Internet
(Armbrust 2010). Platform as a Service (PaaS) means that the users have a cloud envi-
ronment in which they can develop their environment and use software that they have
developed (Armbrust 2010). Infrastructure as a Service (IaaS) is the most basic model of
CC services, where the client simply leases the infrastructure that is needed for the
application or business continuity requirements (Armbrust 2010). Moreover, cloud
computing could be categorised according to its ownership to three main types: public,
private and hybrid. Certain types of cloud emerge according to the interest of particular
groups, for example, community cloud or government cloud.

Studies of CC focused on the technical aspects particularly in the area of grid com-
puting and virtualisation (Güner et al. 2014; Mahmood et al. 2014; Oliveira et al. 2014;
Sabi et al. 2016). Studies that considered the organisational and social aspects are either
definitional, factor-based or occupied by proofing the concept by identifying its business
benefits. Previous research describes the type of services, offerings and the business
benefits of the cloud (Buyya et al. 2010; Creeger 2009; Youseff et al. 2008). Studies have
investigated the business values of CC and viewing it from various perspectives. For
example, from the vendor’s perspective, some studies identified the key players in the
cloud business and future cloud strategies (Bhat 2013; Hoberg et al. 2012). Others studies
describe the business values from the client’s perspective, organisations as well as
individuals (Hoberg et al. 2012; Leimeister et al. 2010;Marston et al. 2011). In this regard,
specific areas of business have also been studied, such as healthcare (Giniat 2011; Sultan
2014) and CRM implementation (Petkovic 2010). Studies have also investigated the
issues of security (Chang et al. 2016; Goode et al. 2015), regulation (Schneider et al.
2014), policies (Armbrust 2010) of cloud computing and the role of government as a
policymaker and regulator (Marston et al. 2011). Other studies examined the determinant
of CC adoption and produced lists of factors that affect the adoption including relative
advantage, complexity, top management support, firm size, competitive pressure among
others (Low et al. 2011; Oliveira et al. 2014)

Although this research is valuable in finding different factors that contribute to the
success of CC, it misses in-depth views on its adoption and implementation. A recent
survey of CC literature highlights the lack of case studies in the area and also the lack
of research that goes beyond the adoption decision of CC to examine the implemen-
tation and migration issues (Wang et al. 2016).

2.2 Technology Infrastructure

Technology infrastructure; also identified as digital infrastructure and information
infrastructure, has been defined as a group of technologies and human elements, net-
works, systems and process that contribute to the functioning of an information system
Tilson et al. (2010b). Hanseth et al. (2010) define Information Infrastructure as: “a
shared, open (and unbounded), heterogeneous and evolving socio-technical system
(which we call installed base) consisting of a set of IT capabilities and their user,
operations and design communities”.
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Technology infrastructure research has been conducted in information systems
from the 1990s with the advent and ubiquitous use of the Internet (Ciborra et al. 1998;
Hanseth et al. 1997; Hanseth et al. 1996). However, it continues to present a thin strand
of research in IS despite the widespread adoption and diffusion of large technological
infrastructure. IS field has focused, in general, on IT governance, system development,
and in studying IS effects on individuals, groups, organizations, market and limited
research on Information Infrastructure (II) have been introduced when compared with
overall IS research (Sidorova et al. 2008). Tilson et al. (2010b)) showed that there is a
dearth of IS research on technology infrastructure. They reviewed articles published in
ISR and MISQ during the past 20 years reveals that only around 2% of articles have
focused on infrastructural issues (Tilson et al. 2010b). Tilson et al. (2010a)) have also
highlighted the existence of weak theoretical grounding and understanding of Infor-
mation Infrastructure as a new form of IT.

Studies of Information Infrastructure tend to focus on how to conceptualize IT
infrastructure (Monteiro et al. 2014). These studies have mainly focused on design
(Pipek et al. 2009; Star et al. 1996) and standards making (Hanseth et al. 2006; Hanseth
et al. 1997). In this regard, studies examined the tension between the local and global
contexts in IT infrastructure design (Braa et al. 2007; Ribes et al. 2009; Ure et al.
2009). Research into the process of implementing IT infrastructure had identified many
issues that should be considered when contemplating on introducing information
infrastructure. For example, tension between standardisation and flexibilities (Hanseth
et al. 2006), tension between top-down and button up governance (Constantinides and
Barrett 2014), local and global standardization (Silsand and Ellingsen 2014; Star and
Ruhleder 1996), paradox of control (Nielsen and Aanestad 2006), paradox of change
(Braa et al. 2007), bootstrapping issues (Hanseth and Aanestad 2003), legitimation
(Constantinides and Barrett 2014), and interpretation.

IS infrastructure research has been dominated by a micro perspective that focuses
on the development of standards and diverse use of IS infrastructure Pipek et al.
(2009)). However valuable and insightful, this micro-level perspective on IS infras-
tructure has largely overlooked the important role played by institutions in the adoption
of IS infrastructure and its large-scale projects (Iannacci 2010). It has not considered
the nature of institutional interventions and deliberate actions that influence IS
infrastructure adoption. This is despite scholars’ longstanding calls arguing for the
inevitable role of institutions (King et al. 1994) and invitations for IS researchers to
incorporate institutional view in their research (Baptista et al. 2010; Currie 2009; Currie
et al. 2009).

IS infrastructure research has largely overlooked the new generation of technology
such as cloud computing that requires the migration of IT services to a third party and
the model of providing it as a service over the Internet. The adoption and migration to
cloud services present a new type of infrastructure that demand uniform implementa-
tion and use and hence the top-down approach to the implementation. This new IT
infrastructure model questions the relevance of many of the valuable research on
standard making, bottom-up approach of implementation and tensions of control and
flexibility. It invites research to examine the migration issues and the top-down
approach of its implementation.
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3 Theoretical Foundation

This study adopts the concepts of isomorphic mechanisms from institutional theory as a
theoretical lens. Institutional theory (Meyer 1979; Tolbert and Zucker 1994; Teo et al.
2003; Scott 2008:37) provides a powerful explanation to account for the role and influ-
ence of external institutions on organisations and outcomes (Liang et al. 2007). Institution
is defined as ‘a social order or pattern that has attained a particular state or property’
Jepperson (1991). Institutional theory argues that change in organisations are driven by an
inevitable push towards what is known as homogenisation (DiMaggio et al. 1991). This
homogeneity of organisations is known as isomorphism and is argued to be infused by the
desire for legitimacy and yielding to institutional forces (DiMaggio and Powell 1983).
Isomorphism can be identified as a process that forces one unit in a population to be
similar to other units that face the same set of environmental condition (Currie 2012).
There are three types of institutional isomorphic forces, coercive,mimetic, and normative.

Coercive isomorphism occurs when organization comply to the “formal and
external pressures exerted upon them by other organizations upon which they are
dependent, and the cultural expectations in the society within which the organization’s
function” (DiMaggio and Powell 1983, p. 150). Coercive pressures can be collections
of rules, policies, procedures or collective agreements where the behaviour of every
member of an institution is affected by the decisions of those who shape the institu-
tion’s structure (Kondra et al. 2009). In this regard, government regulations, law and
policies are examples of coercive pressure.

Mimetic isomorphism presents tendency of organisations to imitate other organi-
sations perceived to be legitimate. Mimetic isomorphism occurs as a result of organ-
isations attending to uncertainty responding to new problems, unclear goals, poorly
understood technology or unclear solutions which invite them to search for a viable
solution that has been already implemented or tested by others (DiMaggio et al. 1983).

Normative isomorphism occurs as a result of ‘the collective struggle of members of
an occupation to define the conditions and methods of their work, to control the
production of future member professionals, and to establish a cognitive base and
legitimisation for their occupational autonomy’ (DiMaggio and Powell 1983, p. 152).
This normative pressure considers particular types of behaviours that define goals and
objectives as legitimate and designate appropriate ways to achieve them (Scott 2001).
Normative isomorphism significantly influences social actions by imposing constraints
on social behaviours. These behaviours take the form of political signposting what
people are routinely expected to do (Scott 2008) (Table 1).

Institutional theory has been widely adopted in organisation studies and management
literature (Kostova et al. 2008). In Information Systems, the adoption of institutional
theory has been advocated (Mignerat et al. 2009). IS studies adopted it to examine
government policies and national level adoption of technology (Grimshaw et al. 2006;
King et al. 1994), a particular sector, industry (Chiasson et al. 2005) or a single organi-
sation (Davidson et al. 2007; Gosain 2004). The institutional isomorphic pressures has
also been used in IS research (Gosain 2004) to examine the adoption of technology such as
website (Flanagin 2000), EDI (Teo et al. 2003), ERP (Benders et al. 2006; Liang et al.
2007) and for supply chain (Lai et al. 2006) and outsourcing (Ang et al. 1997), compliance
to security behaviour and policies (Herath et al. 2009; Hu et al. 2007).
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Previous research on IT infrastructure has paid insufficient attention to the insti-
tutional perspective in favour of examining micro-level practices and scholars argue for
the importance and value of adopting an institutional lens and considering the role of
institutions (Iannacci 2010). Recently, Monteiro et al. (2014)) argue that studying IT
Infrastructure from institutional theory perspective “can be a major enhancement to
examine what scope exists for proactive Information Infrastructure interventions,
policy, and governance—and how these may vary under different Information Infras-
tructure forms and settings” (Monteiro et al. 2014).

4 Research Methodology

4.1 Research Setting

The case study explores the implementation of the national government cloud com-
puting project in Oman (Oman G-Cloud). Sultanate of Oman is a country located in the
Arabian Peninsula bordered by United Arab Emirates, Saudi Arabia, and Yemen.
Oman is part of the Gulf Cooperation Council (GCC) which also includes the following
countries; Saudi Arabia, UAE, Qatar, Bahrain, and Kuwait (GCC 2015). GCC coun-
tries are unique in their stage of development. The United Nations Development
Programme in Human Development Index considered GCC countries in 2015 as “very
highly ranked” in human development placed right below developed countries and well
above other developing countries and Oman is ranked 52nd in this index (UNDP 2015).
This unique status of GCC allows them to be studied independently. Also, they share
similar cultural, economic, social and political characters which can be different from
other developing countries. Moreover, the last United Nation’s E-government Survey
in 2014 ranked Oman 48th in the E-government development index increasing 18 ranks
from the 2010 survey.

Table 1. Institutional isomorphic pressures

Institutional
pressures

Description

Coercive The result of both formal and informal pressure posed by one organisation
on the other organisation upon which they are dependent and by cultural
expectations in the society within which organisations function
(DiMaggio et al. 1983)

Normative The normal social action that considers particular types of processes or
behaviours as legitimate (Scott 2001)

Mimetic Occur when new organisation technologies are poorly understood and
when goals are not clear, and their environment creates uncertainty; the
organisation then tend to model themselves on other organisations
(DiMaggio et al. 1983)
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Oman G-Cloud is one of the e-government initiatives where the implementation
started in 2014. The initiative is intended to provide services to the government
agencies in Oman and to set up a shared infrastructure including servers, network,
storages and applications to all government agencies to meet all their IT infrastructure
requirements. The rationale of the project is that having G-Cloud in place, government
agencies can focus on their core business, reducing the IT budget, increasing their
agility and providing the public e-Services at higher efficiency (ITA 2015). The project
is owned by the Information Technology Authority of Oman (ITA). ITA has proposed
to all government agencies a government CC services to achieve its e-government
objectives and integration. ITA decided to implement the private cloud model. The
private cloud is a model where the cloud infrastructure is operated exclusively for an
organization. This model can be managed by the organization or a third party, and it is
can be within the organization premises or outside (Mell et al. 2011a). With this model,
the ITA has decided to build G-Cloud using Open Source (OpenStack). Using Open
source was a strategic decision to avoid the lock-in challenges of the off-the-shelf
package along with many other typical benefits of open source. On December 19, 2013,
ITA signed an agreement with Nortal; an international software development company,
for the supply, design, delivery, implementation and operation of the G-Cloud for three
years. During the time when the data collection was conducted for this research, there
were several projects which were hosted through the G-Cloud. One of these projects is
the Ministry of Health (MoH) e-portal (MoH e-portal) which is the focus of this paper.

4.2 Research Methods

This research adopts a qualitative interpretive approach which allows in-depth explo-
ration of social and cultural phenomena (Myers 2010). It views people as social actors
capable of creating and interpreting their own independent and inter-dependent
meanings as they interact with the world around them (Orlikowski et al. 1991;
Saunders et al. 2007). The use of theory in this research paradigm offers an initial
framework and sensitising device that help researchers to make sense of the collected
data (Gregor 2006; Miles et al. 1994; Walsham 1995). It adopts a case study approach
to gain a rich understanding of the phenomenon (Myers 1997; Walsham 1995) in its
natural setting (Benbasat et al. 1987; Yin 2014). This approach is well suited to the
research questions that require a detailed understanding of institutional influences.

The level of analysis of this research is on the national level as the government CC
project in Oman is being implemented for the whole government of the country.
Different government agencies are utilizing or are in the process of utilizing the gov-
ernment cloud. The research reported here is part of a wider project to examine the
implementation of government cloud in Sultanate of Oman. It focuses on the national
project of CC led by the Information Technology Authority of Oman (ITA) and the
Ministry of Health adoption. This type of case study is considered as an embedded
(Multiple units of analysis) single case (Yin 2014).
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Multiple sources of data collection were employed. They include 30 face-to-face
interviews with senior managers, managers, technical staff and vendors of Information
Technology Authority of Oman (ITA) and the Ministry of Health (MoH). Interviews
were conducted in the period between 29/07/2015 and 27/12/2015. All interviews were
recorded and transcribed verbatim. Interviews lasted between 40 min and two hours
with an average of one hour. Interviewees were chosen from management and technical
levels on the basis of their involvement in G-cloud. Documents were also reviewed
including government reports, vendors’ reports and presentation slides, websites in
addition to technical manuals and reports. Data collection continued until saturation
was reached and no further information was emerging from data sources (Marshall
et al. 2013) Fossey et al. (2002) Saunders et al. (2007). The first author has also utilized
by invitation only chat groups on WhatsApp (the online chat application) of profes-
sionals working on the project. This group discussed IS and government issues freely
and anonymously in some cases, which presented an excellent opportunity for the
researcher to observe these conversations. It was also an opportunity to ask questions
and get feedback from many professionals.

All transcriptions and documents have been carefully read and were subject to open
coding. The data were not forced into categories but allowed emerge through creating
new categories. For example, coercive and mimetic mechanisms were much prominent
in the data than normative mechanisms reflecting that they had a stronger influence in
the implementation.

5 Research Findings

The research findings highlight that the MoH cloud implementation project has faced
different institutional pressures. These pressures have pushed the implementation for-
ward and encouraged MoH to adopt and migrate to the cloud. The following sections
present the different institutional pressures and interventions that influenced the
adoption and implementation of cloud computing in the Ministry of Health (MoH).

5.1 Coercive Institutional Pressure

MoH has been subjected to different practices that exerted coercive pressure on it to
adopt the G-cloud. These practices are categorized as political power, centralized
policies, financial resources, rules and regulations, compliance and standardizations.

The political power of ITA made it possible for it to give priorities to projects that
are consistent with the G-cloud. One of the senior managers at the ITA explains:

‘we are giving priorities to the e-transformation projects, many of the e-transformation projects
are under development or on planning phase, so it makes it easy for the organizations and for
ITA to build their application on the G-cloud-enabled environment from the start’.

In addition, ITA is mandated by the cabinet’s office to achieve e-government,
which granted further power to ITA over government agencies and ministries where
MoH is one.
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In addition, the ITA senior executives had a good relationship with the MoH senior
managers, which helped the implementation of G-Cloud. One of the IT management
team in MoH states that:

‘The decision was made by a senior manager in Ministry of Health and a senior manager in
ITA to join the G-Cloud and the G-cloud team in ITA, and the member of the evaluation team in
e-tender have evaluated which company who will do the implementation of e-health portal
along with hosting it in the G-Cloud’.

The political power of ITA together with the established relationship with senior
management of MoH has influenced the decision of MoH to join and influenced MoH
staff to accept this decision.

The financial incentives that ITA offered have also played an important role in
making MoH migration to the G-cloud favourable. Staff agree that the zero charge
policy that ITA offered was an incentive to join the cloud. While ITA has offered MoH
to the join the G-cloud amidst the latter involvement in tendering and contractual
arrangement with the supplier of the e-health portal, the financial incentives ITA
offered made joining the G-cloud a cheaper option that gave it the necessary incentive
to change its contractual and tendering arrangement. A senior IT manager in the MoH
stated:

‘Well after we had distributed the tender of e-Health project, the G-Cloud was not in the picture
at all. After that, we knew that the ITA started to build the G-Cloud. We again asked the
vendors to provide us with the financial cost if we move to G-Cloud and how much will it cost
us. We found out that the G-Cloud is much better financially’ MOH01, 29/07/2015.

Another MoH IT manager also added that:

‘Joining the G-Cloud was mainly to save cost on the hardware. It was the time we were
finalising the tender, and then the ITA was offering this solution, and it was offered for free’
MOH02, 29/07/2015.

However, financial resources were not the only leverage suited to apply pressure
into joining the G-Cloud. Human resources that were provided asManagement Control
with the G-Cloud were also another important factor in influencing how the e-Health
portal would be implemented in the G-Cloud. Accepting to join the G-Cloud meant that
the MoH information infrastructure would be managed and controlled by a professional
government agency that had the human resources capable of managing different
information infrastructure areas such as network and security. One of the ITA’s Project
managers clarified this by saying:

‘If I am in the G-Cloud, I am free of my responsibility… It will be the responsibility of the G-
Cloud team to set the G-Cloud environment to set up for the ministry; then the vendor was given
access. So for me, as a Ministry, I do not have to worry about it. The second scenario, which is
hosting in the Ministry. I have to deploy a Ministry IT team, which I think does not have the
capabilities to do that. So, we are freeing the MOH from HR requirements also’ ITA07,
30/11/2015.
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During the implementation of the e-Health project, the standards set by the ITA for
all government agencies to join the G-Cloud faced challenges. These standards could
be considered the rules and regulations to which any government agencies that wanted
to join the G-Cloud would have to comply. The e-Health project was the first one for
the G-Cloud to host an application from an external government agency. As such, it
was a learning curve for both the ITA and MoH teams, as they faced many new and
unexpected challenges. From the early implementation period, the e-Health’s vendor
used an agile methodology approach. This meant that some e-Health modules could be
activated as soon as they were completed, with no need to wait for the whole portal to
be ready. The e-Health team’s requirements pressured the G-Cloud team to have the G-
Cloud ready for the e-Health portal which has resulted in a temporary stage solution.
A vendor staff member stated:

‘To achieve our requirement; the ITA came up with the concept called the mini-cloud. So, while
the ITA was doing the proper cloud project on the side, they did a mini-cloud for the MoH to
cater for our requirement’ MOH08, 23/08/2015.

As the implementation stages progressed, the ITA team started introducing more
standards to be applied to the e-Health portal. Some of these had been clearly com-
municated to the MoH team through different means—such as documents—while
others, such as security standards, were introduced later.

Moreover, the MoH was the first who implemented several security standards. The
ITA’s project manager for the MoH added:

‘All the policies that were prescribed by the ITA were put there. It was first as to have
everything to be as per Public Key Infrastructure (PKI), and Mobile PKI for users who wanted
to get access the username and password. We were the first who implemented the integration
with MOC (Ministry of Commerce) and integration with ROP (Royal Oman Police) for all the
G-to-B services through the ITA integration platform. We were also the first who used the cyber
sources e-payment and so many things we used to do for the first time’ ITA07, 30/11/2015.

Although some of these standards, such as the PKI, were hard to implement, the
MoH agreed to them because of top-down pressure from the ITA, and because it
believed it would benefit from them in the long run.

Moreover, the MoH had to comply with the ITA’s rules and regulations when it
came to where to host its application. Another IT manager of the MoH explained:

‘I think there are instructions from the ITA that any portal has to be hosted inside Oman, not
outside the country. It has to be hosted in the G-Cloud, or it must be hosted internally.
I consider it to be dangerous if it is not hosted internally inside Oman. I cannot imagine seeing
my data to be managed or hosted by a cloud company outside Oman or by a private corpo-
ration. So it is fine as it is now, hosted by the ITA G-Cloud, as they have secured MPLS’
MOH04, 09/08/2015.
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5.2 Normative Institutional Pressure

Normative institutional force also influenced the implementation of standards for the
e-Health portal in the G-Cloud. One of these stemmed from ITA building general
knowledge base for MoH team of the team who managed and implemented the
e-Health portal. One of the MoH’s IT managers stated:

‘I know the G-Cloud can provide you with high availability and can have an endless amount of
space’ MOH02, 29/07/2015. ‘The ITA held several seminars, and they invited us. We under-
stand it, and we encourage it’ MOH05, 11/08/2015.

During the implementation, the normative pressure derived from the MoH’s team
resulted in contesting some standards introduced by the ITA. The MoH staff and
vendor’s general knowledge enabled them to contest the implementation process,
request a Mini-cloud, and overcome some security standard issues in the initial stages
of the implementation. Departments such as networking and security had their concerns
over the G-Cloud’s implementation and had requested to ease the way of verifying
requests. The MoH is a large government agency with over 240 sites all over Oman,
and many of its IT staff members held the privileges needed to make changes to their
application. Once the e-Health portal was hosted in the G-Cloud, making local changes
was no longer possible. One of the MoH’s managers stated that:

‘The ITA wanted to impose their standards on our system, especially the security standards.
For example, they had many concerns, and we asked them to give us many exceptions.. almost
every action we took, nearly every click returned an error from the ITA, because they had to
analyse all the traffic to make sure it was not an attack, so they had to make an exception on
their system to make it pass’ MOH02, 29/07/2015.

A project specialist also raised his concerns for the usability of the PKI system,
which is an embedded standard throughout the G-Cloud in the MoH portal, by saying:

‘We understand this has to be a hard effort and it might affect the usability of the portal, but
then we had a long discussion, me and the DG of IT, so we thought about it, and we preferred
to start from the beginning and mitigate that risk as a PKI team’ ITA07, 30/11/2015.

5.3 Mimetic Institutional Pressure

Mimetic practices played a major part in the implementation of the e-health. Partici-
pants were convinced that the implementation of this standard infrastructure, however,
might not suit their immediate needs, cannot be escaped as they perceived it as pre-
senting an international standard that other countries and organisations adopt. They
believed that since others implemented it, then they had to implement it as well. This
view has surfaced in most interviews. For example, one of the managers of the e-health
portal describes the G-cloud as “a new trend in hosting government network”. The e-
health portal management also adds:

‘If you look at other countries experience you will find that they have one portal for the whole
government and G-Cloud would help in this one portal” and the network manager adds “I
believe the whole world is going to the cloud”. Staff believed that “it is the latest trend and that
“the whole world is going to the cloud’ MOH04, 09/08/2015. They looked at other countries
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that had implemented cloud computing and considered this to be a legitimate reason to be part
of the G-Cloud. The e-Health portal management team elaborated on that by saying:
‘If you look at other countries’ experience, you will find that they have one portal for the whole
government, and the G-Cloud would help in this one portal’ MOH03, 09/08/2015.

The view that it has been successfully implemented by other countries such as
Estonia has played an important role in pushing the implementation forward and
overcoming disagreements and issues raised.

6 Discussion

This research questioned: How do institutions influence the implementation of cloud
computing and to what effect? It examined the case of national government CC in
Oman and in particular the implementation case of Ministry of Health e-Health portal.
The research findings showed institutional pressures play an important role in infor-
mation infrastructure solutions such as the G-Cloud. The G-Cloud is a form of infor-
mation infrastructure in which resources are centralised and work in the virtual setting.
Applying standardisation to the different government agencies became one of the
leading challenges of implementing the G-Cloud. It is argued in this research that
coercive, mimetic, and normative institutional forces play an important role in
implementing the G-Cloud.

The study shows that the coercive and mimetic forces play a significant role in
establishing the standards which allowed successful implementation of the G-Cloud in
MoH. The normative pressures led professionals to resist some of the standards of
G-Cloud. However, propelled by the mimetic pressure, these professional were fast in
finding solutions and compromises. This was particularly exhibited in the finding of
temporary stage solution of the mini-cloud to overcome the existence of different
requirements and timetables.

The finding differs from Currie (2012) work where institutional isomorphic forces
became conflicted with efforts to impose organizational change. While IT professionals
in MoH negotiated the standards, which were enforced from the G-cloud team over the
e-health portal, this has not resulted in resistance and implementation failures as the
National Health program in Currie (2012) study. The zero-charge policy was a motive
to join the G-Cloud alongside other financial incentives. The research shows that MoH
was encouraged to adopt CC as a way of solving the complexities and saving cost when
implementing large Information Infrastructure in a government organization. This was
further enforced by the mimetic pressure of CC as a new trend that has been suc-
cessfully implemented in other countries and large organisations. These findings
contrast what previous research emphasised regarding the negative results of negoti-
ation, contesting and resistance of standards implementations in infrastructure adoption
(Hanseth et al. 2010; Sahay et al. 2009). Evidence of the problems and failures of
centralized control in public sector infrastructure development from top-down are clear
in the literature (Adler-Milstein et al. 2008; Currie et al. 2007). The case study shows
that the G-cloud implementation that comes with standards from a national government
can be achieved. This contrasting finding could be due to the nature of the cloud
computing as a centralised technology that requires standard approach to the migration.
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7 Conclusion

While technology infrastructure research has maintained a micro organisational focus
and has not paid attention to the possibility of intervention, this study shows that
successful CC implementation requires institutional intervention. This responds to
Monteiro et al. (2014)) call for research on IT Infrastructure “to examine what scope
exists for proactive Information Infrastructure interventions”.

This paper makes several contributions to the IS field in general and, more
specifically, to the study of information infrastructure, cloud computing, and institu-
tional theory in IS. The paper contributes to existing theory in the area of information
infrastructure by investigating the implementation of cloud computing through the lens
of institutional theory. There are few previous studies of information infrastructure
implementation at the macro level (Brown et al. 2011; Hanseth et al. 1998; Iannacci
2010). Adopting the institutional perspective is important in view of the role that
institutional forces play in information infrastructure implementation (Avgerou 2000;
Currie et al. 2007). Moreover, this paper contributes to the area of cloud computing by
investigating the adoption and implementation of cloud computing in government. It
describes qualitative, interpretive, and empirical research into cloud computing, an area
in which there is a dearth of previous research. The study contributes to institutional
theory in IS by providing a comprehensive understanding of how various institutional
forces impact information infrastructure. It identifies three institutional forces that play
different roles in the implementation process.

The findings of this paper and their implications also make important contributions
to practice. Although government organisations and particularly health sector have
previously invested in IT infrastructure projects, many of these failed to achieve their
objectives or were only delivered after long delays. This study provides government
decision makers with useful insights into how institutional forces can help to achieve
the implementation of new forms of information infrastructure solutions, such as cloud
computing.

This paper lays the ground for several future studies. It focused only on the IaaS
type of cloud computing. Future research could explore other types of services, such as
PaaS and SaaS, and explore government agencies’ implementation issues using these
services. Future research could also study the effect of the institutional forces on cloud
computing implementation in developed countries. Another and possibly related area
that needs study is the influence of national culture on the acceptance of information
infrastructure standards.
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Abstract. Lack of public participation in various policy making decision has
always been a major cause of concern for government all around the world while
formulating as well as evaluating such policies. With availability of latest IT
infrastructure and the migration of government think-tank towards realizing
more efficient cloud based e-government, this problem has been partially
answered, but this predicament still persists. However, the exponential rise in
usage of social media platforms by general public has given the government a
wider insight to overcome this long pending dilemma. This paper presents a
pragmatic approach that combines the capabilities of cloud computing and
social media analytics towards efficient monitoring and controlling of public
policies. The proposed arrangement has provided us some encouraging results,
when tested for the policy of the century i.e. GST implementation by Indian
government and established that proposed system can be successfully imple-
mented for efficient policy making and implementation.

Keywords: Cloud computing � E-Government � GST � Sentiment analysis
Social media analytics � Twitter

1 Introduction

Traditionally, the public policy making decisions have always involved only the
government agencies and bureaucrats, with general public been never allowed to
become a party to it [1]. This led to a sharp decline in conviction as well as reliance of
public towards the government [2, 3]. The gap between the government & the public
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dramatically increased and currently both are struggling to maintain harmony with their
relationship [4]. E-Government is one such powerful tool that holds all the essentials to
improve the relationship between the general public and the government [5] as it
strongly put emphasis on maintaining transparency, enhancing public participation and
upgrading the quality of service [6]. However, the required ICT (Information and
Communication Technology) infrastructure, implementation and operational cost have
become a major bottleneck towards the implementation of e-government. Cloud
computing is one such popular as well as reliable technology that can provide solution
of this delinquent issue [7]. With several inbuilt advantages such as on-demand scal-
ability and pay-as-use have motivated many countries to adapt cloud computing based
e-government [8]. However, the important point of public participation in policy
making still remains a distant dream. To overcome this severe problem, governments
all around world have started making use of social media to acquire appropriate
feedback from the various realms of society regarding various public policies [9].

This paper proposes an innovative and smart approach which unitizes the capa-
bilities of cloud computing and social media analytics for efficient monitoring and
controlling of public policies. The main objective of this research is to increase public
participation in policy making decisions. We have applied our proposed system to GST
(Goods and Services Tax) implemented by Indian Government which was an attempt
to unify all the taxes in the country [10, 11]. The results have been observed to be quite
encouraging, showing that the proposed approach can be instrumental in efficient
policy making decisions.

2 Review of Literature

The literature review is classified into two sections. The first section highlights the use
of cloud computing in e-government. While the second section highlights the use of
social media for policy making.

2.1 Use of Cloud Computing in E-Government

E-Government is the use of ICT and other web technologies to provide more effective,
efficient and transparent service to its citizens & employees [12]. Although ICT pro-
vides lot of advantages, yet the required technical infrastructure, implementation cost
and requirement of skilled staff becomes major obstacles towards e-government
implantation [13]. With the emergence of cloud computing, these challenges can be
addressed up to the fair degree of satisfaction for all the stake holders [7]. Cloud
computing consists of large shared pool of computer resources which provide features
like on-demand scalability and pay-as-use [14]. These advantages have played a
decisive factor in motivating the governments of many countries to migrate from
traditional costly e-government model to more cost efficient and scalable cloud based
e-government model [8]. Not only this, but cloud based e-government model is also
building a strong foundation for smart cities [15].
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2.2 Use of Social Media for Policy Making

Nowadays, social media have become an integral part of everyday life, irrespective of
the status of any individual [16]. This virtual world provides a perfect platform for
people from all around the world to discuss topics of common interest such as sports,
entertainment and even politics. Talking about politics, at least 33% of social media
users comments, discusses or post about politics on these platforms [17]. Even gov-
ernment have realized the potential of social media and because of this various gov-
ernment agencies are extensively started using these social media to connect with
general public [18]. Since social media is increasing the interaction between public and
government, hence this indeed is providing a solution to problem of public partici-
pation [19]. Generally, people post something regarding government, politics or
policies which might be intentional or unintentional [17] and government can utilize
this content for providing better services to its citizens [19].

Both the above sections show that considerable work has been done in field of
cloud computing based e-government and use of social media for policy making having
their own advantages and benefits. But till date no effort has been made to combine
both these services. This paper aims to unitize the capabilities of cloud computing and
social media analytics for efficient monitoring and controlling of public policies.

3 Research Methodology

The primary objective of this paper is to unitize the capabilities of cloud computing and
social media analytics for efficient monitoring and controlling of public policies. For
this cloud based system is proposed. Figure 1 shows the architecture of the proposed
system. The proposed system has three main components: (a) Data acquisition com-
ponent (b) monitoring component and (c) Controlling component.

(a) Data acquisition component: Data acquisition component is responsible for data
collection from various social media platforms like Facebook, Twitter, Instagram
etc. This data collection task is performed on continuous basis in a time specific
manner. After collection this data from various sources this user content is stored
in cloud database so that the computations can be effectively made.

(b) Monitoring Component: This component is responsible for performing the
monitoring activities. These monitoring activities are performed using various
social media analytics techniques, where different operations are performed on the
user content for extracting important decision making information [20]. Table 1
shows the various social media analytics techniques. The results of these different
analytics are again stored in cloud database.

(c) Controlling Component: This component is responsible for providing alerts and
sends calculated information to the government so that appropriate control mea-
sures can be taken based upon these results generated by the monitoring
component.

Intelligent Monitoring and Controlling of Public Policies 145



4 Implementation and Results

For implementation on cloud we have used Amazon EC2 [33]. For computation we
have used RStudio server. Data for experimentation has been collected from Twitter.
Data was fetched based upon specific #hashtag (#GST). In total 41,823 tweets were
collected from June 23, 2017 to July 16, 2017. For better interpretation of the results
tweet collection period was broken into 3-phases (Pre-GST, In-GST and Post-GST).
The detail of tweet collection is shown in Fig. 2.

Fig. 1. Architecture of proposed model

Table 1. Various social media analytics techniques

Descriptive
analysis

Content analysis Network analysis Space-time analysis

Tweet statistics
[21]

Sentiment
analysis [25]

Friend follower
networks [28]

Time series analysis
[31]

#Hashtags analysis
[22]

Topic modeling
[25]

Network layout [29] Geo-location
analysis [32]

@Mentions
analysis [23]

Lexical diversity
[27]

Cluster analysis [30]

Word cloud [24] Centrality analysis [22]
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4.1 Tweet Statistics and Data Preprocessing

In total 41,823 tweets were collected from 35,400 different users from India. In total
2,873 users were detected who tweeted more than one tweet, accounting a total of
6,423 tweets. The details of tweet statistics are given in Table 2.

Data preprocessing is an important task, which aims to prepare data for various data
mining task [34]. Since Twitter data contained lot of noise and unwanted stuff, task of
data preprocessing was performed [35]. First and foremost thing we did in prepro-
cessing was to remove multiple tweets from same user. A total of 6,423 such multiple
tweets from same users were removed using same technique as used by Singh et al.
[36]. These tweets were removed in order to maintain normality; otherwise this would
have led to biased results. On remaining 35,400 tweets various preprocessing tasks
were performed such as conversion to lower case, removing punctuations, removing
special characters and finally removing web links.

4.2 Sentiment Analysis

Sentiment analysis is often regarded as most effective tool to map public response
towards an entity [19]. Sentiment analysis is defined as a text analytic technique which
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Fig. 2. Tweet collection details

Table 2. Tweet statistics

Phase-1 Phase-2 Phase-3

Total tweets 13042 18985 9796
Max tweets in a day 3026 4622 1552
Min tweets in a day 526 440 671
Total unique senders 11711 15187 8502
Average tweets per sender 1.11 1.25 1.15
Average tweet per phase 1630.25 2373.12 1224.5
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deals with extraction of sentiment from given piece of text. Sentiment analysis consists
of two sub-operations: (a) E-Motion Analysis [37] and (b) Polarity Analysis [38].

(a) Polarity Analysis: Polarity analysis deals with polarity identification i.e. positive
or negative. The result of polarity analysis is shown in Fig. 3, while the treemap of
positive and negative words is shown in Fig. 4. For interpretation of the results we
use a threshold value (µ) as given in Eq. 1.

l ¼
P

NegativeTweets
P

Tweets
ð1Þ

For our calculations we have taken µ = 50% (Threshold Value) i.e. whenever
µ > 50%, this will be alarming signal for the government that citizens are not happy
with the policy and some appropriate measure are required to overcome this unrest.

Inference: During phase-1 (Pre-GST Period) the overall threshold value µ < 50%, this
shows that citizens were in favor of GST as it ended multi tax system and hence giving
a hope that prices of fast moving consumer goods (FMCG) [39] will go down.
However, as soon as GST was actually implemented on July 1, 2017 (In-GST Period)
the threshold value µ > 50%, showing unrest among citizens. This unrest was due to
various problems encountered by public as soon as GST was implemented. From
consumer’s perspective negative sentiment was due to the fact that traders were
charging GST over and above maximum retail price (MRP). Similarly, the traders were
unhappy because of the confusion about GST rates on various goods plus they needed
to update their current inventory system which led to increased expenses. Since we
discussed that as soon as threshold value µ > 50%, it is an alarming signal for the
government to take appropriate steps. So acting upon this, government soon issued
warnings to traders that they cannot charge over MRP for any good [40, 41].In addition
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Fig. 3. Results of polarity analysis
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to this government also introduced various courses to train traders and make them
familiar with GST filling and other related processes [42]. As a result of these measures
by the government the threshold value again became µ < 50% during phase-3 (Post-
GST). This provided a concrete proof that the actions taken by government after phase-
2 did helped to win the trust of citizens.

(b) E-Motion Analysis: It is a sentiment analysis operation, in which given data is
classified according to emotion lexicon comprising of words having association
with eight emotions (Trust, Surprise, Sadness, Joy, Fear, Disgust, Anticipation
and Anger). The result of e-motion analysis is shown in Fig. 5.

Inference: Phase-1 (Pre-GST Period) dominates emotions such as trust, anticipation
and joy indicating support of people for GST. These results totally got reversed during
phase-2 (In-GST Period) as emotions like fear & sadness dominated, showing unrest
among citizens and alerting government to take appropriate steps. As soon as appro-
priate steps have been taken by government results of phase-3(Post-GST Period)
started to fall in line with phase-1 (Pre-GST Period), indicating support for GST once
again (Fig. 5).

Fig. 4. Treemap of positive and negative words
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Fig. 5. Results of E-motion analysis
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4.3 Geo-location Analysis

Location based analysis is a very crucial tool for gathering information, while mapping
public response towards an entity [43]. Although all tweets do not contain location
from where they were tweeted, yet we can’t ignore them as they provide important
information about the actual location, hence helping policy makers to target the
audience while finding solution to their problem. Since in the previous section we
detected that during phase-2 (In-GST Period) the overall sentiment was on negative
side, it is essential to see which states and cities are worst affected so that appropriate
solution can be found. Figure 6 shows location wise analysis of two markets of
Mumbai city from where negative tweets were sent.

Inference: This location based analysis is extremely important; as it gives us the
targeted audience which is unhappy with the policy and hence government can take
appropriate steps keeping in mind the demands or problems of this targeted
group. Since these two points indicates markets of Mumbai city, hence it shows that
traders of these markets are not happy and government needs to take appropriate steps
accordingly.

Fig. 6. Results of location based analysis
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5 Conclusions

Technology is changing at tremendous pace and all the national governments are
continuously adopting newer technologies for providing enhanced services to its citi-
zens. Multiple efforts are being done to bridge down the gap between the policy makers
and the general public, for whom these policies are designed & implemented. Cloud
computing and social media platforms have emerged as two significantly powerful
tools for the central governments all around the world to communicate and provide
quality services to its citizens. However, all the studies done till date to the best of our
knowledge have utilized the advantages of these tools independently and no fruitful
effort has ever been made towards combined implementation of these powerful tools.
We started our research work to combine the selective capabilities of cloud computing
and social media analytics towards efficient monitoring and controlling of public
policies. We propose a new cloud based approach, which captures the response of
public through data gathered from various social media platforms about any policy. For
monitoring various social media analytics techniques are applied on this captured data.
Based upon the results of these social media analytics techniques, the appropriate
controlling operation is performed. We tested our proposed system with data collected
towards “the policy of the Independent India” GST implementation by Indian
government.

The initial results indicate a strong support for GST, however as soon as the GST
became reality, traders and consumers faced hardship and the overall sentiment dipped
towards negative side giving an alarming signal to the government to take appropriate
actions. After this government took various controlling measures which again resulted
in increase of positive sentiment among citizens. A prominent contribution made in this
research was to do location based analysis which can help the government to select the
targeted audience which are affected with the policy and can take control measures
accordingly. These implementation results were quite encouraging, insisting that the
proposed system can be used for efficient monitoring and controlling of public policies.
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Abstract. The purpose of this paper is to develop a conceptual framework as
an integrated approach to Electronic Government project design and evaluation
in developing countries. Innovations In information and Communication
Technologies (ICT) have resulted in a radical transformation of business mod-
els, opening new channels of communication and offering cost-effective meth-
ods for business processes. Research in e-Government underscores the adoption
of these technologies by Governments for the provision of more effective and
efficient service delivery. Yet failures of e-Government projects in developing
countries are well-documented and a review of the literature suggests that there
remains, to an extent, disconnects between e-Government research and actual
policy formulation processes or professional practices in developing countries.
This paper asserts that for these smaller economies, e-Government project
design and evaluation necessitates a more integrated approach which draws from
research in the e-Government and ICT4D domains; thus, encompassing a
multiple stakeholder perspective including Government (as primary stakeholder)
and citizens/businesses. Such an approach that encapsulates the unique char-
acteristics of smaller economies offers a practical analytical tool in their design
of e-Government projects, highlighting core components for consideration and
identifying where misalignment between stakeholder needs and systems
objectives may occur.

Keywords: Electronic government � e-Government � ICT for development
ICT4D � Information and communication technologies � Information systems

1 Introduction

The convergence of Information and Communication Technologies (ICTs) is widely
considered as a key underlying attribute of advanced economic systems [1–4] and thus
promoted as a solution for overcoming some of the issues pertaining to under-
development in emerging economies [5]. Accordingly, these countries attempt to
leverage new and rapidly diffusing digital media to become effective participants in an
increasingly competitive global environment [6]. However, in a continually evolving
knowledge-based era, technology diffusion has been uneven, with many economies
facing often insurmountable challenges to the effective exploitation of opportunities that
digital technologies offer as a new source of wealth. Such obstacles may include an
inadequate physical infrastructure, insufficient technological capabilities, and ineffective
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ICT policies [1, 7, 8]. These challenges are particularly endemic in the implementation
and sustainability of e-Government initiatives in developing countries [9–12] and
contribute to high rates of failure post-project implementation [12]. Thus, development
and long-term sustainability of e-Government projects in developing countries are often
derailed not only by institutional procedures, policies and capabilities, but also by
extraneous factors such as the technological capabilities of end-users and misalignment
between project outcomes and stakeholder expectations [11–15].

Research suggests that, as in the design of any information system, successful out-
comes of an e-Government project are dependent on continued assessment of the project
during its entire life-cycle, from the initial analysis (pre-design) phase to any post-
implementation activities [16–18]. Any such process should necessarily be rooted in “a
stakeholder-centric process which makes explicit both the desired and the current out-
comes, and which supports the managed alignment of these throughout the project life-
cycle” [16, p. 177]. However, the validity of extending traditional models of information
systems evaluation to the design processes of e-Government projects is brought into
question [18] as assumptions concerning decision-making processes, project manage-
ment structures, financial sources, design processes and policy/regulatory procedures
may not be appropriate in the context of e-Government. Furthermore, the design of any e-
Government project may necessitate coordination among a broad range of stakeholders
including disparate Government ministries and departments, organisations, businesses
and citizens. By the same token, evaluation of misalignment in stakeholder expectations
[19, 20] should consider wide variations in stakeholder interests depending on the type of
implemented e-Government service, be it a Government-to-Government (G2G),
Government-to-Citizen (G2C), Government-to-Businesses (G2B) or Government-to-
Employee (G2E) service. Indeed, the evaluation of multiple stakeholder interests in e-
Government initiatives invariably represents a significant challenge as “the goals of
national government, local government, public service providers (both profit-driven and
not-for-profit), voluntary and community organisations and individual members of the
public are rarely congruent” [16, p. 175].

Thus, in exploring existing evaluative processes for e-Government projects, a cursory
examination of past literature on e-Government research in developing countries high-
lighted a focus on the supply-side issues in project implementation such as inadequate
policy/regulatory frameworks, ineffective political support and an inefficient physical
infrastructure [11, 13, 21–24]. In the same vein, the ICT for Development (ICT4D)
literature on technology adoption and diffusion in developing countries highlights the
demand-side challenges such as lack of broadband connectivity, lack of access to ade-
quate technologies and low levels of ICT literacy [25–27]. However, the literature yielded
limited evidence of an integrated or consistent approach to evaluative design processes for
e-Government projects that combines amulti-dimensional approach in the examination of
supply-side issues, with added focus on multiple stakeholder perspectives in project
design [16, 28]. Such an integrated approach which overlaps defined boundaries in the
ICT4D and e-Government literature is more feasible to an exploration of the perceived
barriers to the success of e-Government projects [29, 30], though past research continues
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to identify “noticeable gaps between academic theories, commercially available
methodologies and actual evaluation practice” [18, p. 252]. Thus, in contemplating the
demand-side and supply-side factors for consideration in e-Government, two key ques-
tions emerge:

• What are the core underlying components for success in the design of an e-
Government project? and

• How are the inter-relationships among these identified components described?

Motivated by the desire to understand these inter-dependencies and their impact on
the success of e-Government projects in developing countries, this led to the formu-
lation of a conceptual framework that defines an integrated approach to design and
evaluation of e-Government projects. The framework advances a multifaceted explo-
ration of key issues from the perspective of multiple stakeholders including Govern-
ment as primary stakeholder, and other intended beneficiaries such as citizens,
organisations, and businesses. The framework subsequently evolved from an exami-
nation of demand-side and supply-side issues in e-Government project implementation
from the ICT4D and e-Government literature. It is therefore anticipated that the results
of this research will contribute to the continued e-Government dialogue on project
design and assessment processes and further the debate in the ICT4D literature on
technology adoption and diffusion within developing countries.

The remainder of the paper is organised as follows. Section 2 provides a brief
description of the approach to the methodology in the development of the conceptual
framework. Section 3 discusses the process in the development of the conceptual
framework which includes a review of the literature on information systems evaluation
processes, with a narrowed focus on approaches to e-Government assessment. The
section also examines literature in the e-Government and ICT4D domains with the
overall aim to highlight any overlapping areas of research and identify the key com-
ponents in the design and evaluation of e-Government projects in developing countries.
Section 4 describes the conceptual framework, based on a review of the literature from
Sect. 3. The framework highlights the interdependencies and interrelationships among
the identified components and proposed approaches to analysing misalignment among
these components. Section 5 discusses proposed future research for testing, and
enhancing, the conceptual framework and discusses any perceived research limitations.

2 Research Methodology

A structured-case approach is adopted in the development of the conceptual frame-
work. Such an approach based on:

“…the use of a formal process model comprising three structural components: a conceptual
framework, a pre-defined research cycle and a literature-based scrutiny of the research findings,
to assist the researcher in theory building. The conceptual framework represents the researcher’s
aims, understanding and theoretical foundations and the research cycle guides data collection,
analysis and interpretation; together, these structures make the research process visible, record
its dynamics and document the process by which theory is induced from field data. The
literature based scrutiny compares and contrasts the outcomes of the research process with a
broad range of literature to support or challenge the theory built” [31, p. 236].
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An interpretivist research paradigm rooted in qualitative data analyses offers a
“process of describing, interpreting and seeking understanding and possibilities in order
to reach a shared meaning” [32, p. S3]. The initial conceptual framework is therefore
developed from a critical review of the literature which assists in identifying the key
research themes. The structured-case approach then follows an iterative non-sequential
cycle in the refinement of the model through: (a) planning of the research to be
undertaken; (b) data collection; (c) data analysis; and (d) reflection on the outcomes [31].

The literature is therefore first examined to gain an understanding of the primary
components in e-Government design. These components are used in the development
of the conceptual framework. Future research findings of e-Government projects in
developing countries, and a continued critical review of the literature, will contribute to
successive iterations and refinement of the framework. “Therefore, the conceptual
framework is a series of evolving models that are reviewed and refined over the life of
the research project.” [31, p. 235].

3 Components in E-Government Design and Evaluation

The literature highlights the critical importance of the effective measurement and
evaluation processes to determine the added value of implemented information systems
[16, 17]. Evaluation in this context is defined as “the process of analyzing the func-
tioning and/or usage of a system so that decisions can be made concerning the effec-
tiveness of the system in satisfying its design objectives [33, pp. 17–18]. Such
evaluation “happens in many ways (e.g. formally and informally), uses diverse criteria
(e.g. financial, technical, social), follows rigorous methodologies or ‘gut feelings’ [18,
p. 1]. Central to effective evaluation processes is an early identification of any potential
misalignment between stakeholder needs and the applied information technology
which may ultimately lead to correspondence failure, defined in the information sys-
tems literature as the lack of correspondence between objectives and evaluation [34].
One potential result of such misalignment “is that IS evaluation practice tends to
become separated from business needs and plans on the one hand, and from organi-
zational realities that can influence IS implementation and subsequent effectiveness on
the other” [33, p. 6]. Thus, in the information systems (IS) literature, different
approaches to evaluation are proposed: Beynon-Davies [34] discusses the adoption of
evaluation techniques at different stages of the life-cycle – Strategic evaluation that
occurs pre-design with the objective of determining the feasibility of the proposed
system; Formative evaluation which involves a continuous assessment of the system
against its objectives during the development phase; Summative evaluation during post-
implementation to determine cost/benefits of the system; and Post-mortem evaluation
conducted if a system is abandoned prior to implementation. However, such traditional
information system evaluation models typically focus on business performance and
financial measures of success post-project implementation, with the host organisation
serving as the primary, or invariably, the sole stakeholder in project development.
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More recent models encompass stakeholder perspectives in evaluation, using tech-
niques such as measurement of user satisfaction with the information system. These
models, however, may not be appropriate within the e-Government realm where:

“there might be several decision makers or stakeholders involved, with different opinions and
possibly conflicting objectives and definitions of the problematic nature of the situation; there
may be difficulties in quantification of many important factors; transparency and accessibility of
the model will be very important, thus often ruling out mathematical models; the [operation
research] person’s role will often be one of facilitator with a group of participants; and
uncertainties will not simply be reduced to probabilities”. [35, p. 368]

Thus, in proposing models for evaluation of e-Government projects, a soft systems
approach has been suggested, where the focus is on organisational and social aspects
that are typically not accommodated within traditional approaches to IS evaluation
[36]. Other more recent e-Government evaluation models suggest a multi-dimensional
approach to eliciting information about system usage which may be generated from
user feedback or technical measures of system performance [37, 38]. Thus,
e-Government evaluation is broadly categorised into two groups: “The first group
focuses on measuring e-government success in terms of the “readiness” of a country’s
infrastructure, technological capacity, and resources….The second group of
e-government evaluation studies focuses on evaluating the project in terms of how
successful information technology has been on the ground’ [39, p. 329]. However, as
highlighted in the e-Government literature, “there is still widespread and continuing
disagreement as to the factors and metrics to include in any formal ICT evaluation
approach” [36, p. 160] and, therefore, little consensus in the literature on precisely what
those primary components in e-Government evaluation should be. This may in part be
due to the differences in stakeholder interests and levels of capabilities required that is
defined by the type of implemented e-Government project. Moreover, with recent
advances in information and communication technologies, the application of ICT in
developing countries tends to a discussion of how the technologies can more effectively
contribute to socio-economic development specifically in the achievement of outlined
sustainable development goals [41] in sectors such as education and healthcare. This
adds a layer of complexity in the evaluation of e-Government projects where, tradi-
tionally, the majority of e-Government projects had “clearly identifiable socioeconomic
costs and benefits, for example, gains in time or money to pay government bills, or to
comply with taxes and other dues, or to obtain a registration certificate.” [39, p. 330],
projects such as health information systems are more human development focused [39].
In addressing these challenges to e-Government evaluation, some researchers suggest a
capabilities approach [39] to assess how the project meets development criteria where
evaluation indicators include the ability of a community to “access information, process
and evaluate information technology, and use it in the community members’ own lives”
[39, p. 330]. This cursory review of the e-Government and ICT4D literature suggests
that any approach to evaluation should not only focus on the interrelationships among
core components in project design but also encompass multiple stakeholder perspec-
tives. Thus, in reflecting upon the different e-Government evaluation approaches
proposed in the literature two key questions emerge:

• What are the core underlying components for success in the design of an e-
Government project? and

• How are the inter-relationships among these identified components described?
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The answer to these two questions are explored through a review of the e-
Government and ICT4D literature, and thus contribute to the development of the
conceptual framework. This paper asserts by exploring these inter-relationships
through the conceptual framework at every stage of the life cycle, potential
misalignments between the core components can be identified. In exploring the liter-
ature to identify the underlying components that are viewed as key to e-Government
success, several key themes emerged. The following sections discuss the six identified
themes emerging from e-Government research (and tangentially the information sys-
tems literature) and the ICT4D literature on core components underlying e-Government
project design and implementation. Table 1 summarises the key themes and sources
from the literature.

3.1 Information Infrastructure

The important role of information and knowledge in determining the pace of techno-
logical advancement is highlighted throughout the e-Government literature [43]. These
information networks facilitate capacity development among developing countries and
also assist economies in their awareness of, and adaptation to, changes in the global
environment; thus, playing a positive role in socio-economic development [44]. These
networks underlie the information infrastructure, defined as “a set of interlocking
institutions that together guide or constrain the behaviour of consumers, suppliers,
public officials and citizens” [60, p. 19] and that which encompasses “the technologies,
organizations and capabilities that facilitate production and use of ICTs” [61, p. 13].
Hence, the concept of an information infrastructure by definition, moves focus away
from the underlying telecommunications infrastructure and information systems to also
include the role of individuals in facilitating effective information and knowledge
exchange networks. Moreover, the information infrastructure is viewed as a key con-
tributor to socio-economic development and to improving governance in developing
countries through a number of mechanisms including: greater access to government
services; facilitating participation in governance processes; rapid dissemination of news
to the population; enhancing transparency and accountability of government and
minimising barriers to participation in economic markets [44].

Table 1. Key themes from e-Government literature

Key theme Source

Information infrastructure: information sharing; information networks [42–47]
Policy and regulatory frameworks: ICT policy, education policy,
telecommunications policy

[1, 39, 46, 48]

Technological capabilities: Staffing and skills; IT literacy [34, 42, 49–52]
Physical capital: ICT infrastructure; technologies [34, 42, 45, 48,

53, 54]
Human capital: skills, individual capabilities [43, 54, 55]
Social capital: social networks, relationships, community networks [47, 53, 56–59]
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Of note in the development literature is the concept of regional resource aggre-
gation defined as a form of interdependent relations between states that share common
experiences and interests for the purpose of working together to achieve commonly set
goals [51, 58]. An in-depth discussion of the topic is not presented at this stage of our
research; however, it is worth noting emphasis on the importance of shared values or
characteristics for developing effective information exchange networks, what [62]
appropriately calls the ‘preconditions of success’ or ‘factors that enhance the chances of
success’, and that these factors range from the economic [63] and cultural [64] to the
political [62].

3.2 Policy and Regulatory Frameworks

The creation of an effective telecommunications policy and regulatory framework
within developing countries is viewed as particularly crucial for promoting competition
in markets that have traditionally been dominated by monopoly providers. “As legal
frameworks and laws provide a range of civil and criminal penalties and enforcement
procedures, they are particularly essential to advance the e-government development
agenda of a country” [46 p. 1935]. As such, the policy and regulatory framework
contributes to a reduction in the perceived risk of investment in regions such as Africa
that have long been described as regions of high investment risk [65]. However, the
telecommunications sector presents a particular challenge as it is a “moving target…it
not only moves constantly ahead but it also shifts direction about every half century”
[66, p. 19]. Thus, in responding to the dynamic ICT sector, an effective policy
framework should focus not only on areas such as telecommunications policies and
regulation, but also on improving technological capabilities through education,
incentives for ICT usage, and other policies concerning access such as security and
privacy policies [1]. Moreover, the underlying policy and regulatory framework,
viewed as a key component in the success of an implemented e-Government project,
should at a minimum: facilitate information-sharing across Government agencies [47],
promote competition in the sector [67, 68], provide access to tools and education to
enhance ICT literacy [69], improve access [70, 71] and support ICT integration in
sector-specific areas such as healthcare [72, 73].

3.3 Technological Capabilities

Woods [74] asserts that the “Information Revolution is more than the technology
itself…integrated digital technologies (informatics) introduces a single tool with which
to address a broad range of human and institutional development functions…it calls for
allocation of resources to realize the potential of the technology and concepts” (p. 11).
Accordingly, within the e-Government and ICT4D literature, a country’s level of
“technological capability” is another component used to evaluate the ability of the
country to promote and sustain technological advancement [57]. The concept of
technological capability therefore encompasses a broad range of definitions such as that
which determines a country’s overall capacity to innovate using modern technologies
or the capacity of the country to exploit the advantages of ICT and internet-based
opportunities [75, 76]. The ICT4D literature typically considers technological
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capability under broad headings such as “capacity development”, “capacity building”
or “capacity enhancement” thus emphasising the ability of actors such as individuals,
groups, organizations, institutions and countries to perform specified functions, solve
problems and set and achieve objectives, by acquiring the requisite skills and devel-
oping the capability to use those skills [77, 78]. Therefore, assessments of techno-
logical capabilities encompass the technological absorptive capacities of end-users,
such that “individuals need to be aware of the e-Government solutions and/or appli-
cations available and be able to adopt and use them” [84, p. 23]. Nonetheless, many
developing countries exhibit low levels of requisite technological capabilities and a
perceived slow pace of technological innovation which may be attributed to many
domestic factors including the cultural value systems, neglect of formal education,
apathy towards research and development, slow socio-economic development, inade-
quate policies, lack of resources, improper allocation of resources, poor economic
performance, lack of political will and a general disregard for innovation [51, 52].
Therefore, for the technological benefits of e-Government projects to be realised, the
literature emphasises the need for developing countries to build capacities for
exploiting potential technological advantages by increasing their level of technological
capabilities, viewed as a scarce resource in many developing countries [61, 76].

3.4 Physical Capital

Central to the development of a knowledge-based economy are the underlying tech-
nologies that are crucial “not only for the rapid dissemination of information and
knowledge but also for the creation of a Web of relationships that transcend national
borders and bureaucratic barriers” [45, p. 4]. We use the term physical capital in this
context to encompass the information and communication technologies that are viewed
as essential to the development of e-Government [54]. However in the context of e-
Government in developing countries the choice of adopted technologies is critical as
these technologies should provide the most effective solution taking financial consid-
erations (cost of the technology), environmental considerations (for example the ter-
rain) or other infrastructural considerations (for example access to electricity). The
ICT4D literature therefore emphasises that the selection of appropriate technologies is
apt in developing countries that may face access challenges to the fixed physical
infrastructure and that more appropriate technologies such as wireless and mobile
technologies serve as viable alternatives for expanding the fixed line network [25, 79].

3.5 Human Capital

Human capital, that encompasses the skills and knowledge possessed by an individual,
plays a critical role in capacity development through its “availability as a collective
resource and through specific, individual contributions” [55, p. 19]. Inferentially, this
suggests an increased need for higher levels of human capital as an economy becomes
more knowledge-intensive [74]. “Just as physical capital is created by changes in
materials to form tools that facilitate production, human capital is created by changes in
persons that bring about skills and capabilities that make them able to act in new ways”
[80, p. S100]. The human capital factor, or specifically the accumulation of knowledge
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and skills of each individual which can be acquired through formal education, on-the-
job learning and training [58, 81, 82], is highlighted in the ICT4D literature and viewed
as a key contributor to collective technological progress within a society [43]. More-
over, human capital is viewed as one of the important determinants of e-Government
development [54, 83] as “e-government services, to the extent that they use mainly
text-based communication, assume a high level of literacy.” [83, p. 637] and further
asserts that though the physical infrastructure facilitates the supply of e-Government, it
is the level of human capital that determines its demand [83].

3.6 Social Capital

More recent information systems literature places greater emphasis on a socio-technical
approach to systems design and development that encompasses not only the technical
factors, but also the human and social factors that may impact system design [54]. It is
this social capital that is more apparent in developing countries [56], as it encapsulates
traditional forms of knowledge transfer and is defined as “the ability of individuals
within a group to form relationships of trust, cooperation and common purpose.” [58,
p. 103]. Though authors remain divided about the exact perception of social capital or
social cohesion within a society, few dispute its integral role in building capacity [53].
Authors such as Fukuda-Parr and Hill [77], Rodrigo [75] and Fountain [85] assert that
this social capital is the foundational element for capacity development within a
country and argue that small economies in particular are at a distinct advantage in
establishing strong informal social networks, whether based on religion, cultural val-
ues, political affiliation, or economic status. Lundvall [57] further emphasises that small
economies are at a comparative advantage since they are better able to develop
closeness in social relationships. This argument is corroborated by Fukuda Parr and
Hill [77] who state that “non-industrial societies have few formal institutions but they
do have highly developed skills and complex webs of social and cultural relationships”
(p. 9) that they can tap into.

It would be remiss not tomention that a key theme underlying the ICT4D literature is a
lack of consensus on exact measures of social capital (alternatively called social cohe-
sion). Woolcock [86] explicates three types of social capital - (1) ‘bonding’ social capital
which refers to the relations between family members and close friends; (2) ‘bridging’
social capital which refers to the relationships forged betweenmore distant acquaintances
and colleagues such as in the diaspora; and (3) ‘linking’ social capital which emphasizes
vertical linkages with external formal institutions – and attempts to highlight the necessity
of each type in the development of human capital, and knowledge creation and transfer
[80]. Yet, no single measure of social capital exists. Unlike other forms of capital that use
financial measures, social capital is defined by the type and extent of relationships among
individuals. Coleman [80] further emphasises the challenges in applying social capital
measures - “If physical capital is wholly tangible, being embodied in observable material
form, and human capital is less tangible, being embodied in the skills and knowledge
acquired by an individual, social capital is less tangible yet, for it exists in the relations
among persons” (p. S100). Thus, in a review of the development literature, authors
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includingGrootaert [56], Field [59], Fukuyama [87],Knack andKeefer [88],Narayan and
Pritchett [89], Putnam [90] suggest that social capital can be measured by factors such as
levels of trust in government and in communities, membership of organizations or dif-
ferent social groups, types of networks, network density and the characteristics of groups
to which people belong.

3.7 Summary

In answer to the question - What are the core underlying components for success in the
design of an e-Government project? – a preliminary literature review highlighted that
six primary themes dominate the literature on exploring the success factors for e-
government in developing countries. The identified themes are: (a) Information
Infrastructure; (b) Policy and Regulatory frameworks; (c) Technological capabilities;
(d) Physical capital, (e) Human capital and (f) Social capital. We therefore view these
as the six components in e-Government design. In the development literature, a
combination of the latter three factors - human, social, and physical capital – are
viewed as significant contributors to a country’s level of economic growth [56]. These
forms of capital contribute to the overall investment in e-Government project devel-
opment, and are as critical to its success as the level of financial capital. Therefore in
answering the second question - How are the inter-relationships among these identified
components described? – an understanding of the roles of human, social, and physical
capital in contributing or supporting the development of the other components (that is
Information Infrastructure, Policy and Regulatory Framework, and Technological
capabilities) is sought. The following section discusses these inter-dependencies that
emerged from an exploration of the ICT4D and e-Government literature.

4 Interdependencies Among Components

A clear distinction is made in the ICT4D and e-Government literature on the crucial role
of social and human aspects in the development of information networks, policy and
regulatory frameworks, and technological capabilities [53, 54, 75, 77, 85]. Furthermore,
the literature emphasises the underlying role of information and communication tech-
nologies (physical capital) in the development of these components [45, 91, 92]. The
Information Infrastructure, Policy and Regulatory Framework, and Technological
Capabilities are therefore viewed as the core components in e-Government; that is, the
overall enablers, as their presence creates an enabling environment for e-Government
project development. To summarise the discussion from the previous section:

• Information infrastructure – characterizes the underlying information systems
and the impact of institutions, social networks, and policies on its development;

• Policy and Regulatory Frameworks – encompasses an understanding of the
policies (including ICT, education, and other policies), legal framework, interna-
tional standards and the policy implementation process, and

• Technological capabilities – describes the capacity of the society to exploit the
advantages of information and communication technologies and/or Internet-based
opportunities.
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In a similar vein human capital, physical capital, and social capital are regarded as
facilitators, or the building blocks for each component:

• Physical capital – in the context of e-Government, physical capital refers to the
underlying telecommunication networks or information and communication tech-
nologies for access;

• Human capital – this describes the capacities of an individual such as the level of
education, and

• Social capital – this refers to the capacities developed through interactions within a
community or society.

However, what is evident from the literature is the uneven contribution of the
different forms of capital – for example, the initial review of the literature asserts the
crucial roles of social capital and human capital in the development of technological
capabilities, and physical capital is viewed on the periphery; that is, it facilitates or
enhances the roles of the other forms of capital. In the development of technological
capabilities for e-Government, it is the physical capital (information and communica-
tion technologies) that make it easier to develop capacities through information and
knowledge exchange. We discuss these dependencies in more detail in the following
subsections, highlighting the main components in e-Government project design and
distinguish between the forms of capital that are the building blocks to each
component.

4.1 Technological Capabilities: Social Capital and Human Capital

There is a shift in focus in the literature, moving human capital from the periphery to
the centre of economic growth theory; thus, increasing attention on the methods by
which individuals in a society can accumulate knowledge and develop the requisite
skills to sustain growth [8]. One of the primary contributors to capacity development is
the presence of social networks as these networks facilitate the relationships that make
it easier for people to collaborate [57, 58]. Likewise, the important role of social
capital, the degree to which individuals in a community have cooperated for collective
problem solving, is also asserted by Fukuda-Parr [77]: “capacity development is a
larger concept [than human resource development]…. it refers not merely to the
acquisition of skills, but also to the capability to use them… this in turn is not only
about employment structures, but also about social capital.” (p. 10). Thus, the pivotal
role of social relations in acquiring information, building capacities and improving the
quality of education in a society is underscored throughout the development literature
[56, 80]. Moreover, social capital is viewed as a direct contributor to the creation of
human capital [80], where social relations may promote interest in, and access to,
information. Hence, the level of technological capabilities is not only dependent on the
abilities of human capital to exploit the advantages of ICT, but also on relevant
information networks for capacity building. Social capital contributes to the develop-
ment of technological capabilities by facilitating the creation of effective networks for
information and knowledge exchange.
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Thus, requisite levels of technological capabilities are crucially dependent on the
skills embodied by the individual, that is, the human capital and by social capital, the
collective capabilities of a society or community. Past research suggests that develop-
ment of these capacities can be enhanced by the presence of information and commu-
nication technologies (physical capital) making it easier for individuals and societies to
collaborate for information and knowledge exchange. We therefore propose that:

The level of technological capabilities in a society is dependent on the human
capital that may be acquired through the creation of relevant social networks.

Figure 1 offers a visual representation of the inter-dependencies between the three
factors, highlighting the underlying roles of human capital and social capital in the
development of technological capabilities.

4.2 Information Infrastructure: Physical Capital, Social Capital

The rapid innovations in information and communication technologies has under-
pinned the expansion of the knowledge economy, providing more convenient and
ready access to information. Expansion and long-term sustainability of the information
infrastructure is therefore dependent on the underlying physical infrastructure [91, 92],
that is, the technologies utilized in the creation of the underlying information and
communication networks [61].

“The development of the NII [National Information Infrastructure] in practice has encompassed
technologies as diverse as POTS (Plain old telephone service), digital broadcasting, the Internet
and other multimedia, in both the private and public sectors” [44, p. 54].

However, the information infrastructure is not defined solely by the technologies; the
importance of social networks among individuals for facilitating knowledge exchange
cannot be underestimated [59, 81, 93]. An examination of these networks in the context of
e-Government therefore seeks to understand the role of community (and other support
networks) in facilitating and enhancing information and knowledge exchange among
individuals. As Bowles and Gintis [94] assert, that “communities can sometimes do what
governments andmarkets fail to do because their members, but not outsiders, have crucial
information about other members’ behaviours, capacities, and needs” (p. F423).
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Fig. 1. Interdependencies – Technological capabilities (adapted from [96])
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The underlying assumption is the pivotal role of community relationships in enhancing
information and knowledge networks and thus, by extension, the role that such rela-
tionships play in supporting e-Government activities. Thus, we propose that:

The underlying physical infrastructure and the level of social capital influences the
creation and sustainability of effective information networks to support e-Government.

Figure 2 offers a visual representation of the inter-dependencies highlighting the
underlying roles of human capital and social capital in the information infrastructure
and the supporting role of human capital.

4.3 Policy/Regulatory Framework: Human Capital, and Physical Capital

The importance of an effective policy and regulatory framework is well-documented [1,
46]; however, the benefits of such a framework can be severely undermined if regu-
lators lack the training, resources, or motivation to implement it [95]. Furthermore,
developing countries may be slow in perceiving or reacting to events within the
international system because of their lack of resources, especially of individuals who
have the capabilities to navigate complex regulatory processes [95]. Thus, human
capital plays a critical role in ensuring that effective policy and regulatory frameworks
to support e-Government are developed. What is evident is that the design of any
policies is determined and shaped by the type of adopted technologies. Such policies
may be general information and communications policies that facilitate access to and
use of the information, or sector-specific such as policies in healthcare and education
that may offer safeguards for security and privacy of data. Thus, we propose that:

The adoption of ICT is facilitated by the policy and regulatory framework, and the
types of implemented policies are influenced by the available level of human capital for
policy design and implementation (Fig. 3).

4.4 Summary

This section reviewed the literature to gain an understanding of the interdependencies
and interrelationships among the core components in e-Government. The literature
highlighted the primary components of technological capabilities, information infras-
tructure, and policy/regulatory frameworks. Development of each of the components
are dependent on a combination of forms of capital, identified as: human capital,
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Fig. 2. Interdependencies – Information Infrastructure (adapted from [96])
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social capital and physical capital. A review of the e-Government and ICT4D literature
emphasised the crucial role of a combination of two forms of capital to the develop-
ment of the components, with the third form of capital serving in a supporting role. The
following section merges the results of this section in the development of the con-
ceptual model.

5 Conceptual Framework

The review of the e-Government and ICT4D literature identified the core components
that are influential in e-Government project design and highlighted the interdepen-
dencies among the factors that support the development of these core components.
These relationships are shown in the developed conceptual framework that highlights
the interdependencies and interrelationships among these components. Conceptually,
the framework aims to draw focus upon those interrelationships among core defining
components that are influential in project design and, thus, helps to identify where
misalignment may occur that can ultimately lead to project failure. The conceptual
framework, visualised in Fig. 4, highlights the dynamic, multi-dimensional nature of
research into e-Government project design and benefits from theoretical foundations in
the ICT for Development and e-Government literature. To understand these interde-
pendencies within a wider context, the authors intend to analyse this framework using
data from an existing e-Government project in order to obtain conclusions leading to
the development of the conceptual framework. Thus, initial research will focus on an
in-depth case study that will lead to drawing relevant conclusions that can further refine
the conceptual model and extend the research to an examination of the framework
within the context of a developing country.

The conceptual framework underscores the multi-dimensional approach to e-
Government design and evaluation, highlighting the core components – namely:
technological capabilities, information infrastructure and policy frameworks – and the
combination of supporting factors that are required for their development. Thus,
technological capabilities lie at the intersection of human capital and social capital as,
without the development of either, sustainability of adequate levels of technological
capabilities is unlikely. Conversely, the framework helps to identify those components
that are most influenced by changes in the underlying factors of physical capital, social
capital and human capital. Therefore, any approach to e-Government requires a
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systemic approach in examination of these factors and address any imbalances in
requisite levels for e-Government success as the framework brings focus to those areas
where misalignment may occur; for example, where levels of human capital do not
sufficiently satisfy the technological capabilities required for the e-Government project
or, conversely, where the project does not adequately help to achieve desired goals in
increasing human capital. Moreover, any such analysis of these components should
proceed in parallel as the components exhibit close inter-dependent relationships.

Therefore, in examining each component, several questions need to be addressed;
thus, the following paragraphs briefly discuss some questions that may arise when
examining its role in e-Government. By no means exhaustive, the questions highlight
the interdependencies in the relationships between the respective components:

1. Information infrastructure:

What is the existing underlying physical infrastructure?
What information networks have been created to support information/knowledge
exchange?
Has social capital played a role in the development of these networks?
What is the role of these networks in developing technological capabilities?

2. Policy/Regulatory framework

What policies have been developed to support the implemented project? (and
tangentially, how have the implemented policies facilitated, or hindered, the
sustainability of the project?)
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Fig. 4. Conceptual Framework for e-Government design (adapted from [96])
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What are the capacities for policy design?
Who are the key policy decision-makers?
What is the policy design process?
Who are the primary stakeholders and what are their roles in the process?
How does the process affect or impact on the adoption of technologies?

3. Technological capabilities

What is the existing level of technological capabilities (including access to requisite
technologies)?
What is the existing level of social capital?
How are capacities and stakeholder expectations determined prior to project
design?
What initiatives have been promoted to support the development of capabilities?
What are the initial stakeholder requirements?
Do stakeholder expectations align to project outcomes?

The initial research will examine the design and implementation of a single e-
Government project within a developed economy. Though there are inherent differ-
ences in institutional structures, culture, policy and regulatory frameworks, socio-
economic characteristics and technology capabilities, examination of the central
components within the context of a developed economy provides a constructive plat-
form for further refinement of the conceptual framework. However this research will
then be extended to developing countries, to focus on the inherent characteristics these
countries leverage to take advantage of the opportunities offered by the introduced
technologies.

6 Implications, Limitations and Future Research Directions

This paper developed a conceptual framework to examine the interdependencies among
factors in the design and development of e-Government projects by exploring the e-
Government and ICT4D literature. The complexities of this multidimensional approach
to e-Government are apparent but, as this paper asserts, adopting such an approach
helps in identifying any misalignment between stakeholder needs and the implemented
technology. As Baxter and Sommerville [40] assert “the failure of large complex
systems to meet their deadline, costs, and stakeholder expectations are not, by and
large, failures of technology. Rather, these projects fail because they do not recognise
the social and organisational complexity of the environment in which the systems are
deployed” [p. 10]. Thus, complexities and questions in the design and evaluation of e-
Government using this framework are evident. For example, complexities arise in
deciding approaches to stakeholder identification. Qualitative techniques such as
interviews (including focus group discussions) may be required to effectively collect
data from stakeholder groups; however, once those stakeholder groups have been
identified, how will users be selected to participate? Or, in examining the processes for
policy design and implementation where multiple disparate Government ministries and
departments are involved and/or require a protracted ratification through a central
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ministry, how can capacities for policy development be effectively determined? Fur-
ther, as the literature showed, social capital poses a significant challenge as there is little
consensus on structured approaches to its measurement. Moreover “if the dominant
definition of social capital is in terms of networks and norms, the question of how to
strengthen these is an open one” [97, p. 24]

In adopting the structured-case method approach, continued research in the area
will include the collection, analysis and interpretation of data from research conducted
on e-Government projects in developing countries to help further refine and redefine
the framework. Application of the framework using qualitative and quantitative data
gathered from the case studies will require an examination of each of the components
and include further exploration of the literature for in-depth analyses of the existing
theoretical models and approaches to measures for each of the components. As the
framework is intended to examine these issues through the entire systems life cycle,
and further to post-implementation activities, continued and future research will
examine longitudinal studies of e-Government projects. To further refine the model,
future research will be conducted using projects across multiple sectors and encom-
passing multiple stakeholder groups.

However, the application of the framework is not without its limitations. The
framework omits extraneous factors that though discussed in the e-Government liter-
ature as influential in success or failure, are not only difficult to define or measure but
also difficult to encapsulate within the formal framework. These factors include the
pervasiveness of political corruption [24] or end-user trust and confidence in
Government agencies [26]. In refining the framework, these extraneous factors may
need to be included in future successive iterations. Grimsley et al. [16], for example,
emphasise that levels of social capital help to build end-user trust in e-Government and
contrariwise. The conceptual framework, however, is a broad starting point to a dis-
cussion and exploration of these issues and we posit helps bring added focus to e-
Government design and evaluation processes.
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Abstract. Though information and communication technologies (ICTs) are
increasingly used in a range of governmental services in terms of e-government
and smart government, many countries struggle to achieve a higher level of
maturity owing to several challenges. In this study, we perceive corruption in a
country is one such challenge, and take interest in understanding its impact on
the growth and maturity of e-government. While the literature highlights a
number of negative effects of corruption, its impact on e-government remains
nearly unexplored, since most studies linking e-government and corruption have
investigated the impact of e-government on corruption, but not the other way
around. To address this void in the literature, we strive to provide a rich theo-
retical understanding of the mechanisms pertaining to the impact of corruption
on e-government maturity. Adopting an institutional perspective to conceptu-
alize corruption, we argue that corruption in three basic national institutions
(political, legal, and media institutions) in a country can impede its e-
government maturity. Specifically, we develop a conceptual framework by
drawing on four key theoretical perspectives, namely, the agency theory, the
control theory, the theory of X-inefficiency, and the rent-seeking theory to
explain the negative influence of corruption in national institutions on e-
government maturity. We believe that the proposed conceptual framework will
guide further research on “corruption–e-government” phenomenon by offering
theoretical insights, and help practitioners and policymakers dealing with e-
government projects and initiatives.

Keywords: Corruption � E-government maturity � Institutions
Agency theory � Control theory � Theory of X-inefficiency
Rent-seeking theory � Conceptual framework

1 Introduction

The use of information and communication technologies in all facets of governmental
operations and services (e-government) has evolved in the last decade to enable more
effective and transparent interactions between government and citizens (G2C),
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government and businesses (G2B), and among government entities (G2G) [22, 45].
Most recently, the trend appears to be shifting towards embracing smart government
that seeks to leverage smart technologies and promote innovation in order to improve
stakeholder participation and collaboration, government decision making, and overall
governmental services and operations [50]. However, to provide the desired values,
governments have to secure a higher level of online presence or e-government maturity
for offering technology-enabled ways for the citizens to readily access various services
and be engaged with governments [17]. E-government maturity is defined as the extent
to which a government in a country has established an online presence [32, 57].
Attaining a higher level of maturity is quite challenging since it not only requires the
adoption of new (smart) information technologies (IT) but also demands integration
and interoperability in e-government. The current study thus focuses on understanding
how e-government maturity in a country can be affected, and specifically takes interest
in analyzing the impact of corruption in this context.

Corruption, defined as the misuse of entrusted power for personal or private gains
[67], is one of the largest societal concerns that puts citizens in a continuous misery
[31, 52]. The Transparency International [64] report notes that over two-thirds of the
176 nations surveyed scored less than 50, on a scale of 0 (highly corrupt) to 100 (very
clean), indicating a severe corruption problem. Corruption in a country can disrupt its
economy [42] by creating an environment of uncertainty [11], reducing investment
incentives, and curbing the flow of foreign direct investment [18, 51]. Similarly, cor-
ruption in a country can be thought to affect its e-government initiatives by compli-
cating regulations, manipulating information technology market, and actuating
inefficiency in public workforce. However, theoretical underpinning explaining such
predictions is quite sparse in the literature. Some studies though mention that cor-
ruption may be pivotal in affecting e-government growth and maturity [20, 27, 57], the
mechanisms explaining the phenomenon are not theoretically driven [74]. This
essentially incentivizes us to investigate the impact of corruption on e-government.

Corruption has gained increasing attention amongst e-government researchers of
late. Broadly, two streams of research are evident that explore the linkage between
corruption and e-government: (1) studies examining the impact of e-government on
corruption; and (2) studies acknowledging the influence of corruption on e-
government. While the first stream of research contains mixed arguments, in which,
one group of studies considers e-government as an effective instrument to mitigate
corruption [9, 59, 72] and another group questions its validity in reality [28, 71], this
stream is reasonably well-developed as a vast amount of research falls into it. In
contrast, the second stream is found to be under-developed owing to the lack of
theoretical reasoning and guidance, and contains a handful of descriptive studies and
anecdotes except a study by Aladwani [1]. The current study strives to address this void
by contributing to this stream of research by developing an understanding of how
corruption in a nation can affect its desired level of e-government maturity.

We intend to account for variation in the level of corruption across countries, and
hence in line with Srivastava et al. [59], we adopt an institutional perspective to
develop a more comprehensive understanding. Accordingly, we conceptualize cor-
ruption in a nation as comprising corruption in three basic national institutions—
political, legal, and media institutions, and refer them as political-based, legal-based,

178 S. Krishnan and A. Khan



and media-based corruption. As noted earlier, corruption is a prevalent issue across
countries and affects many government operations including public welfare [36]. It is
therefore reasonable to expect that corruption can also impact e-government maturity in
a country. This is in line with Yoon and Chae who indicated that “corruption actually
lowers the effectiveness of national e-strategy and its implementation” [73, p. 34].
Recently Aladwani [1] also reasoned that corruption could be a source of e-government
failure in developing countries. Thus, acknowledging the potential impact of corruption
on e-government, the key research question (RQ) that this study aims to address is:

RQ: How does corruption in national institutions of a country affect its e-gov-
ernment maturity?

To address the above question, we propose a conceptual framework by drawing on
four key theoretical perspectives: (1) the agency theory; (2) the control theory; (3) the
theory of X-inefficiency; and (4) the rent-seeking theory. Specifically, the proposed
framework offers rich theoretical explanations pertaining to the negative effect of
corruption in national institutions on e-government maturity. We draw on the agency
theory that is substantially established in the literature on corruption and information
systems (IS) [59]. However, the agency problem is often identified with the lack of
control by the principal [35] and control mechanisms are required for improving
performance of IS projects including e-government projects; accordingly, we draw on
the control theory perspective. As these two theories are more relevant under the
assumption of benevolent principal, they may not be applicable for principals with
non-benevolent goals [35, 36]. Hence, we use two other theories—the theory of X-
inefficiency and the rent-seeking theory. Thus, in an effort to explain the “corruption–
e-government” phenomenon, we develop a conceptual framework by incorporating
various theoretical perspectives that are relevant and complement each other [74]. We
consider that this theoretical development is necessary to make researchers, practi-
tioners, and policymakers vigilant of the adverse impact of corruption in the context of
e-government. While the trend is to make progress towards smart government and
smart cities, the study indicates the potential obstruction by corruption. Further, we
believe that the study will enrich our insights and encourage further scientific inves-
tigations in future.

2 Literature Review

2.1 Existing Views on E-Government Maturity

E-government is defined as “the use of information and communication technologies
(ICTs) and the Internet to enhance the access to and delivery of all facets of govern-
ment services and operations for the benefit of citizens, businesses, employees, and
other stakeholders” [60, p. 100]. While a number of performance parameters exist to
evaluate the progress of e-government, we focus on e-government maturity as it is a
pre-condition for the success of smart government [17]. E-government maturity refers
to the extent to which a government in a country has established an online presence.
This definition entails an evolutionary approach of conceptualizing e-government
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maturity [2, 37], according to which, e-government proceeds through a series of stages
characterized by the level of complexity and the level of online activity [10].

E-government and more specifically, smart government are expected to deliver a
number of benefits ranging from improvement in governmental service delivery,
accountability, transparency to collaboration and integration of processes, systems and
entities. Acknowledging this, a huge amount of resources is being invested to foster its
growth and maturity [33]. Despite such efforts, many countries fall short of securing
these benefits since the progress of e-government maturity remains uneven across
countries [68]. Further, there are constant challenges pertaining to implementation,
administration, and management of e-government projects, due to which the e-
government projects sometimes confront with failure in many countries [4]. A recent
global study by United Nations [69], for example, mentions about the difficulty
involved in attaining integration between various government institutions. And, with-
out achieving such integration and interoperability, initiatives such as smart govern-
ment may not be successful. Therefore, it remains challenging for governments across
most countries to achieve the growth in e-government maturity. Motivated by this, a
number of studies have identified factors, such as gross domestic product (GDP), ICT
infrastructure, human capital, governance, and trust, which could influence
e-government development and maturity of a country [5, 33, 57, 58]. While these are
important determinants of e-government maturity, a key factor that is constantly
overlooked in the literature but gaining relevance is corruption. Recently, Aladwani [1]
discussed the impact of corruption in terms of e-government failure arguing that cor-
ruption misuses the resources dedicated to e-government, and called for a rigorous
understanding of the issue. This study responds to that call by extending and enriching
the linkages between corruption and e-government.

2.2 Existing Views on Corruption

Being a nebulous concept, corruption bears many definitions. The widely cited defi-
nition is that it is the misuse of entrusted power for personal or private gains [44, 67].
Corruption thus is a broad term and takes myriad forms, such as bribery, extortion,
embezzlement, favoritism, nepotism, abuse of discretion, exploitation of conflicting
interests, and improper political contributions [1, 70]. The literature attributes various
political, economic, cultural, judicial, and individual reasons to corruption [12, 30, 44,
49, 55, 65]. However, there exist mixed perceptions regarding its consequences. First,
some researchers [7, 24, 38] believe that corruption produces positive outcomes and
aids the economy, especially under the circumstances of undue bureaucracy, complex
regulation, or market restrictions. Second, as opposed to the first view, many scholars
[48, 51] argue in favor of the adverse impacts of corruption and perceive that cor-
ruption increases transaction cost, consumes economic resources, complicates policies
and regulations, reduces investment incentives, and hampers economic growth.

While economists largely adopt the second view and consider corruption as ‘sand’
in the gears of the economy, political scientists, for many years, have mostly consid-
ered it as the ‘grease’ [51]. However, most recent studies follow the second view as
these studies are primarily influenced by the spread of democracy in the Third World,
and corruption is viewed as dysfunctional under democracy [51]. Hence, consistent
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with these studies, we aim extending the arguments concerning the negative effects of
corruption on e-government maturity as corruption can curb the operational efficiency,
accountability, and morality standards of public officials, and it can be detrimental to
the administrative systems supervising e-government projects and initiatives [1].

As noted earlier, we draw on the institutional theory to conceptualize corruption
since our objective is to account for variation in the level of corruption across countries.
Moreover, most economic and psychological theories capture corruption at the indi-
vidual level and therefore may fall short of explaining the differing levels of corruption
across countries [59]. Hence, we identify three basic national institutions—political,
legal, and media institutions that are considered as the major pillars under which all
operations and activities of a nation are performed [59]. While political institutions
largely encompass the political parties and the parliament or legislature in a country,
legal institutions involve mostly the legal system or judiciary as well as the police
system. In essence, by grounding the discussion on the institutional perspective for
construing corruption, this study aims to explore the relationships of corruption in three
basic national institutions with e-government maturity.

2.3 Linking Corruption with E-Government Maturity

The literature linking e-government and corruption mostly establishes two streams of
research. Within the first stream, a number of studies view that ICTs (e-government)
can reduce corruption by promoting transparency and accountability in government
functions [9, 59, 72]. However, some scholars raise concerns if e-government can
effectively mitigate corruption in reality [28, 71], as sometimes ICTs can create
opportunities for corruption [19] by enabling opportunity for overinvestment in
e-government. Though this stream contains mixed arguments about the impact of
e-government on corruption, it is substantially developed, as evidenced from Table 1,
which provides a summary of the key extant studies. In contrast, the second stream
deals with the impact of corruption on e-government and remains mostly unexplored
owing to the lack of theoretical development. To address this void, we focus on the
second stream and argue that corruption in three national institutions would hinder the
progress of e-government because corruption is “an evolutionary hazard, a strategic
impediment […], and an organizational deficiency” [40, p. 405].

To conceptualize the negative effect of corruption on e-government maturity, we
draw on four key theoretical perspectives that are grounded in corruption and IS project
management literature (see, Fig. 1). First, we draw on the agency theory (also known as
the principal-agent-client model), which is predominantly used in corruption as well as
IS literature [30, 59]. This theory, as depicted in the disciplines of economics and
political science, identifies governments as principals, who are characterized by limited
control and power over agents’ activities. Second, acknowledging the requirement of
proper control mechanisms in IS projects to avert poor process performance and
subsequent failure [26], we draw on the control theory perspective and argue that e-
government projects and initiatives could fail if principals are unable to exercise
adequate control over agents. These two theoretical perspectives usually hold the
assumption that principals are striving for benevolent goals, which may not be quite
true when there is a competition for the principal’s position [35] as such competition
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can put their benevolent character into question. Moreover, the agency theory assumes
that the benevolent principal has total control over the legal framework [36], which
may not be the case in societies in which corruption can manifest in any public
institution. Accordingly, it becomes less convincing to believe that those who control
the legal framework and several governmental operations stay immune to corruption
[36]. The application of the agency theory to corruption thus appears to be somewhat
narrow and limited in case of large-scale corruption. Hence, to complement the agency
theory’s arguments in this context, we draw on two other theories—the theory of X-
inefficiency and the rent-seeking theory. These two theories indicate that principals
with non-benevolent goals may lack commitment to serve public interests, and may be
involved in evoking X-inefficiency among agents and/or creating economic rents.

Table 1. Key studies on the impact of e-government on corruption

Authors Objectives Key findings

Andersen [3] Econometric modeling of
secondary data

Corruption was significantly reduced
in non-OECD countries during the
decade 1996–2006 through the use
of e-government

Elbahnasawy
[14]

Panel analysis of secondary data
for 160 countries for a period of
1995–2009

Corruption was reduced by e-
government that facilitated telecom
infrastructure and online services

Garcia-
Murillo [16]

Econometric modeling of
secondary data for 208 countries
during 2002–2005, and 2008

The perceptions of corruption were
reduced because of governments’
web presence

Kim et al.
[28]

Case study analyzing an e-
government system for anti-
corruption in Seoul metropolitan
government

The regulation could be most
important parameter in curbing
corruption. Strong leadership was
also necessary

Krishnan
et al. [32]

Cross-sectional analysis of archival
data for 105 countries for a period
of 2004–2008

E-government maturity is negatively
related to corruption, which in turn
affects economic prosperity and
environmental degradation

Mistry [46] Case study analyzing e-governance
initiatives in India

Corruption could be mitigated
through initiatives enabling
transparency and accountability

Shim and
Eom [54]

Statistical analysis of data for 77
countries

E-government could be useful as
anti-corruption tool because it had
consistent positive impact on
reduction of corruption

Singh et al.
[56]

Survey of 918 respondents in
India, Ethiopia, and Fiji

E-governance has a positive impact
on the government-citizen
relationship and reducing corruption

Srivastava
et al. [59]

Panel analysis of secondary data
for 63 countries during 2004–2007

E-government could be helpful in
alleviating corruption in some
national institutions and stakeholder
service systems
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Agency Theory. The agency theory was initially developed to draw the relationship
between private contractual parties—owners and managers, and eventually many
researchers established its relevance in the context of corruption [25, 30, 48, 59]. This
theory primarily underlines the role of three stakeholders—the principal, the agent, and
the client, in which, the principal is usually considered as the honest government, the
agents are public officials who have vested self-interest and offer services (e.g., licenses
and contracts) to the clients (citizens and businesses) [30]. As per the theory, a conflict
of interest arises between the principal and the agent, which further creates the agency
problem [13]. While these two actors wish to maximize their own utility, the principal
is said to be insufficiently skilled or have time constraints due to which tasks are
delegated to the agent [35], who thus earns an informational advantage, tends to
circumvent the control of principals, and works in his own self-interest. While there is
some dissonance in the literature whether the self-seeking behavior of the agents can be
termed as corruption or not, many scholars consider it appropriate in case of large-scale
embezzlement and bribery [35]. The role of the client is also important in the agency
theory as the client increases the opportunity for the agent to deceive the principal by
colluding with the agent for obtaining various services (e.g., licenses and contracts).
Prior studies have demonstrated the relevance of the agency theory in the context of
corruption and suggested that as a result of corruption, underqualified firms are granted
contracts, inappropriate projects are given priority, inefficient technologies are applied,
ineffectual policies are implemented, and poor administrative decisions are made [6,
30, 48, 49, 55]. In line with the extant studies, we strive to extend these adverse impacts
of corruption to the context of e-government.

Control Theory. The literature on IS project management suggests that poor process
performance and management of IT projects can be effectively addressed by exercising
formal and/or informal control [21, 29, 61]. Formal control comprises (a) behavior
control, which is about prescribing steps and procedures of a task by the controller [29];
and (b) outcome control, which is about defining the targets to be achieved by the

Fig. 1. Key theoretical perspectives used in this study
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controlees [26]. Formal control is also about evaluating performance of the controlees
—whether the appropriate steps are followed and the targets are attained [21, 29]. In
contrast, informal control deals with interpersonal aspects and self-control behavior,
and comprises clan and self-control. In clan control, the members of a group identify
themselves with same values and work toward achieving group goals [29], whereas in
self-control, a person sets his own goals, monitors it, and recognizes his efforts
accordingly [21]. In line with these extant arguments, we contend that the maturity and
subsequent success of e-government are contingent upon how effectively the projects
and initiatives are managed by exerting proper control. Thus, if the principal fails to
exercise adequate control over agents’ corrupt practices and actions, the e-government
maturity level could be at a disadvantage. In this study, we draw on the formal control
perspective since the informal control perspective hardly refers to the involvement of
controlee (as described in self-control), which makes the principal-agent relationship
little relevant to the context of informal control mechanism.

Theory of X-Inefficiency. According to the theory of X-inefficiency, inefficiency
could be an outcome of workers’ lack of effort and motivation. This theory was initially
used by Leibenstein [39] to explain efficiency losses due to minimal competition in
private good markets. He argued that in a competitive environment, inefficient firms
would be under pressure because the market tends to select those firms that are efficient
in utilizing the factor inputs and transforming them to desired outputs. On the other
hand, monopolistic firms usually do not face such pressure from market and may not
pressurize the workforce to put effort and to work with efficiency. Similar situation can
arise in public institutions as well. That is, when there is minimal competition for the
principal’s position, the principal may not be motivated enough to put effort and
monitor the agents’ actions. Being aware of such situation, the agents would have
almost no fear of losing jobs and could become motivated towards collective non-
performance [35]. While the principal is expected to rein the agents from exerting their
self-interest, he may not be inclined to do so, thereby providing powerful agents more
leeway to quench their self-interest. Further, in situations where there exists compe-
tition for the principal’s position, a principal having corrupt agents as his resources will
be at an advantage as he gets the necessary political support from these agents [35].
Hence, the principal may not be willing to stop the agents from exerting their self-
interest, rather he would allow some X-inefficiency among them. The agents therefore
would continue to act towards fulfilling their self-enrichment. Taken together, we argue
that the principal may not be able to motivate agents to serve the public and protect
their interests, and this lack of effort and motivation would result in efficiency losses in
public institutions running various e-government projects and initiatives, thereby
hampering the overall e-government maturity in a country.

Rent-seeking Theory. Corruption is considered as a type of rent-seeking activity in
which public officials are often engaged in bending their decision upon receiving
bribes. This theory encompasses various forms of seeking preferential treatment or
privileged benefits from public decision-makers [36]. To benefit from such treatments,
private parties compete against each other by offering bribes. The literature notes at
least two views regarding the role of the government or the politician [36]. As per the
traditional rent-seeking approach, politicians themselves do not seek rents or impose
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restrictions, rather they are pushed and lobbied into such actions by private firms [43].
Criticizing this, the other viewpoint suggests that corrupt politicians have their own
incentive (e.g., financial gain); hence they need not be impelled by the private sector for
imposing restrictions [23, 43]. Corruption rather influences politicians and public
officials to levy restrictions so as to extort donations from the private sector; corruption
thus actuates the creation of rents [36]. In this study, we concord on the traditional view
of rent-seeking by considering corruption as a form of preferential treatment by public
decision-makers, and also acknowledge the criticism regarding the corrupt role of
politicians. We contend that public rent-seeking officials may impose restrictions, due
to which the e-government project contract can be granted to an IT firm which offers a
large amount of bribe without judging the firm’s ability to render an effective e-
government solution, thereby impeding e-government maturity. In the next section, we
provide insights of the phenomenon based on these theories.

3 Relating Corruption in National Institutions
to E-Government Maturity

3.1 Relating Political-Based Corruption to E-Government Maturity

The agency theory centers upon the perspective of self-interest seeking individuals in
the principal–agent–client model [30], in which, the principal is the politician or the
public servant (the government) in charge of the agents (other public officials)
responsible for the e-government development and its service delivery to the clients
(citizens and businesses). The theory indicates that the agents work in their self-interest
as the principal cannot effectively monitor the agents’ work of online public service
development and delivery due to the information asymmetry between them. Thus,
when corruption manifests in political institutions, the agents have discretion in
administering e-government projects and initiatives without sufficient accountability
[41, 46]. Thus, we propose that:

Proposition P1a. Political-based corruption in a country impedes its e-government
maturity when there is information asymmetry between the principal and the agent.

Further, to benefit from the agents’ political support, the principal would allow X-
inefficiency and bureaucratic slackness among them in the political institutions [35],
leading to efficiency losses which can adversely impact e-government growth and
maturity. For example, the agents may lack motivation to put effort towards completion
of e-government projects on time and within budget to satisfy their self-enrichment.
They may also be involved in bribery that would not only affect innovation in e-
government projects but also distort their decisions in various aspects of e-government
development such as adopting suitable technologies, picking an IT firm, assigning the
e-government project contract, and evaluating the features to be implemented on e-
government platforms. Hence, we propose that:

Proposition P1b. Political-based corruption in a country hampers its e-government
maturity when the principal allows X-inefficiency among the agents.
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To minimize the negative effects of political-based corruption on e-government
maturity, the control theory perspective suggests that the corrupt self-seeking agents
require to be controlled. We assume that the principal serves as the controller of the e-
government projects and initiatives, and he must exert adequate formal control
mechanisms over the agents, the controlees of such projects, to improve the process
performance of the projects. The agents are expected to accomplish the goals and
objectives of e-government projects, and complete the targets within the scheduled time
and budgeted cost. However, in a corrupt environment, the principal would fail to
effectively exercise adequate formal control mechanisms over the agents’ corrupt
dealings as his role features limited control and power [35]. Moreover, when corruption
permeates political institutions, the agents will become more powerful while principals
are likely to struggle to retain their control, because politicians face competition from
opposition parties and they are largely dependent on the political support of their agents
to insure their own survival [35]. Further, as there can be multiple principals (owing to
the division of power), the corrupt agents are more likely to occupy a strong bargaining
position in favoring one principal over the other. As a result, e-government maturity in
a country is likely to get hampered. So, we posit that:

Proposition P1c. Political-based corruption in a country prevents its e-government
maturity when the principal fails to exercise the formal control over the agents.

Further, the rent-seeking theory indicates that due to corruption in political insti-
tutions, the principal may engage in imposing regulations that create artificial rents and
invoke competition among private companies. The rents are useful to influence policies
and rules to one’s own advantage [36]. Due to the rent-seeking behaviors, an over-
priced e-government contract may be awarded to an inferior IT company, which can
subvert the overall development and quality of the e-government channels. Further, due
to nepotism and favoritism (known as less competitive forms of rent-seeking behaviors
[34, 66]) by the principal and the agents, underqualified and incompetent technical staff
and administrators may be appointed to deal with the implementation and delivery of e-
government services to the other stakeholders [1]. These staff might not be capable
enough to understand user requirements, design appropriate features on e-government
websites, and respond to user concerns; and their poor performance could eventually
harm the maturity of e-government in a country. Thus, we posit that:

Proposition P1d. Political-based corruption in a country impedes its e-government
maturity when the principal and the agents engage in rent-seeking behaviors.

3.2 Relating Legal-Based Corruption to E-Government Maturity

Corruption “could cast its dark shadows” on the legal institutions and “the prevalence
of such kind of corruption has always far reaching effects on all governmental contexts
including that of e-government’s” [1, p. 109]. To elaborate, one of the major purposes
of implementing e-government initiatives in a country is to better transparency and
accountability in public institutions including the legal systems, therefore it would be
difficult for the judiciary and the police personnel to derive personal gains from their
corrupt dealings. In other words, as it would be hard for them to break ethical codes in a
transparent and accountable legal environment of a country, corrupt judicial and police
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officials would be motivated to hamper its e-government development and circumvent
its control [1]. According to the rent-seeking theory, corrupt judicial officials and the
police, to benefit from economic rents, might work directly or indirectly by helping the
principal and/or the agents, who have dominating societal powers. For example, in the
context of offering an e-government project contract to a firm, while doing their
background verification, the police in consultation with the principal and/or the agents,
might demand a bribe to reduce the competition among the potential firms competing
for the project contract [35]. In a similar vein, the corrupt judiciary might also favor the
firm offering the largest bribe. That is, in exchange for successful verification, corrupt
police officials and judiciary might create rents and hassle competing firms for bribe.
As a result of such corrupt dealings among them, an ineffective firm might be chosen
for awarding the e-government project contract, thereby hindering its overall maturity.
Thus, we propose that:

Proposition P2. Legal-based corruption in a country impedes its e-government
maturity when the judiciary and the police engage in rent-seeking behaviors.

3.3 Relating Media-Based Corruption to E-Government Maturity

The media can make corrupt governmental activities more prominent, except when the
media itself encourages corrupt practicing. The ownership of media companies can be
considered as a crucial factor in determining the effect of corruption in these institutions
on the e-government. The coverage by state-owned media than private media is often
considered to favor the government. For instance, in Kenya, the reporting of the state-
controlled Kenya Broadcasting Corporation (KBC) is said to privilege its government
[15]. Even as compared to private media, the state-owned media is found to be less
effective in monitoring governments [62], thereby creating opportunities for the gov-
ernment officials to engage in the rent-seeking behavior. In other words, according to
the rent-seeking theory, the government and its agents would be better off if they could
exert rent-seeking behaviors in various aspects including e-government projects and
initiatives; and, when the media is state-run, the government agents could exercise
strong influence on it [53] in such a way that the rent-seeking and corrupt behaviors
pertaining to the e-government projects are suppressed and high profile cases are
stifled. As the journalists, editors and media houses are bribed for not publishing
unfavorable reports [47], it is more likely that the violation of regulatory requirements
in the e-government project can go unreported, which not only undermines the neu-
trality of the reporting but also hinders the overall growth and maturity of e-
government in a country. Adding to this, as privately owned media companies may be
beholden to certain political leaders, public figures and individuals having dominating
power [8], it is more likely that they might prefer promoting their image and views,
rather than providing awareness to the citizens in terms of e-government development
and services. So, we posit that:

Proposition P3. Media-based corruption in a country degrades its e-government
maturity when it creates opportunities for the principal and the agents to engage in
rent-seeking behaviors.
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In sum, we propose a conceptual framework, as shown in Fig. 2 that depicts how
corruption in each of the three national institutions hinders e-government maturity.

4 Discussion

A recent global study on e-government by United Nations [69] indicates that though
almost all countries have been able to establish an online presence, most of them have
not achieved the desired maturity level. As a higher level of maturity is necessary to
further technology-enabled initiatives such as smart government and smart city, it
becomes imperative to understand the challenges and how they affect e-government.
Our study thus analyses an important societal concern, corruption, and its impact on e-
government maturity. Specifically, this study provides theoretical insights on the
mechanisms concerning the adverse impact of corruption by construing corruption
using institutional theory and drawing on four theoretical perspectives—the agency
theory, the control theory, the theory of X-inefficiency, and the rent-seeking theory.

This study contributes to e-government research in several ways. First, while most
extant studies analyzed the conventional relationship in terms of the impact of e-
government on corruption, the current study views the relationship between these two
in the other way (i.e., the impact of corruption on e-government), which remains nearly
under-explored in the literature. Second, drawing on the aforesaid four key theoretical
perspectives, this study provides an initial foundation offering rich theoretical expla-
nations concerning the relationships of political-, legal-, and media-based corruption in
a country with its e-government maturity. Third, guided by the institutional theory to
construe corruption, the study not only depicts an understanding of the relationships of
each of the three national institutions in a country with its e-government maturity but
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also takes into account the variation in the level of corruption across countries. With
reference to practical implications, this study cautions policymakers about the aspects
of corruption that are yet not contained and can hinder the progress and success of e-
government and smart government initiatives in a country. Second, the theoretical
reasoning presented in this study facilitates the understanding of the mechanisms
through which corruption in a country can affect its e-government maturity. Specifi-
cally, our conceptual framework serves as a guide for the policymakers to enhance the
maturity levels by managing corruption in each of the three national institutions, under
which most government activities are run. For example, they can make policies to
contain corruption in political institutions and appoint impartial and skilled profes-
sionals in the administration and management of e-government projects.

The study has a few limitations that are worthy of further research. First, though we
ground our study on three national institutions, corruption can permeate many other
institutions and stakeholder service systems [59, 63], which in turn can adversely affect
e-government maturity. Future research may consider studying corruption in other
institutions such as religious bodies, non-governmental organizations (NGOs), and
business and citizen service systems to extend our framework and establish a more
comprehensive understanding. Second, while we conceptualize corruption using an
institutional perspective, future research can perceive corruption as a cultural variant
and theorize the phenomenon accordingly. Third, though we restrict our investigation
to the negative aspects of corruption, future research may look into its positive impacts
as well. Despite these limitations, the current study is one among the first few studies
providing theoretical insights into the negative influence of corruption in national
institutions of a country on its e-government maturity. We believe that this theoretical
understanding will encourage further investigations on the subject.

5 Conclusion

In conclusion, corruption has numerous adverse effects; despite that, we know con-
siderably little about the potential impact of corruption on e-government maturity. Such
understanding is essential if governments across nations are willing to make further
advancements by developing smart government and smart city. As an initial step
towards providing important insights into the phenomenon, the current study theorizes
how corruption in political, legal, and media institutions of a country can hinder its e-
government maturity, and develops a conceptual framework by taking an institutional
perspective to construe corruption and drawing on the four key theoretical perspectives.
The study hence contributes to e-government research and practice by theoretically
explaining a potential but under-explored linkage between corruption and e-
government maturity, and guiding policymakers to achieve a higher level of e-
government maturity by managing corruption within each of the institutions.
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Abstract. The rapid evolution of mobile-based technologies and applications
has led to the development of several different forms of digital payment methods
(DPMs) but with limited enthusiasm in consumers for adopting them. Hence,
several academic studies have already been conducted to examine the role of
various antecedents that determines consumers’ intention to adopt DPMs. The
degree of effect and significance of several antecedents found to be inconsistent
across different studies. This provided us a basis for undertaking a meta-analysis
of existing research for estimating the cumulative effect of such antecedents.
Therefore, this study aims to perform a meta-analysis of five antecedents (i.e.
attitude, cost, mobility, price value and innovativeness) for confirming their
overall influence on intentions to adopt DPMs. The results of this study suggest
that the cumulative effect of four out of five antecedents found to be significant
while influence of price value was found insignificant on behavioural intentions.
The recommendations drawn from this research would help to decide if and
when to use such antecedents for predicting consumer intention to adopt DPMs.

Keywords: Adoption � Cashless payments � Digital payments
Meta-analysis � Mobile payments

1 Introduction

There have been rapid advances in evolution of information and communication
technologies (ICT) including wireless handheld devices such as smartphones both in
terms of their technological capability and fast reduction in their purchase cost for
consumers. Widespread availability of smartphones and other handheld devices with
Internet connectivity is providing conducive environment for innovation development
and commercialisation in various areas including digital payment methods (DPMs). In
the past two decades, a wide range of new functionalities have been developed and
added to mobile and portable devices supporting different forms of financial services.
These include bill payments, account transfers, person-to-person transfers, electronic
point of sales payment, remote payments for purchasing goods and services as well as
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other types of services such as mobile marketing, ticketing, discounts or coupon etc.
(Oliveira et al. 2016). Majority of consumer oriented DPMs are mobile payment (m-
payment) systems, which refer to making payments for goods and services using
mobile devices including wireless handsets, personal digital assistants, radio frequency
devices and near-field communication based devices (Chen and Nath 2008; Slade et al.
2013; 2014).

Despite the availability of various forms of mobile based DPMs and the encouraging
possibility provided by the m-payment systems, their penetration and adoption are
relatively low in comparison to the other recent forms of cashless payments mode (or
DPMs) including credit card and online payments. For example, only 17.1% of mobile
Internet users have ever used m-payments in China whereas in the US, this figure is 12%
(Gao and Waechter 2017; Garrett et al. 2014; Zhou 2014). A similar trend of low
adoption rates for the m-payment systems have been witnessed in several European
countries such as the UK and France (Kapoor et al. 2014a; Slade et al. 2013; 2014).
Although m-payment offers a number of benefits including ubiquity, convenience and
value to users, it also involves great deal of uncertainty and risk due to virtuality and lack
of control (Lin et al. 2014; Yan and Yang 2014), which might have impact on consumer
attitude towards emerging DPMs (Hossain and Mahmud 2016; Liebana-cabanillas
2015a, b; Schierz et al. 2010; Tian and Dong 2013). There is a cost for owning
appropriate devices, having Internet connectivity and sometime there is a fee for making
mobile-based transactions, which may or may not be influencing consumers’ intentions
towards mobile-based DPMs (Lu et al. 2011; Phonthanukitithaworn et al. 2015; Zhou
2011). Relating to cost and fee, existing research has also examined the role of price
value (Oliveira et al. 2016; Slade et al. 2015a). One of the major advantages of mobile-
based DPMs over other types of DPMs (such as e-banking) is its portability/mobility
from one place to other place, which makes anytime, anywhere payment feasible. Some
studies (e.g. Liu 2012; Schierz et al. 2010) have already examined the role of mobility
for explaining consumer intention to adopt. However, a number of other studies (e.g.
Liebana-cabanillas 2015a, b; Makki et al. 2016; Oliveira et al. 2016; Sam et al. 2014;
Slade et al. 2015b; Thakur and Srivastava 2014; Yang et al. 2012) have argued con-
sumer innovativeness as a significant antecedent of consumer intention to adopt DPMs.
Considering the importance of such constructs, various existing adoption studies have
integrated them with dominant technology adoption models (such as IDT, TAM,
UTAUT and UTAUT2) for explaining consumer intention to adopt DPMs. Effects of
some of these constructs have been consistent (across different studies) in terms sig-
nificance but their extent of influence varies across studies. However, for some con-
structs both significance level and degree of influence vary across different studies.

Integration and synthesis of existing results about these constructs are essential for
better understanding of the overall influence of such constructs on intention to adopt
DPMs. An initial literature review suggested that there is no existing work yet that has
either undertaken systematic literature review or meta-analysis around these constructs
in relation to DPMs. Therefore, in order to understand the overall influence (by esti-
mating cumulative effect size) of theoretical constructs (namely, attitude, cost, mobility,
price value and innovativeness) on intention to adopt DPMs, the aim of this study is to
undertake the meta-analysis of findings reported in the existing research. This is to be
noted that although there are many other external constructs that are important for

Digital Payments Adoption Research 195



explaining intention to and usage of DPMs, the focus of this submission is to review
and integrate results of aforementioned five constructs only due to space limitations.
This study is part of a larger project so subsequent outputs would cover other important
constructs.

The remaining part of this submission is structured as follows: Sect. 2 describes
research and analysis method, which is followed by a descriptive review around
constructs of interest in Sect. 3. The meta-analysis results are then presented in Sect. 4.
Finally, conclusions, limitations and future research directions are presented in Sect. 5.

2 Research Method

The purpose of this study is to analyse and integrate results from existing studies.
Hence, the first step was to identify relevant empirical research work on digital pay-
ment methods/systems adoption, which was undertaken by employing a keyword-
based search. The following keywords were searched in the Scopus database: “Digital
Payment” OR “Cashless Payment” OR “Mobile Payment” AND “Adoption” OR
“Acceptance” OR “Diffusion” OR “Usage” OR “Intention” OR “Success” OR “Sat-
isfaction”. Although 109 studies appeared in initial search results, it was found that
only 80 studies were directly appropriate for inclusion in the literature analyses
focussed on consumer adoption and use of digital payment methods. It is important to
note that some conference papers were not accessible through researcher’s library,
hence the total number further reduced to 75 studies. A further detailed screening and
analysis was conducted to identify various independent variables (IVs) employed to
determine influence on different dependent variables (DVs) such as behavioural
intention (BI), usage (U), satisfaction and continuance intention. This was achieved by
collecting the information regarding name of IVs and DV along with types of rela-
tionships (significant, insignificant or conceptual) reported between them (see Tables 1
and 2). Although several different relationships were identified through literature
analysis, we decided to focus on 23 existing studies that had examined effects of
attitude, cost, mobility, price value and innovativeness on determining intention to
adopt digital payment systems. This is simply due to page limits and other reasons as
discussed in the previous sections. Further details about these 23 studies have been
provided in both Tables 1 and 2.

The second step of this study was to undertake a narrative review for descriptively
analysing 23 studies focussing on the effect of each independent construct on beha-
vioural intention, which is presented in Sect. 3. This was then followed by undertaking
meta-analysis (quantitatively integrating and synthesising results from existing
research) for the purpose of generative cumulative effect sizes and significance values
(Dwivedi et al. 2011, 2017). It is a methodical alternative to a qualitative and
descriptive literature analysis and praised by many researchers for being better than a
literature analysis (Rana et al. 2015; Rosenthal and DiMatteo 2001; Wolf 1986). As
illustrated in Table 2, we collected path coefficients relating to each relationship along
with sample size in order to perform the meta-analysis, which was conducted using
comprehensive meta-analysis software tool. Further details about meta-analysis and
results obtained from it are described in Sect. 4.
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3 Descriptive Review

The literature related to areas of digital payments, mobile payments and mobile
banking has already been reviewed by existing studies (Patil et al. 2017; Slade et al.
2013, 2014). So, it was not considered necessary to conduct a review on digital or
mobile payments in general. Rather, focus of review presented in this section is given
on evaluating and summarising the role of constructs (i.e. attitude, cost, mobility, price
value and innovativeness) examined in this study. As shown in Table 1, a number of
existing studies have already empirically examined the role of antecedents such as

Table 1. Existing studies that have utilised attitude, cost, mobility, price value and innovative-
ness as antecedents of behavioural intention

I.V. D.V. Sig Non-sig App example Context Respondent
types

AT BI Tian and Dong (2013)
Liebana-cabanillas
(2015a, b)
Hossain and Mahmud
(2016)
Schierz et al. (2010)

None Mobile
payment
QR mobile
payment
system

China
Spain
Bangladesh
Germany

University
Students
Civil Service
College
Students
Consumers

CO BI Hongxia et al. (2011)
Lu et al. (2011)
Phonthanukitithaworn
et al. (2015)
Zhou (2011)
Yang et al. (2011)
Yang et al. (2012)

Yang et al.
(2012)

Mobile
Payment

China
Finland
Thailand

University
Students
Alipay Users
Consumers

MO BI Liu (2012)
Schierz et al. (2010)

Liebana-
cabanillas
(2015a, b)

Mobile
Payment
QR Mobile
Payment
System

China
Germany
Spain

University
Students
Consumers

PV BI None Oliveira et al.
(2016)
Slade et al.
(2015a)

Mobile
Payment

Portugal
UK

University
Students
Online
Consumers

IN BI Makki et al. (2016)
Slade et al. (2015b)
Oliveira et al. (2016)
Thakur and Srivastava
(2014)
Liebana-cabanillas
(2015)
Yang et al. (2012)

None NFC
Based MP
Technology
Mobile
Payment
QR Mobile
Payment
System

UK
India
China
Portugal
Spain
USA

Online
Consumers
University
Students
Consumers

[Legend: ATT: Attitude; COS: Cost; D.V.: Dependant variable; INN: Innovativeness; I.V.:
Independent Variable; MOB: Mobility; PV: Price Value]
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Table 2. Details of Existing studies that have utilised attitude, cost, mobility, price value and
innovativeness as antecedents

# Study TU IV DV b p Sample
size

1 Tian and Dong (2013) TAM, TPB, IDT AT BI 0.82 <0.001 178
2 Liebana-cabanillas

(2015a, b)
TAM, TRA, IDT AT BI 0.917 <0.001 168

3 Hossain and Mahmud
(2016)

TAM + AT AT BI 0.797 <0.001 75

4 Schierz et al. (2010) TAM, TRA, IDT AT BI 0.24 <0.01 1447
5 Hongxia et al. (2011) UTAUT CO BI −0.27 < 0.01 186
6 Lu et al. (2011) Trust Transfer

Theory + IDT
PCO BI −0.072 < 0.05 961

7 Phonthanukitithaworn et al.
(2015)

TAM, TRA, IDT PCO BI −0.128 <0.05 265

8 Zhou (2011) TAM PCO UI −0.26 <0.001 277
9 Yang et al. (2011) IDT PFE BI −0.163 <0.05 157
10 Yang et al. (2012) IDT PFE BI −0.071 <0.05 483
11 Yang et al. (2012) IDT PFE BI −0.013 ns 156
12 Liu (2012) IDT MO BI 0.143 <0.05 177
13 Schierz et al. (2010) TAM, TRA, IDT IMO BI 0.07 <0.01 1447
14 Liebana-cabanillas

(2015a, b)
TAM, TRA, IDT IMO BI 0.032 0.768

(ns)
168

15 Oliveira et al. (2016) UTAUT2, IDT PV BI 0.03 ns 301
16 Slade et al. (2015a) UTAUT2 PV BI −0.024 0.847

(ns)
244

17 Makki et al. (2016) SE + Risk IN BI 0.38 <0.01 450
18 Slade et al. (2015b) UTAUT IN BI 0.22 <0.001 268
19 Oliveira et al. (2016) UTAUT2, IDT IN BI 0.16 <0.01 301
20 Thakur and Srivastava

(2014)
TAM PIN BI 0.13 <0.001 803

21 Liebana-cabanillas
(2015a, b)

TAM, TRA, IDT PIN BI 0.244 0.014 168

22 Yang et al. (2012) IDT PIN BI 0.2 <0.001 483
23 Yang et al. (2012) IDT PIN BI 0.263 <0.01 156

Legend: AT = Attitude; b = Path coefficient (Beta); BI = Behavioural Intention; C = Cost;
DV = Dependent Variables; IDT = Innovation Diffusion Theory; IN = Innovativeness;
IV = Independent Variable; IMO = Individual Mobility; MO = Mobility; ns = non-significant;
p = Significance; PCO = Perceived Cost; PFE = Perceived Fee; PIN = Personal Innovativeness;
PV = Perceived Value; SE = Self Efficacy; TAM = Technology Acceptance Model; TPB = Theory of
Planned Behaviour; TRA = Theory of Reasoned Action; TU = Theory Used; UI = Usage Intention;
UTAUT = Unified Theory of Acceptance and Usage of Technology; UTAUT2 = Extended Unified
Theory of Acceptance and Use of Technology
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attitude, cost, mobility, price value and innovativeness. A brief discussion about these
studies is provided in remaining part of this section.

As listed in Table 1, four existing studies (Hossain and Mahmud 2016; Liebana-
cabanillas 2015a, b; Schierz et al. 2010; Tian and Dong 2013) have examined the role
of attitude for determining consumer intention to adopt digital payment systems in the
contexts of both developed (Germany) and developing (Bangladesh, China and Spain)
countries. The results suggest that the attitude has significant influence on consumer
intention across all four studies. This may provide the case for employing this construct
for further examination of emerging digital payment systems adoption across various
contexts subject to demonstrating significant cumulative effect size across all existing
work. This will be in line with recommendation from a recent meta-analytic study
(Dwivedi et al. 2017) that argued for considering role of attitude as a core to a modified
UTAUT model.

Five studies (e.g. Lu et al. 2011; Phonthanukitithaworn et al. 2015; Zhou 2011)
have examined and reported significant effect of Cost/Perceived Cost/Perceived Fee on
BI but only one such study (Yang et al. 2012) has reported non-significant effect of this
construct. The effect of cost has been found significant in the context of both developed
(Finland) and developing (China and Thailand) countries. Contrastingly, two existing
studies (Oliveira et al. 2016; Slade et al. 2015a) reported non-significant effect of a
similar construct (Price Value from UTAUT2 Theory) for explaining consumer BI.
This suggests a synthesis of existing results using method such as meta-analysis is
needed in order to establish whether cost or perceived value is a more relevant con-
struct for examining issues related to digital payment adoption.

The role of ‘mobility’ as an antecedent of consumer intention to adopt has been
examined by three existing studies with two reporting significant (Liu 2012; Schierz
et al. 2010) influence in the context of China and Germany and one with non-
significant effect (Liebana-cabanillas 2015a, b) in a Spanish context. Given the
inconsistency in existing results relating to this construct, it was deemed appropriate to
estimate overall effect size and significance of this construct by employing a meta-
analytic approach.

Existing literature of innovation adoption (Kapoor et al. 2014b, c) has argued and
illustrated important role of ‘innovativeness’ towards influencing intention formation
for variety of systems in various contexts. In line with this, seven existing studies
(Liebana-cabanillas 2015a, b; Makki et al. 2016; Oliveira et al. 2016; Sam et al. 2014;
Slade et al. 2015b; Thakur and Srivastava 2014; Yang et al. 2012) have examined the
role of innovativeness for determining intention to adopt digital payment systems in
various contexts namely the UK, India, China, Portugal, Spain and the USA. All these
studies have suggested that innovativeness consistently exerts significant influence on
BI to adopt digital payment systems in a variety of contexts. This shows that inno-
vativeness is a relatively robust and important construct, hence should be considered by
future adoption studies in this and other similar domains. Therefore, it was considered
appropriate to establish its cumulative effect size using meta-analysis approach.

Literature presented in Table 1 also suggests that existing studies have mainly
examined issues related to mobile-based payment methods, mobile payment devices
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such as smartphones, NFC, contactless mobile payments and QR mobile payment
system. This suggests that other forms of digital payments1 are yet to be examined.
Hence, the term digital payments in this paper largely represents mobile payments and
may have less relevance for any other forms of digital payments.

4 Meta-Analysis

Table 2 presents data (path coefficients (b), significance (p) and sample size) utilised
for conducting meta-analysis for relationships between IVs (attitude, cost, price value,
mobility and innovativeness) and behavioural intention to adopt digital payment
methods that have occurred two or more times across 23 existing studies. Table 2 also
presents different theories and models employed by the existing studies that have
examined these constructs. Details of constructs and their path-coefficients with BI
presented in this table suggest that these constructs were integrated with frequently
utilised adoption and diffusion theories and models such as Theory of Reasoned Action
(TRA), Technology Acceptance Model (TAM), Theory of Planned Behaviour (TPB),
Innovation Diffusion Theory (IDT), UTAUT/UTAUT2 theories, Trust Transfer Theory
and self-efficacy and risk constructs. Table 2 also suggests that in a number of studies
(#1, 2, 3, 5, 7, 8, 9, 11, 12, 14, 16, 18, 21, 23 in Table 2) sample size was below 300,
which is frequently recommended minimum threshold for theory testing particularly for
studies that have utilised SEM as a theory testing technique. This may have impact on
generalisability and validity of results reported by these studies. This provides added
reason and basis for conducting the meta-analysis, which utilise cumulative sample size
to overcome such problems. Table 2 also illustrates that some relationships are reported
significant by some studies whilst non-significant by some other studies leading to
inconsistency and lack of generalisation. In such scenario, meta-analysis helps to
determine overall significance of such relationships with inconsistent p values.

Table 3 presents the results generated from the meta-analysis. In addition to the
independent (IV) and dependent (DV) variables, the table presents the number of times
the specific relationships were examined, total sample size (TSS) for relationships
across different studies, effect size (b), 95% lower (L(b)) and upper U(b) confidence
intervals and significance level for effect size (b) (i.e. p(ES)) as part of meta-analysis
for all relationships examined.

The meta-analysis results indicate that four from five relationships are significant.
There are relatively strong links between attitude and behavioural intention (b = 0.767,
p = 0.006) and innovativeness and intention (b = 0.227, p = 0.000). Two relationships
(Cost-BI and Mobility- BI) are found to be overall significant but with relatively low
strength in terms of effect size. The results also demonstrate that the cost has negative
influence on BI. The findings also suggest that cumulative effect of causal relationship
between Perceived Value (PV) and BI was found to be non-significant. Moreover, the
95% confidence intervals for the ES(b) between MOB-BI and INN-BI presented in
Table 3 indicate that their range difference (i.e. 95% High (b) - 95% Low (b)) of less

1 http://cashlessindia.gov.in/digital_payment_methods.html.
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than two, which is narrow enough to provide one confidence to the level of variance
that could be explained.

5 Discussions

Figure 1 presents a meta-analytic model with antecedents of BI for digital payment
systems. Figure 1 provides a visual representation of all relationships (strengths in
terms of path coefficients and significance) examined in this study. As presented in
Table 3, the model clearly indicates that attitude, cost, mobility and innovativeness are
significant predictors of BI.

Both studies (i.e. Oliveira et al. 2016; Slade et al. 2015a) that had examined role of
price value found that its effect on BI was non-significant. The meta-analysis result is in
line with these two previous studies, as shown in Fig. 1 where PV has non-significant

Table 3. Meta-analysis results

IV DV TSS # Effect size (b) 95% L(b) 95% U(b) p(ES)

ATT BI 1868 4 0.767 0.279 0.940 0.006
COS BI 2485 7 −0.135 −0.203 −0.066 0.000
MOB BI 1792 3 0.074 0.027 0.120 0.002
PV BI 545 2 0.006 −0.078 0.090 0.892
INN BI 2629 7 0.227 0.152 0.300 0.000

[Legend: #: Number of studies; ATT: Attitude; COS: Cost; DV:
Dependant variable; ES(b): Meta-analysis effect size; INN:
Innovativeness/Innovation; IV: Independent Variable; LL: Lower
Limit (Beta); MOB: Mobility; p(ES): Meta-analysis significance; PV:
Price Value; TSS: Total sample size; UL: Upper Limit (Beta)]

Fig. 1. Influence of attitude, cost, mobility, price value and innovativeness as per results
obtained from meta-analysis
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effect on BI. According to Slade et al. (2015a) effect of this construct on BI was non-
significant possibly due to type of sample employed for data collection. They collected
data from non-adopters of mobile payments, which possibly “unable to evaluate
whether NFC MPs represent value for money” (Slade et al. 2015a, p. 218) as
respondents had not experienced actual benefits that can be gained by using mobile
payments. Oliveira et al. (2016) provided no reason why effect of price value was non-
significant. However, it was noted that they collected data from students who were
more likely to be non-adopters than adopters, and so they might have been unable to
evaluate trade-off between price for acquiring and using such technologies and benefits
obtained from using it. In conclusion, both studies have utilised same questions to
measure this construct and similar data sample employed to collect data, which suggest
a strong possibility of non-significance due to data collected from non-adopters. So in
order to confirm whether this construct is still relevant for investigating digital payment
adoption, it is suggested that the future studies should test its effect on BI using data
collected from adopters.

Other salient finding of this meta-analysis is that attitude plays an extremely strong
and central role for determining BI to adopt mobile payment systems. This is not in line
with dominant adoption models such as TAM, UTAUT and UTAUT2 as they excluded
attitude construct from their core model. However, the central role of attitude for
influencing BI is in line with recommendations from recent studies (Dwivedi et al.
2017a, 2017b; Rana et al. 2017; 2016; Williams et al. 2015) that have found that
attitude significantly influences BI in technology adoption research. Dwivedi et al.
(2017a) argued that aforementioned models measure technological and environmental
attributes but they lack individual attributes. They demonstrated this based on a meta-
analysis of a large number studies that utilised attitude along other UTAUT constructs,
which was also tested by utilising primary data and found similar results (Dwivedi et al.
2017b; Rana et al. 2016, 2017). Given that attitude is a well tried and tested construct in
various domains including information systems and marketing, it should be included as
an integral part of models such as TAM, UTAUT and UTAUT2. So it is suggested that
future studies in mobile payment adoption should consider including attitude as an
antecedent of both BI and actual behaviour constructs.

6 Conclusions

This study has performed the meta-analysis of all 23 studies that have examined
influence of attitude, cost, mobility, price value and innovativeness on behavioural
intention to adopt digital (m-payment) systems. The findings from this research suggest
that attitude, cost, mobility and innovativeness are significant antecedents of con-
sumers’ intention to adopt digital (m-payment) systems. However, effect of price value
on consumers’ intention to adopt was found as non-significant. Both attitude and
innovativeness emerged as stronger predictors in comparison to cost and mobility.
Although effect of cost is relatively less strong (yet significant), results confirmed that it
has negative influence on the intention to adopt. Hence, it is recommended that future
studies employing intention-based theories/models for examining digital (mobile)
payment adoption should integrate attitude and innovativeness as antecedents of
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intention along with other standard antecedents from respective theories/models.
Cost/perceived cost/perceived fee should be considered as an external construct in an
adoption model only when there is some form of charge/fee/commission being
deducted per transaction either by mobile payment providers and/or their partners.
Mobility construct should be carefully considered in terms of its measurements utilised
to collect data and context of the study in order to gain stronger effect. Finally, it would
be fruitful not to utilise price value construct if data is being collected from non-
adopters due to its inconsistent and non-significant performance. Both cost and price
value are conceptually similar in nature, but cost is better defined than later. For this
reason, it would be better to consider cost as an alternative to price value when
determining intention to adopt mobile payment systems.

6.1 Limitations and Future Research Directions

There are few limitations that need to be accounted when interpreting results of this
study. Only a limited number of studies have utilised antecedents meta-analysed in this
research, so results of this study may not hold in differing contexts. Therefore, further
observations and analyses are needed to confirm if results of this study are applicable in
diverse contexts. The future research may also increase the number of studies used for
meta-analysis by considering other forms of digital payment ecosystems and emerging
FinTech applications. This study has utilised only Scopus database for identifying
relevant research articles so studies that are not indexed in this database would have
been excluded from being considered for this meta-analysis. This study included only
five antecedents of BI but there are other important antecedents and results about them,
which also need to be considered in future meta-analysis based studies. A recent study
by Patil et al. (2018) has conducted a meta-analysis on the role of Trust and Risk
constructs on determining BI. Similarly, role of other constructs such as anxiety, pri-
vacy, security, self-efficacy and core constructs of various adoption models should also
be examined. The future research can comprehensively search the related keywords
across all other databases and Google Scholar to maximise the number of potential
studies to perform meta-analysis. In this study, effect of each construct is individually
estimated. It is recommended that future studies should also conduct meta-regression or
meta-analytic structural equation modelling (MASEM) for testing effect of all con-
structs together at one time (See Dwivedi et al. 2017a as an example). The future
research can also collect primary data for different constructs presented in the proposed
conceptual model and validate the performance of the proposed research model.
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Abstract. Agile development approaches have become the norm for almost all
software development now. While agile approaches can deliver more frequent
releases of working software, it quickly became apparent in many organisations
that they were not able to leverage these frequent releases due to the disconnect
between the development and operations functions, with the latter typically
responsible for releasing software to customers. This resulted in the move
towards closer integration of these functions through the DevOps movement. As
the trend towards digitalisation continues, companies are increasingly imple-
menting DevOps. We propose a maturity model for this agile to DevOps
transition with three levels: agile, continuous integration, continuous delivery.
Based on an in-depth case study in an organisation which has several years’
experience of DevOps, we identify a fundamental disruption in the soft skills
and competences that software teams are expected to possess, and in the patterns
of collaboration among teams. The latter is especially salient for release man-
agers, project managers, production engineers and even architects. Arguably,
smartness may be characterized as being flexible, teaming up with people who
have a different profile, belonging to a different function, and delivering more
quickly what had been designed. In light of this, we argue that DevOps leads to
greater smartness for the Information Systems (IS) function.

Keywords: DevOps � Agile � Roles � Skills � Collaboration

1 Introduction

Agile methods seek to ensure a close link between the customer and developers to
ensure that software meets market needs. Agile methods also strive for a more rapid
release schedule. However, while agile methods can achieve a more frequent cadence
of development of software, a bottleneck has emerged in that the Operations function
(Ops), who coordinate the actual release of software in organizations, are typically not
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aligned with the Development function (Dev). A release could take weeks to be
launched. Consequently, organizations were not able to achieve faster software releases
to customers. In order to solve this problem, Debois advocated a tighter integration
between the Dev and Ops functions which is termed DevOps [1–3].

Emerging as it did from practice, there is not a great deal of work thus far outlining
the conceptual or theoretical underpinnings of DevOps. A similar situation occurred in
the case of agile methods, which was also practice-led, and some important definitional
work appeared later [4]. We believe that many companies are in the transition from
agile to DevOps, and we suggest three maturity levels to reflect this: Agile, Continuous
Integration, Continuous Delivery. Each level builds cumulatively on the previous one.
We analyse five key job roles in DevOps (Release Manager, Architect, Product Owner,
Department/Project Manager and Production Engineer) and describe the key collabo-
rations across these and other DevOps roles. We then describe the skills for each of
these roles, dividing them into ‘hard’ and ‘soft’ skills [5, 6]. We consider how soft
skills (SSk) vary by level of maturity.

The paper is structured as follows. In Sect. 2, we discuss other relevant work in this
area. Section 3 presents our research method and Sect. 4 our findings. Finally, Sect. 5
discusses the implications of our findings for research and practice.

2 Literature

2.1 Roles, Skills and Competencies of Information Technology (IT) Jobs

“A skill is a combination of ability, knowledge and experience that enables a person to
do something well” [7]. Skills are specific to a domain and developed by practice [7].
Hard skills refer to the ability to perform, to do something well, using knowledge,
techniques, practices. Robles [8] defines “soft skills as intangible, nontechnical,
personality-specific skills that determine one’s strengths as a leader, facilitator, medi-
ator, and negotiator” (see Table 1). This paper will focus on SSk.

Gallivan et al. [5] identify a “long history of IT-skills studies” which suggest that
soft or non-technical skills are more important. Wong [6] also emphasises the relative
importance of SSk – flexibility, adaptability, motivation and good communication.
Non-technical skills include interpersonal, leadership, organization, independence/
motivation, and creativity skills. However, studies found that non-technical skills were
far less valued than technical skills in recruitment advertisements. They concluded that
despite the emphasis on hiring well rounded employees with good business knowledge
and SSk, the recruitment process focuses on “hard skills” because they were easier to
screen. Thus, they confirmed the “recruitment gap” that had been identified earlier [9,
10]. This lack of recognition is harmful as some SSk have been identified as important
in agile software teams [11]. In addition, Wiedemann et al. [12] investigated key
capabilities of DevOps teams which could foster competitive advantage. They identi-
fied seven key capabilities (Change Readiness, Decision Making, Culture, Collabora-
tion, Intrapreneurship Skills, Agile Project Management, IT Technical Skills,
Continuous Skills). However, they mixed capabilities with skills without determining
precisely which skills were a source of competitive advantage. In their study, they
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suggested some ways to foster collaboration within DevOps team but did not specify
the extent of such collaboration. In a companion study focusing on new forms of
collaboration, Wiedemann [13] highlighted assimilation stages of innovation within
DevOps teams but did not consider the question of the extent of the collaboration.
Hence our research questions:

• To what extent are soft skills perceived as important by IS Function members
transitioning from agile to DevOps?

• What are the implications for collaboration when transitioning to DevOps?

2.2 Agile, DevOps and IT Jobs

Agility is defined as “the continual readiness of an entity to rapidly or inherently,
proactively or reactively, embrace change, through high quality, simplistic, economical
components and relationships with its environment” [14]. Agile methods arise from the
inability of conventional methods, i.e. Waterfall, to give satisfaction in a changing
environment [15]. DevOps initiative was launched to extend the movement towards the
agile by including Operations and Quality. The idea was to solve the problem of
bottleneck present when Development teams were delivering to Operations faster and
more frequently. Thus, agile methods form a base for DevOps. Agile methods impact
teams as well as jobs on management styles, collaboration, control, new skills set,
training or recruitment [16–18]. DevOps philosophy leads to build bridges between
Development and Operations teams. DevOps foster the creation of cross-functional
teams where each team member need to consider and anticipate the job to be done by
other members. For example, developers need to understand real-world production
environment where their colleagues will release the code. In the same way, Operations
need to integrate the way Developers will produce the code, will test it and will build
the delivery package. It is therefore fundamental in a DevOps configuration to increase

Table 1. Soft Skills (SSk) as identified by Robles (2012)
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test automation [19] to optimize end-to-end deployment processes. Indeed, “automa-
tion is the key to efficient collaboration and tight integration between development and
operations” [20].

2.3 Roles, Competencies of IT Jobs in the Transition from Agile
to DevOps

Humble et al. [21] presented four core values for DevOps: Culture, Automation,
Measurement and Sharing. In the recent DevOps handbook, Kim et al. [22] suggest that
“a high-trust culture that enables all departments to work together effectively, where all
work is transparently prioritized and there is sufficient slack in the system to allow
high-priority work to be completed quickly”. In the IS literature, Ghobadi and
Mathiassen [23] study knowledge-sharing barriers in agile software teams. Knowledge
sharing is important in these teams as it is essential for collaboration across different
specialties. They focus on four jobs: user representative, project manager, developer
and tester. While tester can be part of development teams, they can also be considered
as part of the operations. In this paper, we focus on the jobs which are a priori most
impacted by DevOps in terms of skills and competencies. In consultation with industry
experts, we selected five jobs of core interest: (1) product owner (a more commonly
used title than user representative), (2) managers, (3) architects, (4) production engi-
neers who perform the tests as Ops (in fact developers also perform tests in a DevOps
mode), (5) release managers. We did not consider developers in this paper. Although
developers are certainly also impacted in the way they share knowledge and collabo-
rate, we did not see particular high challenges for them in moving towards DevOps,
while greater challenges were identified and anticipated for others. This view was
confirmed by the industry experts. The main argument was that the core activity for
developers is coding and that while they would have to take into account additional
factors when coding in a DevOps context, the coding role would still be central, and
they would not have to evolve as much as others.

The Product Owner (PO) role is essential when working in agile with Scrum. POs
play a dual role, as representative of the client needs, but also with a real operational
role that links the business to project management. POs are responsible for optimizing
the value of what development teams produce. Autonomy is essential for POs to
succeed and their decisions must be respected by all stakeholders [24, 25]. There is
some debate as to whether POs can also act as project managers (PM). They can
definitely be managers as indicated in the Scrum guide, “Product Owner is the sole
person responsible for managing the Product Backlog” [25]. However, there is no clear
indication regarding project management in the Scrum method. The Scrum guide
mentions that “Scrum Teams are self-organizing and cross-functional. Self-organizing
teams choose how best to accomplish their work, rather than being directed by others
outside the team” and “Scrum recognizes no titles for Development Team members
other than Developer, regardless of the work being performed by the person” [25].
Therefore, this means implicitly that self-organization is compulsory which avoids the
possibility for the team to be managed by a PM from the team or external to the team.
Theoretically in the Scrum method, POs are managers, but not PM. POs are associated
with business ownership and not project management even if they are accountable for
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the product backlog management and the final product delivery. However, in reality a
PO can also assume the function of PM. Beyond, the distinction between the PO and
the PM, some studies mix the PM profile with Scrum Master (SM) profile to identify
Scrum Product Owner competences [26].

The notion of Manager (DPM for Department & Project Manager) is very large,
and the literature contains many definitions. In our conception, a manager is a person
with the responsibility to deal with resources, tangible and intangible, to serve a
specific objective. The Managers may be project leaders or simply team leaders, or
both. It is simply a feature of the hierarchy that often places these two roles in the same
person. Others like SM are either not always present or are played by the more
traditional role of developer or PM. Team Managers (TM) include different profes-
sions: development/operational or supervisory team leader, and qualification-
integration manager. PM define and manage an IT project from conception to deliv-
ery to get an optimal result for customer requirements of quality, performance, cost,
time and security. The architect (AR) role is evolving. The AR is often brought to
develop multiple skills, whether it is a technical AR, a software-application AR, or a
functional AR. On the Ops side, Production Engineers (PE) or production integrators
and testers are responsible for production, operations, incident monitoring, support and
user support. PEs participate in the development of architectural files and the pro-
duction of applications. PEs also provide the expertise and support for incident reso-
lution. Finally, on the Ops side, the Release Manager (RM) is key to ensuring the
success of projects. RMs are responsible for the deployment processes. They follow the
different versions and coordinate between the development and test teams and the
deployment teams. The RM is associated, in the French context, with the function of
PM Implementation. This is an essential activity but the scope is questioned by
DevOps. We investigated to what extent SSk were perceived as important by these five
roles when transitioning from agile to DevOps and the implications for collaboration
(See Fig. 1).

Fig. 1. Existing 5 Roles related to 3 Maturity Levels
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3 Methodology

This study was conducted in a large European services firm with thousands of IT Staff
using agile methods since 2010 and DevOps since 2016.

We followed case study method combining interviews, observations and docu-
mentation [27]. We studied 5 job roles and their scope of collaboration in 11 project
teams, which involved 54 in-depth face to face individual interviews (these were
recorded and lasted 90 min on average). About DPM, we interviewed six PM and six
TM. Interviews were conducted by three interviewers and were subsequently tran-
scribed and coded. Codification was triangulated to verify if codes were consistent and
similar. This can be viewed as an embedded case study, where job roles are embedded
in teams and are centered on collaborative relationships with other job roles.

First, a review of the literature identified the appropriate criteria for selecting the
sample of 54 individuals. Second, we observed and interviewed four teams for 15 days
(mat. 2 and 3) to compare elements in the literature and those in practice, i.e. size of the
team, agile to DevOps maturity (as per our model), and level of externalization. Third,
we conducted a series of interviews with 12 strategists in IS and Human Resources, to
incorporate their vision and to validate the selected sample.

Three criteria were retained to select the sample: 1- the size of the project measured
in terms of number of staff assigned to the project [28] with small project equal to or
less than 14 people and large project larger than 15 people; 2- the outsourcing policy
and more precisely the degree and nature of outsourcing on the project, e.g. we realized
that fixed-price contracts can pose specific problems when working in agile mode. We
contrasted two situations: some project activities carried out in work package and fixed
price mode, and project without outsourcing or with an outsourced technical assistance
contract; 3- the level of maturity in terms of the agile to DevOps transition as presented
in Sect. 2.3 above. All theoretically possible configurations allowed us to identify 12
distinct types of projects. This document covers 11 projects whose analysis has been
completed. The case of fixed-price outsourcing, maturity level 2 and large project was
not completed. Then, agile stage: agile can be considered maturity level 1 in the
transition to DevOps, because it facilitates more frequent releases as development
becomes more iterative. However, DevOps is not realized because Dev and Ops
continue to work in silos with limited sharing, common culture and automation of
releases. Maturity level 2 is that of Continuous Integration: the Ops function has to be
aligned with the Dev function and both begin to perform various tests (unit and non-
regression tests) [29] which are synchronised with code development. Lastly, maturity
level 3 is that of Continuous Delivery Stage: integration tests with the other compo-
nents, end-to-end tests, performance tests, user acceptance tests are then performed by
Ops and co-designed with the Dev function [30] (Table 2).

Documents, observations and interviews performed in the first stage considerably
helped us in interpretation of the 54 interviews in the second stage. Collaboration scope
was parsed by interviewing individuals to express with whom they worked the most.
While it is susceptible to bias, we did not want to induce other biases by repeating this
question for each possible job role they could have collaborated with. Collaboration
enrichment was examined through responses to whether and how individuals were
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satisfied or unsatisfied in our semi-structured interview. To investigate the skills issue
in the 54 interviews, we asked what skills (know-how, behaviour) were necessary for
the evolution of their jobs. We then analysed SSk detecting the presence of any
subcategories in keeping with Robles [8] set of SSk (cf. Table 1).

4 Findings

4.1 Changes in SSk Perceptions When Considering Maturity Levels

Codification of interviewee skill perceptions allowed us to complete nine of the ten
groups of SSk identified by Robles (2012). Only half of Robles [8] 10 groups of SSk
are mentioned by interviewees for each maturity level. Five groups of SSk are under-
represented if not absent within representations of Agile and DevOps teams whatever
the maturity level, i.e. integrity, work ethic, courtesy. Among them, positive attitude
clusters various skills, i.e. being optimistic, enthusiastic, confident, encouraging, and is
only cited by PO and DPM at higher level of maturity (2 and 3). Beyond these results,
we came across five groups of SSk represented in each maturity level.

Communication skills (CS) refer to the ability to communicate both orally and in
writing, presenting and listening, and are present at each maturity level. A RM high-
lighted the importance of CS: “I think you have to know how to communicate” (RM,
mat. 1). This perception is shared by many people on both sides, Dev and Ops, e.g. a
PO (mat. 2): “You have to listen, so especially not having the posture of “I know, I
have experience”, especially today”. A DPM (mat. 3) confirms the central position of
communication saying that “Communication is still a fundamental basis of teamwork.
And I think that often, either because we are partitioned (…) we are somewhat inclined
to understand or integrate neither the constraints of the rest of the team nor other people
from other teams”. We noted that the perception of CS was slightly higher in terms of
diversity and frequency of mentioned skills when maturity level was going up. These
previous verbatim show CS at mat. 1 covering basic CS principles as to convey an
information between two or more stakeholders, then CS at mat. 2 with a stress on
listening skills integrating humility, and finally CS at mat. 3 with a wider coverage and
a higher degree of CS incorporating large understanding skills and their usage to
interact with teams and integrate their constraints.

Interpersonal skills (ISk) are related to sociability, empathy, nurturing, friendly,
patience; self-control capacity. As for CS, ISk appear at each maturity level. A PO
underlined the importance of ISk to satisfy different stakeholders and reach final goal:
“Coordination, of course, then relational, because everyone is not going necessarily in

Table 2. Distribution of 54 interviews per contingencies
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the same direction or does not necessarily have the same objectives (…) On the one
hand, the production and the operations managers ask to limit the number of releases or
production launches (…) on the other hand, we have businesses that always ask for
more.” (PO, mat. 1), a shared vision by a DPM (mat. 3): “Stakeholders analysis! I
change partners very often. So, know how to evaluate a situation quickly, if I have
someone who is supportive, or if someone who is perhaps a little more reluctant (…)
You are asked to get closer to a certain number of people with whom you are not used
to work with (…) so it requires human qualities.”. The perception of ISk was slightly
larger in terms of diversity and frequency of skills when maturity level was higher.

Flexibility skills (FS) signify to be ready to change, to learn throughout the life, to
accept new things, to adjust, to adapt. FS are present at all levels of maturity and on
both Dev and Ops sides. Moreover, people from maturity level 3 seem to have a clearer
and wider representation of FS. A PE (mat. 1) simply mentioned one sub-skill of FS
group, adaptability: “Adaptation is perhaps most important, because it changes all the
time, businesses, tools, applications and technologies”. At a similar position, a PE (mat.
3) asserted: “Everything evolves so quickly…it is better to know how to learn than to
develop know-how because that will change, it is important to be open to the novelty”.
A PO (mat. 2) stated that: “You have to feel and accept the error. One must accept
sometimes and assume one has made a mistake, and it is a step backwards”. The skill is
about adaptability but with a deeper and larger interpretation of learning and adapt-
ability. Finally, a DPM (mat. 3) on a small project suggested: “You must be humble or
agree hat you don’t know…your neighbor knows better and will show you. (It is better)
not to impose your vision either.” Meanwhile another DPM (mat. 3) confirmed this
“The challenge is to change the subject - just able to juggle these topics. It necessarily
requires great flexibility and adaptability. A questioning, because suddenly, you’ve
been in the business a long time, have already proven worth in the past, and you are
asked to work in an-other way”. We discovered that FS perception was broader and
much more important in terms of diversity and frequency of mentioned skills when
maturity level was higher.

Teamwork skills (TS) indicate a capacity to cooperate, to be supportive, collabo-
rative, helpful. TS are intimately linked to Agile Principles, i.e. “Business people and
developers must work together daily throughout the project”, as well as Agile
Methodologies (Scrum, XP), Agile Practices (daily stand-up, sprint review) or DevOps
philosophy breaking silos between Dev and Ops and building bridges and fostering
new teams. As mentioned by a PO, it is important to “understand that we do not work
each one in his own corner (…) it must be shared a minimum, that every-one knows
where the others are (…) all the developers do not need to know where all the inte-
grators are, but we can have a roughly correct and almost real-world view of where we
are. to know how to adjust, to know how to project also.” (PO, mat. 1). From the
Operations side, an RM highlighted a cultural change regarding Teamwork: “We do
not ask for technical expertise anymore, because we really want people to stop solving
the problem technically. (We prefer) to get the problem solved by a community. It is
really a different positioning”. (RM, mat. 2), a vision confirmed by another Ops: “You
really need to have the vision of belonging to the same team, and not to say: “Me, I do
represent Production (Ops)”, to feel “powerful” because we (Ops) take the decision in
fine to put the application into production.” (PE, mat. 3). Finally, a DPM on a small
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project (mat. 3) demonstrated her way to become supportive and collaborative inte-
grating fully her team: “You also have to be ready to join this team even if you are a
manager of some of them. We (the DPM) must also know when to take a back seat.”
When team members are really acculturated to work together, i.e. in advanced DevOps
team, silos disappear. We figured out that the perception of TS was moderately larger in
terms of diversity and frequency of mentioned skills when maturity level was higher.

Lastly, as a DPM (mat. 3) stated clearly: “the responsibility necessarily, to know to
be responsible.”, thus Responsibility skills (RS) which covers two aspects. The first one
is more evoked by PE: get the job done, and well done, conscientious, accountable. The
second one is more perceived by DPM: trustworthy, astute, common sense imply to get
the job done, to be conscientious, accountable, reliable. These skills are mostly cited by
DPM, afterwards PE and to a lesser extent RM, and then few PO and very few AR.
A large and complex PM suggested: “I want to say for commitment too. If they are self-
organized, they must get in deep. They take a subject, they go to the end. They bring
their ideas, they apply their ideas, and then when they fail, they repair. We must
assume.” About conscientiousness, the sense of getting the job well done and being
resourceful, a PE on a large project (mat. 3) declared: “You do not have to be an expert
to find the solution. You must understand what’s going on. And about the know-how-
to-be well, you must listen rather than talk.” We identified this same preoccupation of
consciousness, reaching objectives with POs trying to stay the course: “do not do the
wind vane. We can be wrong, but on the other hand, we do not return every day on
what we said the day before. (…) It is disastrous for the progress of work.” (PO, mat. 1)
We detected that the perception of RS was decreasing in terms of diversity and fre-
quency of mentioned skills when maturity level was higher.

To conclude, we found that Agile maturity is a factor impacting SSk perception.
First, FS are much higher in team members in a more mature agile environment (mat.
3). Secondly, the higher the maturity level, the more the presence and the diversity of
CS and ISk increase. Third, TS and team spirit, are more present in a mat. 3 project
compared to a mat. 2 or 1, which may seem logical but not obvious, particularly when
considering the fundamentals of the agile approach which require a Teamwork culture.
Fourth, surprisingly, RS are more present in a lower agility context (mat. 1) and
decrease when maturity is higher. This could mean that in an agile environment, the
sense of responsibility is more formally distributed, and in a mature DevOps config-
uration, the sense of responsibility is more shared within the team. In a DevOps
environment, we can explain this result with Automation that could reduce and/or
transfer responsibilities and therefore responsibility skills.

Type of Outsourcing may have an impact on SSk ‘perceptions’. Some compe-
tences, such as sense of responsibility or teamwork are more present when the project is
internal. In contrast, outsourcing seems to be a factor which results in increasing FS and
ISk. The perception of SSk seems to vary less with project size than with type of
outsourcing. Overall maturity level is the most important.

4.2 Roles and Collaboration Analysis

To the question about the actors with whom they interacted the most, all interviewees
cited more than 15 different co-worker’s functions. For maturity 1, projects, main
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collaborations between Dev and Ops are less numerous (20) than those within Dev and
within Ops (31). Collaborations crossing the two functions become more numerous
than those internal either to Dev or to Ops (20 against 16) for projects in maturity 2,
and then become balanced (31 against 32) for projects in maturity 3. This balancing
with DevOps means that collaboration with members of other function are perceived as
important as internal collaborations within Dev and Ops functions respectively.

Table 3 lists these main collaborations by role/profession; for example, 4 of the 10
RM reported the developer as a main co-worker. Some similarities and differences in
collaborations are observed for the five key interviewed roles. As expected, the DPM
reported the highest number of collaboration with different co-workers in comparison
to the four other interviewed roles. This highlights their large scope of collaborations.
Another important observation is the key role of the PO: all interviewed professions
have mentioned their collaboration with the latter.

In Table 3, we can see more precisely the main collaborations between Dev and
Ops. From the Dev side, we highlight collaborations between PO and RM, AR with
operators or DPM with PE and operators. From the Ops side, we see a strong col-
laboration between PE and Developers, between RM and PO and with developers.
Given the question asked, in traditional developments mode or in agile (mat. 1), these
collaborations would not have been considered as main collaborations.

Moreover, all respondents have highlighted an improvement of the collaboration’s
quality between co-workers in an agile context. As mentioned during the interviews,
the setting up of daily meetings or sprint reviews, but also the use of collaboration tools
(such as the Mingle) could partly explain this finding. Indeed, the setting up of these

Table 3. Main collaborations reported by each role.
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daily meetings will rhythm the collaborations in a formal way. However, the frequency
of meetings can be perceived as an overwork. For each role, we also describe the
different forms of collaboration and types of actors involved.

Release Manager (RM). The RM is at the center of numerous collaborations
within the company and in particular with the production team. All RMs underlined
interactions with the project manager, generally on a weekly basis. This collaboration
is, and must be, continuous to prioritize certain tasks and thus ensure the success of
projects. For example, a RM explained (mat. 3): “every week we establish a point
called the “Common Work Plan of Exploitability” where we exchange. We go through
all actions, all activities in progress, and… we see what has to be prioritized in the case
of new actions”. These collaborations are often real driving forces to create a dynamic
for all teams working on the same project. In addition, almost all RMs reported col-
laborations with production engineers (see Table 3). Their exchanges are frequent,
(RM mat. 2): “we discuss certain points between us before going to meet the project
manager. Given the slightest problem, one goes to see the other and vice versa”. It
should be also noted that in this context, the setting-up of project group meetings
provided the opportunity to gather RMs, developers and operators. The maturity level
in the transition from agile to DevOps could influence the frequency of these collab-
orations. In fact, “The developers for me are hidden behind the project manager. But
this evolves within the most advanced projects in the DevOps approach” (RM mat. 3).
Thus, an advanced application level of agile and DevOps methods and concepts might
naturally lead to establishing more interactions with developers.

Product Owner (PO). As expected, most POs reported collaborations with
developers. Some of these interactions are required for the validation of the sprint
during the demos. The maturity level in the transition from agile to DevOps has a direct
impact on the frequency and quality of these interactions. Thus, a PO suggested that to
feel part of an integrated team (mat. 3): “Today we are really an integrated team with
marketing, developers.” In the case where several POs participate in the same project,
they collaborate with each other daily via email or telephone and during the weekly
“sales meeting”. This meeting is also a moment of exchange with the Product Manager
and line managers. Moreover, some POs mentioned multiple exchanges with functional
architects. In line with the various roles inherent to the PO roles, the majority of POs
also reported collaborations with business sponsors or users, albeit not considered main
ones. It should be noted that several POs highlighted the limited collaborative
exchanges with supervisor-operators (mat. 2): “Those with whom I exchange the least,
are probably exploitation”; “I have difficulties to express myself on this point, they
(“supervisor-operators”) are more related to developers.”

Architect (AR). As in previous findings, the two main co-workers mentioned by
the architects were PMs and developers (see Table 3). Most architects reported inter-
actions with PMs to share information and views on a project. Collaborations were also
reported with development team to exchange information, especially during sprint
reviews and demos. An architect stressed the importance of this (mat. 3): “we have to
be precise on how to proceed, and if feasible, establish a stronger, detailed collaboration
with the technical manager”. These exchanges take place regularly. Several architects
mentioned information exchange with the RM profession, especially to agree on norms,
standards and good practices (mat. 2): “The (RM) is supposed to hand over to his team,
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to read the technical architectural file”. An AR (mat. 3) highlighted the impact of the
transition to DevOps on his work and collaborating: “it’s an approach allowing better
understanding the role of each person involved in the project. In the end, each remains
accountable; but decision-making in an architecture problem (…) will be more shared
than before (…) thus, problems disappear.”

Production engineer (PE). The main collaborations cited by PEs are with the PM
and developers (see Table 3). Thus, most PEs agree on the existence of a significant
mutual collaboration with developers (mat. 2 and 3): “we inform each other, it’s
natural…with the developers, we are becoming a unique team: the DevOps one.”

In addition, in their daily activities the PMs must provide applications to PEs so
significant collaboration with shared responsibilities have been reported. However,
some difficulties of co-operation have been mentioned, for instance a PE pointed out
the following (mat. 2): “I was the one who explained what I expected in terms of
documentation, whereas it’s their job.” PEs also discussed their collaborations with
RMs. However, the frequency of these collaborations can vary a lot across projects.
Indeed, in a context where the RM is entirely dedicated to the team’s projects, col-
laborations are frequent. A PE described this collaboration as follows (mat. 2): “In our
organization, the role of RM was created because of administrative importance of our
project, it’s useful to lighten our work (…) The role of the RM is to anticipate complex
operations, to be sure we do not forget anything”. A PE (mat. 3) explained his view of
the evolution of collaboration in a DevOps team: “the roles of PM and RM no longer
exist in a DevOps team; At the development team level, the role of PM is operated by
the Scrum Master; at the planning level, project management role is a crucial role
covered by the team. And the role of RM is operated both by PO, technical expert, and
production engineers, and operators”.

Department and Project Managers (DPM). PMs are at the center of multiple
collaborations, both inter and intra-team. The manager profile collaborates with many
actors (see Table 3). Most also mentioned collaborations with other PM and POs, in
particular to discuss budget, tracking, prioritization of items. Several Managers also
highlighted a close relationship with functional architects (mat. 2): “I work early with
our functional architects to define and schedule future development.” In addition,
although the PM is not a functional expert, he approves the conformity of the result.

To conclude, the collaborative scope within the main collaborators clearly changed
and is now more balanced. The perceived greater richness of collaboration reflects a
better understanding among members. This greater richness appears to be more salient
when projects are in maturity 3. Consequently, considering our findings on skills and
collaboration, we could describe a three levels maturity model as follow. At maturity 1,
there is a lower range of collaborations which could be explained by the DevOps
philosophy itself opening collaboration to a new extent between Dev and Ops while
Agile limits collaboration among Dev. Because agile methodologies ask for it, com-
munication skills are very important and responsibility skills very developed as
interpersonal skills. However, surprisingly, flexibility and teamwork are less present in
their discourses. At maturity 2, the extent of collaboration is thus wider than for mat. 1.
All the SSk are more represented at this level, except for RS which are decreasing. At
maturity 3, the extent of collaboration is similar to mat. 2 or can slightly decrease. We
explain this finding because when teams reach mat. 3, they know better that anyone
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with who to collaborate to be more efficient, hence they limit or cancel collaboration
with some stakeholders. SSk increase in comparison to mat. 2, except for RS, and this
is particularly true for FS, TS and ISk.

5 Discussion and Conclusion

DevOps and Agile methods impact collaboration and existing IT skills; therefore, it is
essential to understand the requirement for new skills [31] and new curricula for IT
students [32, 33]. Companies struggle to determine the most important tasks for IT
teams, specifically future Release/DevOps engineers [34]. Understanding the evolution
of IT skills would help organizations to hire skills that fit their needs [10]. This is
lacking in DevOps job advertisements which largely neglect SSk [35] and focus on
hard skills, e.g. technical skills, thus confirming a recruitment gap [9, 10]. We sought to
investigate what skills and competencies are required notably for the collaboration
culture between Dev and Ops when a firm engages in Agile and DevOps.

Our study provides compelling evidence that the move from Agile to DevOps
Maturity has an impact on perceived skills in use or in making. While all agile software
projects require significant SSk, these are even greater in DevOps especially at mat. 3.
Our study shows flexibility and interpersonal skills are important for agile teams [11],
and also extends this to others SSk such as teamwork and communication and suggests
that SSk are even more important for DevOps. Our findings are largely congruent with
that of Wiedemann et al. [12] and complement with an in-depth analysis of SSk in
Agile and DevOps teams. Beyond key capabilities highlighted by Wiedemann et al.
[12], we identified characteristic features of DevOps teams.

Regarding collaboration, we showed that collaborative scope among the main
collaborators has drastically changed and is now more balanced. Also, the perceived
greater richness of collaboration reflects a better understanding of roles in the overall
project. We provide greater clarity about collaborations within a DevOps team than
previously available (e.g., [13]). Our findings align with Humble [21] who highlighted
the importance of collaboration and shared responsibilities and more specifically with
skills, experience and mindset of Ops people. This expression of greater richness seems
more salient when projects are in continuous delivery (mat. 3).

Overall, these results show disruption in collaboration between agile and DevOps.
The transition to DevOps facilitates the IS function becoming smart for three reasons.
Firstly, adaptability is considered an indicator of smartness. Extending collaboration
across functions within IS is a sign of adaptation where there is an evident need. The
fact that delivery can be continuous at DevOps stage is also a sign of adaptation to a
more demanding environment and of higher performance. DevOps is the agile
approach whereby better sharing of information and developing a common culture can
happen across different roles and jobs throughout the IS function as a whole which
overcomes the traditional distinction between Dev and Ops.
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Abstract. Information technology (IT) projects in the government (public)
sector experience significant challenges. Despite decades of research, the
adoption of formal methods, the use of external suppliers and packaged soft-
ware, these remediation attempts have not appeared to have reduced nor miti-
gated the problems faced when the public sector undertakes large IT projects.
Previous studies have examined the causes of IT project failure, in particular
these have focused on factor analysis. A relatively limited number of studies
have investigated the contribution of IT competence, and even fewer have
considered the role and contribution of non-IT executives in IT project out-
comes. This study sought a deeper understanding of what drives the behaviour
of large scale IT projects. Of particular note was the finding by Kruger and
Dunning (2009) that ‘the skills required to do the job are the same skills needed
to identify competence in others’. It was this finding which was found to most
influence the observed behaviours of executive leadership leading to IT project
failure.
This research reports on a qualitative study that investigated 181 interviews

and 5,000 pages of project data drawn from a large-scale public sector IT project
which resulted in a cost overrun that exceeded AUD$1 Billion. The interview
transcripts and project data were analysed using an inductive case study
methodology and the research process was influenced by aspects of Grounded
Theory.
A new Theory of Situational Incompetence has been developed as a result of

the analysis. The research culminates in a proposed measurement instrument
intended to gauge leadership competence in the context of increasing project
size and complexity.
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1 Introduction

Information Technology projects fail, and the cost of these failures is staggering (for
example; Engelbrecht et al. 2017; Hidding and Nicholas 2017; Hughes et al. 2017;
Hughes et al. 2016a, 2016b; Standish Group 1994 to 2015). This concern has been
highlighted and repeated for more than forty years (see; Davis 1974; Lucas 1981;
Maddison et al. 1983; Avison and Fitzgerald 2003; Hoffer et al. 1998; Lauden and
Lauden 1998; Hawryszkiewycz 2001; Nickerson 2001).

Research has proposed a host of different reasons to explain project failure (Prater
et al. 2017; Ewusi-Mensah 1997; Baccarini et al. 2004; Al Neimat 2005; Al Ahmed
et al. 2009). Recent research by the Standish Group (2017) has found that ‘develop-
ment projects that exceed $100 million in labor costs, only 2% are successful, meaning
on-time and within budget. Another 51% are considered challenged or over budget,
behind schedule or didn’t meet user expectations. The rest, 47%, are seen as outright
failures’ (Thibodeau 2017, para 5).

One of the reasons for explaining this high rate of failure has been assumed as due
to shortcomings in generic project management capacity, rather than due to attributes of
IT projects in particular. For example, according to Hidding and Nicholas (2017, p. 81),
‘most of the improvement efforts have focused on advancing variations of the tradi-
tional project management paradigm, such as (that which) is embodied by the Project
Management Body of Knowledge’.

Two questions arise regarding IT project failure research. First, why is the success
rate of IT projects so poor? And secondly, why, despite the efforts of many, the
situation fails to improve? This problem is known as ‘Cobb’s Paradox’ (Bourne 2011).
Cobb’s Paradox states: ‘We know why projects fail; we know how to prevent their
failure—so why do they still fail?’. Cobb made the observation in 1995 while attending
a presentation by the Standish Group (authors of the Chaos series of reports) while
working at the Secretariat of the Treasury Board of Canada. Cobb’s observation that
“we know why projects fail” should not be taken in a literal, completely black and
white sense, rather it should be considered to be a reference to the collective body of
expert commentary, opinion, research and project practitioners that have offered
solutions. Despite the successful implementation of major IT projects, repeatable
success continues to be elusive (Thibodeau 2017).

Cobb was not alone in observing that there is a great deal studied and written about
project failure, and that consulting firms propose methodologies and remedies but little
actual progress appears to have been made. The International Federation for Infor-
mation Processing (IFIP) Working Party 8.6 ran a conference to address this specific
issue asking ‘why our scholarship has not been more effective. Is the fault one of theory
and inadequate understanding? Or is the problem one of knowledge transfer, the failure
to embed research knowledge in the working practices of managers and policy-makers’
(Dwivedi et al. 2015a, 2015b).

This study reports on the Queensland Health payroll project. Queensland is a state
of Australia, located on the north-east coast. Queensland has a population approaching
five million persons and covers an area of almost two million square-kilometres. The
most famous tourist attraction is the Great Barrier Reef. Queensland Health employs
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65,000 persons, and has an operating budget of AUD$11 Billion annually. Queensland
has more than two hundred hospitals and health care facilities.

The primary question of this research is why. Why despite all of the experience, the
research, and the training that is available, the consultants and software companies
focussing attention on IT projects and the billions upon billions of dollars spent, large
scale IT projects continue to fail at a rate that appears little changed over the decades.

2 Findings

When examining the Queensland Health payroll project files there are clear and
obvious factors, which can be identified as having either not occurred or had been
executed poorly and could be considered the causes of project failure. Any objective
assessment of the project would conclude that project management had failed, there
was a lack of requirements definition even though it was the first contracted deliver-
able, and management across all layers of the project were in conflict. These are all of
the issues that appear in the literature on failed projects, and appear to confirm previous
research.

Of potential significance is that the evidence provided by witness statements
mapped to the project chronology showed that issues related to the identified themes
were raised by staff and consultants throughout the project phases, and yet they still
they remained as issues that were not resolved nor remediated at the time they were
raised. The evidence is that management was made aware of these failures. So it was
not a lack of awareness or communication of the failure risks, and therefore high-
lighting these as the only contributory factors of project failure lacks explanatory
completeness, as the issue related to the inability to act on the concerns suggests other
contributing factors to project failure.

The incoming Executive Director who oversaw the commencement of the project
and managed the first few years had the exit report from the immediately preceding
whole-of-government project produced by the external consultants that provided stark
warnings of how that project had failed and what was required to ensure the next
project would not fail. The only conclusion that can be drawn is that this report was
ignored in its totality.

To paraphrase Cobb’s Paradox (Bourne 2011) the management of the Queensland
Health payroll project should have known why their project was certain to end in
failure, yet they failed to act appropriately thereby ensuring that the project did in fact
fail, and spectacularly. As was evident from the analysis of the witness statements in
the conduct of the Queensland Health Payroll project - the management was regularly
informed of what was going on with their project by both staff and external consultants
(WS013). Management knew that the project was facing problems (or at least should
have known). The reports on the 2005 whole-of-government initiative (WS039), the
KPMG Report (WS003), the KJ Ross report on testing (PD103), the IBM and Corp-
Tech report to ‘reconstruct’ the business requirements (PD063) and the 2009
Queensland Audit Office report (PD108) all provided clear statements identifying
where the project was failing and what needed to be done to remedy the situation. Yet
the problems persisted until the total project costs had blown out to beyond A$1 billion.
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Faced with the clear and certain statement that the project was performing badly, and
with specific statements of where the project was failing, successive managements
failed to act appropriately to stem the problems. The only conclusion that can be drawn
from this failure to act is that senior executives of the Department, the Governance and
steering committees, the Executive Director did not know what specific actions were
available to them, or what they specifically needed to do in order to be effective. The
management and oversight of this project were at a complete loss as to how to
effectively manage an information technology project.

This research proposes that the following are the contributory factors that led to the
Queensland Health Payroll project becoming a failure:

• a lack of domain expertise by senior management responsible for the project as
evidenced by the inability or unwillingness to adopt appropriate governance
processes;

• stakeholders remained in conflict throughout the life of the project;
• there was a complete lack of accountability for failure evident throughout the

project and especially when it came to vendor and contract management.

It is not immediately obvious why this situation was allowed to unfold in the
manner in which it did. The project appeared to comply with all the appropriate
governance structures and reporting requirements, yet an historical or retrospective
view would allow that the project was never managed effectively.

Indeed, the findings of the Commission of Inquiry (WS122) state that ‘Its
(Queensland Health payroll) failure, attended by enormous cost, damage to government
and impact on workforce, may be the most spectacular example of all the unsuccessful
attempts to impose a uniform solution on a highly complicated and individualised
agency’ (WS122 p. 10). The Commissions conclusion was that there were two primary
causes for the failure of the payroll project (1) ‘unwarranted urgency’ and (2) a ‘lack of
diligence on behalf of State officials’. (WS122 p. 217). The Commissions Report
elaborated further on lack of diligence, describing it as ‘poor decisions made in scoping
the Interim Solution, in their Governance of the project, and in failing to hold IBM to
account’ (WS122 p. 217). The Commissioner further reported that ‘the problems are
systemic to government and to the natural commercial self-interest of vendors’ (WS122
p. 218) which supports the observation that Normalisation of Deviance (Vaughan
2016) was at play throughout the conduct of this project. However, these findings by
the Commission do not explain what motivated senior management to ignore the
lessons learned from immediately preceding projects, and to ignore the warnings and
advice of their own personnel. It is unclear, from the Commissions’ report, what
specific steps a subsequent project might implement to ensure that they too did not all
into these traps.

2.1 Situational Incompetence

The question of most concern to this researcher has been to uncover why, despite all of
the research, publications, education, training and certification that is available to
individuals and organisations undertaking project management of an information
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technology solution, a project could still display all of the mistakes, errors and failings
that have been identified in the literature.

The theme that was the most consistent throughout the project was that senior
management was repeatably made aware of project risks and failings. Reports had been
written about the whole-of-government project prior to the creation of the Queensland
Health project that specifically enumerated the challenges and risks that needed to be
kept front of mind to the QH project team (WS003, WS004). The literature provided no
plausible explanation to describe the fact that senior executives responsible for the direct
execution of the project, and departmental executives with governance and oversight
accountability apparently ignored all of the advice that they were presented with.

What emerged from the data was that the executives in charge of the project, those
executives that operated above the hands-on technical level, were manifestly incom-
petent when it came to issues of information systems project management. The
executives simply did not understand the information that was being presented to them,
and interpreted professional concerns raised by Queensland Health team members as
“personality conflicts”. These executives were presented with several formal reports
outlining risks and issues, and acted in a manner that, under conventional wisdom,
would defy rational explanation - the witness statements and project documents provide
no evidence of any action being taken to address the issues raised. On more than one
occasion IBM complained that employees of Queensland Health were trying to hold
IBM to its contract and make IBM meet its obligations. IBM convinced senior
departmental management that these staff were interfering in the project and senior
management subsequently ordered their removal from the project.

Engelbrecht et al. (2017) suggest that inexperienced managers will seek advice and
guidance from inappropriate sources. Kruger and Dunning (2009) offer the observation
that the unskilled and unaware (Ryvkin et al. 2012) are incapable of identifying their
own failings, incapable of independently observing and learning from the competence
of others, and incapable of identifying competence in others.

These findings have led this researcher to postulate a new theory: Situational
Incompetence.

Situational Incompetence applies when an otherwise experienced executive is
placed in a position of authority or accountability for which they lack experience,
training or specific skills. In this new role they are effectively incompetent and inca-
pable of providing reasoned advice, guidance or management.

Situational Incompetence has implication for how leaders are selected for complex
tasks requiring specialist IT domain knowledge and technical competence, it may also
apply to other disciplines requiring specific knowledge of unique technology in those
domains (e.g.: science, technology, engineering, medicine, and maths).

3 Research Methods

The corpus of published literature on the subject of failed IT projects lacks evidence
based research drawn from comprehensive case studies (Dwivedi et al. 2015b). This
research addresses that gap, and aims to identify what occurred in a specific, very large
project, and what led to failure in that instance. From this case study it is hoped that
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confirmation of previously identified contributory factors may emerge, or else that a
new theory may be constructed leading to further research that might confirm these
findings as being generally applicable. A single case study, even one as complex as the
Queensland Health Payroll project, is still only a singular event and cannot produce
outcomes which are generalisable. But this case is of ‘very special interest … and the
study of (it’s) particularity and complexity … to understand its activity within
important circumstances’ (Stake 1995, p xi) is worthy of being undertaken.

Thus, this research needs to follow an approach that will lead to formative ‘theory
building’ rather than the more common ‘theory testing’ (Eisenhardt and Graebner
2007). Theory building is more suited to a comprehensive case study approach, which
would subsequently lead to future research opportunities to test any emergent or
confirmatory hypothesis. The goal of this research is to “understand more about the
reasons why (project failure) occurs” (Keil 1995, p. 423) and has therefore employed
an inductive case study approach.

The process of ‘theory building’ is undertaken by examining a case in detail by
starting with little or no preconceived notion of the theory that will ultimately emerge
from the data (Eisenhardt 1989b). ‘Induction is viewed as the key process, with the
researcher moving from the data to empirical generalisation and on to theory’ (Heath
and Cowley 2004, p. 144). Eisenhardt (Eisenhardt 1989b) refers to this method as
‘Inductive Case Oriented Research’.

For this study the observed phenomenon is the ongoing and continual failure of
information technology projects where failure has been defined by the inability to
deliver on time, to an agreed budget, and to meet the value and quality objectives of the
enterprises that the systems are meant to serve.

The methodology being utilised to examine this case is Inductive Grounded Theory
which follows the methods established by Glaser (2004), Grounded theory was
designed with the intent of ensuring that ‘theories systematically emerge directly from
data’ (Martin and Gynnild 2011, p. 20). The term ‘grounded’ is intended to imply that
the emergent theories are grounded in the data and not generated a priori and then
applied to surveys or examples. By investigating the social constructs that exist in and
around the main concern, inductive case oriented research is looking to tease out
answers to the question ‘why?’ (Charmaz 2008a).

Inductive case study methods start with collecting and analysing data for the
purposes of developing theories (Charmaz 2008a). And while data analysis may be
influenced by the beliefs, prior experiences, and readings of the researcher (Heath and
Cowley 2004), any researcher held preconceptions as to the prevailing theories or
contributory factors should be consciously suspended until theories emerge from the
data (Baker et al. 1992). This does not mean that the researcher should ignore, forget,
or deliberately exclude all prior knowledge and research. Ignoring everything that has
gone before may lead the researcher to develop theories that are already fully exposed,
or, worse, to trivialise the problem being addressed (Thornberg 2012).
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For this project, the initial set of data was archival and drawn from the public
records of the Queensland Royal Commission of Inquiry, supplemented by additional
material requested through the Freedom-of-Information (FOI) process and comprised:

• the published files of the Queensland Commission of Inquiry (http://www.
healthpayrollinquiry.qld.gov.au, 2013) into the Queensland Health Payroll Pro-
ject; and

• documents obtained under freedom of information (FOI) requests to the Department
of Health Queensland, and to the Queensland Treasury Department.

In total there were 355 files of which 116 were individual witness statements from
the Commission of Inquiry, and the balance of 239 files have been sourced by repeated
FOI requests. The documents sourced by FOI request contained multiple records in
each file, bringing the sum total number of individual files and documents to be
examined to approximately 1,000.

The total number of pages of witness statements amounted to 3,850. In addition
there was the collection of project documentation that exceeded 5,000 pages of emails,
reports, project plans and other data.

To examine the case from the perspective of a timeline of events, of data and advice
that was available at the time, to the participants, the researcher must endeavour to
reconstruct the project from the available information. Dekker (2014) refers to this
method of investigation as being ‘inside the tunnel’.

Inside the tunnel ‘is the point of view of people in the unfolding situation. To them,
the outcome was not known (or they would have done something else). They con-
tributed to the direction of the sequence of events on the basis of what they saw on the
inside of the unfolding situation. To understand human error, you need to attain this
perspective’ (Dekker 2014, p. 18). Understanding the Queensland Health payroll
project from a perspective that is reflective of the experience of the project executives
and team members as events unfolded is critical to the inductive case study process. In
order to emerge a theory or theories that may potentially be applied to working projects
it is imperative that the actions and decisions that were taken throughout Queensland
Health payroll project are understood in the context within which they were experi-
enced at the time.

The files were loaded into NVIVO software for qualitative analysis, allowing the
researcher to identify nodes of interest, and to collate and identify common behaviours
occurring throughout the projects life. Every document was scanned into Nvivo where
it was examined and tagged with topics. Nvivo also provided the main repository for
memos. Some documents were unable to be scanned into NVIVO and these were
analysed manually, with memo’s maintained using the same coding system as that used
in NVIVO. A process of normalising the initial topics was conducted to reduce them
down to a manageable data set of fifty topics. These fifty topics were then correlated to
themes of which three primary themes emerged from the data.
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4 Literature Review

The literature on information technology project management is vast, and stretches
back over almost fifty years. ‘The History of Project Management’, (Kozak-Holland
2011) traces the same project management disciplines back to the time of the con-
struction of the Great Pyramids of Giza and the Great Wall of China. In construction of
the Great Wall of China, Kozak-Holland (2011) identifies the stages of planning,
executing, controlling and monitoring, and closing as being evidenced in the ancient
literature. When reviewing the construction of the Great Pyramids, the archeological
evidence suggest the creation of an advanced sundial which divided time into 12
roughly equal segments during daylight hours and is evidence that ‘scheduling was
done using the day as the basic unit of measure’ (Kozak-Holland 2011, p. 66).

Grenny et al. (2007, p. 2) referred to a phenomenon in project management that
they called ‘fact-free planning’. ‘Project leaders under pressure from various stake-
holders determine deadlines, scope, deliverables and budget with little or no regard for
the hard facts about what will actually be required. At other times, they base their
estimates on facts, only to have the estimates ignored. In either case, the result is a set
of project parameters and goals that is unrealistic from the beginning’.

Jones (2004, p. 5) created a working hypothesis of the contributory factors of
project failure as being ‘(1) poor quality control is the largest contributor to cost and
schedule over-runs, and (2) poor project management is the most likely cause of
inadequate quality control’.

A difference amongst studies about successful projects reported in the literature, is
the criteria used in defining project success or failure. Many studies assess the success
of a project as completion on time, on budget, and delivering the full scope of
requirements (Andersen 2010; Baccarini et al. 2004). This is certainly the criteria that
has been established by the previously discussed Chaos Reports from the Standish
Group (1994 to 2015).

Part of the challenge of measuring project success or failure is the lack of consensus
regarding what constitutes a successful project. The CHAOS studies measure the
success of a project as on time, on budget, with the full scope of requirements
(Andersen 2010; Baccarini et al. 2004). However, critical commentators find these
criteria incomplete because ‘they do not consider, for example, usefulness, value or user
satisfaction’ (Eveleens 2009, p. 7; deBakker et al. 2010; Munns and Bjeirmi 1996).

Most companies measure the success of IT projects as meeting implementation
deadlines, budgets and agreed requirements. Yet, projects can be on-time and within
budget and deliver no actual business value according to Marchand and Peppard
(2008).

Failure, as commonly reported in the literature reviewed, is often defined by both
timeliness and budget performance. In many instances success appears to be a function of
finishing the project at any cost, even if some intended functionality is not delivered or is
sacrificed in order to meet that deadline. On-time and on-budget are criteria, which may
have little or nothing to do with whether or not the product of an information technology
project will be deemed a success by the enterprise and the users of the system.
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Whilst an investigation into success and failure measurement is a worthwhile
endeavour, for the purposes of this research, the determination of success or failure will
be the generally accepted on-time, on-budget with the agreed level of functionality -
this was the criteria applied to the Queensland Health Payroll project by the Com-
mission of Inquiry (Chesterman 2013).

Nasir and Sahbuddin (2011b) conducted a comprehensive analysis of the literature
about factors contributing to IT project success. They collated data from 43 peer-
reviewed papers from 1990 to 2010. They grouped by frequency of mention in order to
construct a hierarchy that appears to imply that if a subject is mentioned most fre-
quently then it must be the most important. Nasir and Sahbuddin (2011b, p. 1) claimed
that ‘in a result unique to our study, we found that the factors of clear and frozen
requirements, realistic estimation of the schedule and budget, along with a competent
project manager are the five most critical success factors of software projects’.

In very large IT projects, the type which the Standish Group (2015) have identified
as having the lowest success rate, the complexity inherent in the solution being built is
very great. ‘Today, business processes are more complex, interconnected, interde-
pendent and interrelated than ever before. Additionally, they reject traditional organi-
sational structures in order to create complex communities comprised of alliances with
strategic suppliers, outsourcing vendors, networks of customers and partnerships with
key political groups, regulatory entities, and even competitors’ (Hass Hass 2007, p. 2).

It is this level of complexity which permeates every aspect of a project (Baccarini
1996), from the internal complexity of the business problem being solved (Al Neimat
2005), to organisational complexity that complicates what should have been relatively
simple (Drummond 1998). When discussing complexity in this context most projects
would be looking at the complexity of the business problem to be addressed, the
complexity of the technology being deployed and inter- and intra-organisational
complexity of dealing with competing demands (Thomas and Mengel 2008).

Beginning in 1995 Keil observed the escalating rate of IT project failure and its cost
on business and government. The generic phrase “poor project management” (Keil
1995) is far too broad to provide clarity for what actually drives project escalation and
ultimately failure. Keil (1995, p. 422) adopts the definition of escalation as being
“continued commitment in the face of negative information about prior resource
allocations, coupled with uncertainty surrounding the likelihood of goal attainment”.

According to Keil “projects are more prone to escalation when they involve a large
potential payoff, when they are viewed as requiring a long-term investment in order to
receive any substantial gain” (Keil 1995 p. 422). Keil touches on “psychological
factors” which may impact a managers decision to continue with a project that appears
doomed to failure, and suggests that “escalation is more likely to occur when managers
make errors in processing information” but does not delve deeper into why managers
make those errors in processing information, whether there are different outcomes
associated with different “types” of managers, or whether or not there are underlying
factors as to how managers process the information being presented to them.

232 D. Carlton and K. Peszynski



Keil suggests (1995. p. 431) that certain psychological factors may contribute to
escalation. These factors include:

• prior history of success,
• high degree of personal responsibility for the outcome of the project,
• errors in information processing, and
• emotional attachment to the project.

Prior history of success correlates to Vaughan’s (2016) observations as to the
contributory factors of Normalisation of Deviance. Where an organisation has not
previously experienced negative outcomes they will continue to assume that taking the
same actions or decisions will not produce deleterious results. The fact that failure had
not occurred previously is not proof that their decision making was sound, rather it may
have been just “luck” that no disaster had previously befallen them. In the specific case
of the NASA Challenger space shuttle, various other launches had been successful
despite components such as the O-Rings operating beyond their specified tolerances,
and so it was assumed that earlier decisions to launch were sound and this decision
would also prove to be sound. The most likely description is however that previous
launches prior to the Challenger explosion were “lucky” that components operating
outside of tolerances had not caused a disaster to occur similar to what happened with
the Challenger. A decision by NASA to implement processes to ensure that O-Rings
were checked on future launches (the proximal cause) would do nothing to ameliorate
the underlying cause (normalization of deviance).

Optimism bias in a project management environment (Prater et al. 2017) may also
account for why project managers maintain a “continued commitment in the face of
negative information” (Keil 1995, p. 422). But what is absent from the literature is why
an experienced manager would suffer from what amounts to a delusional optimism bias
in the face of hard evidence to the contrary. Does the project executive not understand
the information being presented to them? Does the project executive somehow consider
that they are immune from the risks and failures that the majority of projects face?
What propels a project executive to operate under the assumption that their project will
somehow be one of the very few to be successful? The fact that project executives
ignore negative information about project escalation is supported by the evidence. Even
the fact that project executives may suffer from optimism bias fails to clarify why an
executive would act in this way? What conditions or conditioning lead the project
executive to ignore clear evidence that their project is doomed to fail requires a deeper
investigation.

5 The Case Study

In 2002, the Queensland Government (Chesterman 2013) decided to establish a ‘shared
services initiative’ (SSI) to provide IT services as a shared electronic payroll resource
amongst most Queensland Government departments and other statutory government
agencies. As part of this initiative the SSI undertook the management of the existing
Lattice Payroll System in independent use by several departments, Queensland Health
(QH) amongst them.
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By 1st of July 2003 (Chesterman 2013, p. 10) the SSI was underway and was called
CorpTech. In August 2005 CorpTech was granted A$125 million to build and operate a
whole-of-government human resources and finance IT software solution. Multiple
vendors were commissioned to implement the solution and support CorpTech. There
were smaller numbers of contractors engaged to build an integration between SAP
ECC5 to WorkBrain for payroll rostering and time and attendance recording. These
multiple related system developments by different vendors were intended to be inter-
operable with no discernible separation to the end user.

In March of 2006 Queensland Health (QH) had transferred responsibility for the
maintenance of human resource software and hardware to CorpTech. At this time, the
provision of a new computerised payroll system for QH employees was thought to be
urgent because the existing system, known as LATTICE, was nearing the end of its
useful life (WS122 p. 11). By 2007, an independent review known as the ‘Kelliher
Report’ (PD015) found that the whole of Government system was significantly behind
schedule.

A series of reviews and tenders were undertaken to fix the project by introducing a
Prime Contractor. IBM subsequently won that tender to commence in December 2007.
‘By October 2008 IBM had not achieved any of the contracted performance criteria;
but it had been paid about $32 million of the revised contract price of $98 million; and
it forecast that to complete what it had contracted to undertake would cost the State of
Queensland $181 million’ (Chesterman 2013, para 2.13).

With the QH Payroll Project, IBM had agreed to undertake a project, at a fixed
price, for which no statement of work existed and no detailed planning of any
description had been undertaken.

The externally engaged legal firm (WS014), in preparing their advice with respect
to each of the proposals from Accenture, IBM and Logica, stated that ‘we believe on
balance that IBM’s Offer gives rise to a greater number of material issues and less
thought has gone into IBM’s Offer regarding contractual mechanisms that will assist
the customer or enhance the working relationship between the parties’ (WS014, p. 39).

At this stage of the Queensland Health Payroll project, the Queensland Government
had accepted a contract to implement an IT project to a business problems for which no
business case existed and no technical solutions architecture had been provided. The IT
project was shown by the evidence tabled at the Commission (Chesterman 2013) and
by the analysis of documents, to be a solution to fulfil an unknown set of requirements
at a fixed price and timescale, and oddly one already in government use on an existing
challenged project. Furthermore, senior management was acting against the advice of
their technical experts (WS085) and external legal advisors (WS014).

On 14th of March 2010 the QH payroll system finally “went live” (operational)
after ten failed prior attempts. The resulting system was reported to have 35,000 payroll
anomalies or processing errors (WS053) and consequently required 1,000 clerical staff
to manually process fortnightly pays that otherwise was intended as the most basic core
function of the new system.

After the “go live” was achieved, the Queensland Government was facing a total
expenditure in the range of AUD$1.2 billion for total cost of ownership of the project.
The Executive Council of the Queensland Government ordered a Commission of
Inquiry into the project.
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6 Discussion

‘Organisational artefacts such as mission statements, goals and objectives, strategic
plans and the like function as tools to reduce choice, not to guide it’ (Manning 2008,
p. 677). In the same manner, the specification of requirements, the business case, the
architecture and solution design of the project are all intended to constrain choice to
deliver ‘order’. In the QH project ‘order’ should have been represented by a defined
scope of work, a defined project plan which sets out not only what work will be done,
but also what work will not be done, and by an agreed contract. None of these things
existed on the QH payroll project, and any efforts to enforce them were resisted by the
vendor with the support (tacit or otherwise) of departmental executives.

The issue of transparent flows of information between parties, of experts being able
to make informed decisions utilising tacit information compared to less experienced
people needing to ‘follow the script’ (Vo-Tran, 2014), of actors controlling the release
of information, and of stakeholders presenting different versions of themselves across
multiple stages becomes critical when one considers both the makeup of the gover-
nance and management of the QH project and the individuals involved. “The
involvement of non-IT stakeholders can actually work detrimentally and confound and
confuse proceedings, even causing error” (Engelbrecht et al. 2017, p. 995). Non-IT
experienced management, placed in a position of authority “may be influenced by some
suppliers or colleagues to whose IT knowledge they had access, and insist on a certain
course of action” (ibid) which may result in confusion, delay or inappropriate decision
making, and contribute to the risk of IT project failure.

An appropriate lens through which to view this performance construct is referred to
as the Dunning-Kruger Effect. This effect is where the less competent an individual is
with respect to a particular domain then the more they are likely to overstate their
perceived knowledge and ability. This may be referred to as a ‘confidence/competence
dissonance’. Individuals that lack competence in a particular domain (incompetent) but
are not self-aware of their lack of competence, generally perceive their performance to
be not significantly inferior to those who possess significant competence, training and
ability (the experts).

This phenomena has also been described as the Unskilled and Unaware Problem
(UUP) (Ryvkin et al. 2012). Essentially UUP argues that individuals that are unskilled
in a particular domain overestimate their own competence in both absolute terms and
relative terms. Top performers underestimate their absolute and relative performance.
Kruger and Dunning (Kruger and Dunning 2009) found that an unskilled person was
more likely to dramatically misstate their absolute and relative competence. Ehrlinger
et al. (2008) have argued that UUP is a persistent feature of decision making. Fur-
thermore, and potentially much more concerning for complex IT projects, Kruger and
Dunning (2009) determined that the skills necessary to do the job, are the same skills
necessary to identify competence in others. This facet of the UUP research is partic-
ularly important when an unskilled individual is placed in a position of decision
making authority, in this case with respect to an IT Project. Where an unskilled
individual possesses neither the skills necessary to do the job, nor the skills necessary
to identify competence in others they are not in a position to make informed decisions
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on complex issues. The application of this principle to the Queensland Health Payroll
project would suggest that the Executive Director, the Department Secretary, and the
governance boards lacked the skills needed to identify competence in others, and to
comprehend informed advice when it was provided.

Engelbrecht et al. (2017 p. 5) aimed to “identify whether a causal relationship exists
between the various components of business managers’ IT competence and IT suc-
cess”. What they found was that a “business managers’ IT competence can, and does,
exert a substantial influence on project success” (ibid: p. 1002). They reported a
‘surprising’ finding where a lack of knowledge or competence was likely to have a
negative impact on project outcomes, “although one would have expected a positive
relationship and a positive impact, it has been reported that the involvement of non-IT
stakeholders can actually work detrimentally and confound and confuse proceedings,
even causing errors”.

Engelbrecht et al. (2017) also found that ‘business managers may be influenced by
some suppliers or colleagues to whose IT knowledge they had access, and insist on a
certain course of action. If that business manager is particularly influential in an
organisation, then there could be similar confusions, delays, and even inappropriate
decisions’. This finding is reflective of the behaviours referred to in the Witness
Statements. The senior executives of Queensland Health deferred to the advice of the
vendor, rather than their own staff. Having discounted the concept of “amoral actors” it
is this lack of knowledge of information technology, and the executives inability to
parse the information being presented that builds the foundations of a theory to explain
how the Queensland Health payroll project became so dysfunctional and ended in
failure.

Given the importance of information technologies to business success, and their
presence in almost every endeavour, one would expect to see an increase in technically
literate, skilled or experienced managements to provide effective oversight and gov-
ernance. Coertze and vonSolms (2013) found that 10% of organisations had Chief
Information Officer (CIO) or equivalent representation at board or executive level of
organisational governing management. Only 15% of organisations had board members
with any IT-related qualifications, and in their United Kingdom (UK) sample, no
organisation exhibited board level oversight of organisational IT through qualified
representation directly as a board member. A focus on general business competence
over specific IT competence continues at the CIO level where less than 50% of CIOs in
the United States of America (US) public sector had primary qualifications from
technical or engineering backgrounds (Ionescu 2017).

Twenge and Foster (2010) found that ‘there has been a 30% tilt towards narcissistic
attitudes in US students since 1979’, and that ‘The Narcissism Epidemic’ (Kremer
2013) breeds ‘the idea that being highly self-confident is the key to success’. Twenge
and Campbell (2010) were at pains to point out that there is no correlation between
confidence and successful outcomes. Kremer (2013) reported that ‘over 15,000 journal
articles have examined the links between high self-esteem and measurable outcomes in
real life, such as educational achievement, job opportunities, popularity, health, hap-
piness and adherence to laws and social codes’ and found no correlation or causation.

‘Over the last 30 years confidence has replaced competence’ (Kremer 2013).
Positive thinking has replaced knowledge. An increase in narcissism correlates with the
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unskilled and unaware problem (UUP) in that ‘individuals become so self-obsessed
they cannot identify their own weaknesses or learn from others’ (Kruger and Dunning
2009). This narcissistic self-belief and confidence may go some way to explain why an
executive with little knowledge of information technology and no formal training or
experience in information technology would agree to take on the responsibility of
running ‘the largest organisational reform undertaken within the State Government’
(WS122). When it comes to the QHP payroll project, it was stated very clearly by the
Deputy-Secretary of the Department that the newly appointed Executive-Director was
not skilled in information technology but was a very experienced people manager with
greater than 30 years in the public sector (WS026). The Executive-Director described
her education and work experience as mostly being in the human resources domain
(WS024).

The potential risk that this lack of (Information Technology) domain expertise
causes for Information Technology projects generally, and the Queensland Health
project as a specific example is encapsulated by the Dunning-Kruger Effect (2009),
‘that incompetent individuals lack the metacognitive skills that enable them to tell how
poorly they are performing, and as a result, they come to hold inflated views of their
performance and ability’. They are therefore potentially prone to ignore mounting
evidence of their contribution to project related issues, to over-estimate their own
ability to diagnose and resolve issues, and to listen to and take advice from unreliable
sources. All of which were evident in the witness statements.

Of even greater concern is the UUP findings (Ryvkin et al. 2012) that not only do
the domain illiterate individuals tend to overestimate their own ability relative to their
actual performance, they are also at risk of being deficient in identifying relevant
domain competence in others, ‘participants who scored in the bottom quartile were less
able to gauge the competence of others than were their top-quartile counterparts’
(Kruger and Dunning 2009). Furthermore, they found that ‘incompetent individuals fail
to gain insight into their own incompetence by observing the behaviour of other people.
Despite seeing the superior performances of their peers, bottom-quartile participants
continued to hold the mistaken impression that they had performed just fine’ (Kruger
and Dunning 2009).

A possible explanation contributing to the Queensland Health Payroll project
failure is that where managers are not technically competent, but perceive themselves
as managerially capable, not only are they potentially at risk of overestimating their
own ability and underestimating the relative competence of the skilled workers on the
project, they do not have the skills to discern the quality of advice being given to them.
Essentially, the evidence suggests that they are at high risk of not being able to assess
the difference between the veracity of a confident but incompetent colleague or vendor
providing advice, in comparison to a competent but less-confident colleague.

These managerial perceptions about domain expertise, confidence and competence
carry the risk of significant contribution to poor project management decision-making
and governance with implications for overall project failure and success. The decision-
making senior project manager with accountability, responsibility and authority needs
to be able to assess the information provided to them in order to make well-informed
decisions. It is contended in the interpretation of the QH project data presented in this
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study that the consequences of placing domain-challenged persons in positions of
project-critical authority is likely to lead to unsatisfactory outcomes where:

• managers who lack domain expertise will act the part that they perceive they need to
adopt;

• these managers tend to be incapable of identifying the skilled and competent
individuals that can be trusted for expert advice;

• these managers will not have the cognitive or experiential tools to determine an
appropriate course of action when faced with a project related crisis; and

• these managers are likely to confuse confidence with competence and may be
subject to undue influence by other incompetent actors.

In summary, the Queensland Health Payroll project was potentially placed at sig-
nificant risk by failing to appoint management, governance and oversight that com-
prised sufficient domain expertise appropriately matched to the size, complexity and
nature of the project.

7 Testing Situational Incompetence

It has been argued in this paper that situational incompetence is allowed to persist
because of normalisation of deviance (Vaughan 2016). Normalisation of deviance
implies that incompetence is tolerated because it has not previously caused significant
failures. It is known that smaller projects have much higher rates of success than larger
projects (Standish Group 2015), and as a consequence the skills needed to effectively
manage very large projects are rarely put to the test and competence deficiencies escape
detection.

It is necessary therefore to provide a method of measuring the competence of
leadership as it applies to a range of IT project situations. The situations being tested
are those of increasing complexity and size, and the competence of leaders relative to
those constructs.

Creating a measurement instru-
ment requires the identification and
creation of an effective scale. Scale
development is well established in the
literature and the ‘rules’ for creating
an effective scale are well articulated
(for example: Churchill 1979; Flynn
et al. 1993; Rao et al. 1999; Kimberlin
and Winterstein 2008)

The ‘key indicators of the quality
of a measuring instrument are the
reliability and validity of the mea-
sures’ (Kimberlin and Winterstein
2008, p. 2276). A measure is consid-
ered ‘valid’ when the differences in
observed scores accurately reflect
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differences in the construct being examined (Churchill 1979, p. 64). ‘Validity is often
defined as the extent to which an instrument measures what it purports to measure’
(Kimberlin and Winterstein 2008, p. 2278), but an instrument can be reliable without
being valid. Reliability ensures that the instrument always generates a reproducible
outcome, while validity ensures that the instrument measures what it is intended to
measure. In this specific instance the instrument must validly test leadership compe-
tence in a given situation, and it must do so reliably under different inputs.

The first step in creating a measurement instrument (scale development) is to create
an ‘item pool’. The goal is to develop a set of measures which might sample ‘all
possible contents which might comprise the putative trait according to all knows
theories of the trait’ (Flynn et al. 1993, p. 310). The domain of construct is determined
by a literature search. This research has determined that the domain of construct is
leadership competence in a given project situation. The instrument will be developed
following the procedure outlined by Churchill (1979).

The factors which will be used for the initial version of the scale have been taken
from prior research into project failure which focussed on factor analysis. In particular
the leadership competence construct is been drawn from the work of Engelbrecht et al.
(2017), while the software project complexity measures are being informed, princi-
pally, by the work of Fitsilis and Damasiotis (2015).

The item pool has been drawn from prior work as identified in the literature.
However, the response format has been modified to ensure validity and reliability in the
responses provided. The two dominant response types are dichotomous responses and
scale responses based on some form of Likert-type measurement (Clark and Watson
1995, p. 312).

While some of the factors presented are of a general or generic nature, many are
specific. Where the respondent is asked about their experience with and knowledge of
technologies, these factors should be modified to reflect the specific project be
examined. For the purposes of the initial presentation of the scale, the factors used have
been framed in a generic style.

The framing of the questions has also been structured to be ‘forward looking’, with
the intent of being able to predict how a project might be affected rather than looking
backwards and analysing a previous project that has been completed.

The model being suggested is a simple X/Y plot. The ‘X’ scale refers to project
complexity and the ‘Y’ scale to leadership competence in a technical domain.

8 Implications and Future Research

The implications for industry of this research is that more attention needs to be paid to
the skills and competence of the individual that will have direct authority over an IT
project. Specifically, the larger and more complex the project the more important that
the leader be technically skilled and experienced. While an unskilled individual may
not expose a small project to significant risk, the success rate of large and complex
projects is so small (Standish Group 2015) that ensuring a positive project outcome for
even the most skilled and experienced practitioners is challenging. Organisations
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cannot afford the increased risk of management not having the competence to provide
effective oversight and governance.

This research reflects the findings of a single case study, albeit a very large case, but
still just one instance of a failed project. The findings cannot be generalised to apply to
all IT projects, however they do provide insight into what might be occurring on other
projects and why research over the last thirty or more years has not resulted in a
significant improvement in project outcomes. More work is required to confirm these
findings on other projects. The instrument needs to be tested and applied more broadly
to determine its validity to reproduce outcomes. As identified (Dwivedi et al. 2015b)
more in-depth and detailed case studies are required of both failed and successful
projects to identify what actually happened on these projects and what can be both
avoided in the future, and what best practices can be generalised to ensure improved
outcomes. The implications for future research from this study are that investigations
need to go beyond factor analysis to look for underlying drivers of project failure.

9 Conclusion

This research identified that the leading cause of failure for the Queensland Health
payroll project was that the project executives and governance bodies were ill-equipped
to understand the complexity of an IT project. This lack of competence meant that the
project executives did not have the experience to allow them to infer appropriate
actions in the face of adverse circumstances. Project executives with little knowledge or
skills in Information Technology were found to be unable to (i) recognise their own
limitations, (ii) identify competence in others, (iii) learn from their mistakes (iv) learn
from the example of others (v) and tended to favour inappropriate sources of advice
and guidance. The final word on situational competence comes from the proceedings of
the IFIP Conference on IT Project Failures: ’someone implementing IT needs to know
which levers to pull, in which context, and at what time’ (Dwivedi et al. 2015bb, 149).
IT project leaders do not need to be the technical expert, but they do need sufficient
knowledge and experience to recognise expertise and to take appropriate actions when
the situation demands.
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Abstract. The term smart is applied to many different types of things in today’s
world, leaving the question of what is meant by the title of an IFIP 8.6 workshop
called “Smart Living, Working, and Organizing.” This paper’s goal is to provide
a conceptual basis for making sense of “smart living, working, and organizing.”
It provides many examples of nominally smart objects and systems, presents
principles related to smartness, provides a definition of smart that applies to
objects and systems, presents dimensions related to four categories of smartness,
and uses two brief examples to show how those dimensions might be used in
thinking about how to make an object or system smarter.

Keywords: Smart living � Smart working � Smart organizing � Smart object
Smart system � Definition of smart

1 Is a Hospital Smart if Its Nurses Use Smart Thermometers?

This paper responds to the Call for Papers for the IFIP 8.6 workshop on Smart Living,
Working, and Organizing by trying to make sense of the term smart in the context of
living, working, and organizing.

An Elusive Idea. The idea of “Smart Living, Working, and Organizing” is suggestive
but elusive. The CFP does not define smart, but mentions smart devices, smart homes,
smart cars, smart phones, smart government, smart cities and smart organizations.
Wikipedia contains articles about many other supposedly smart things, such as smart
bombs, smart bullets, smart cameras, smart cards, smart clothing, smart contracts, smart
doorbells, smart drinks, smart fabrics, smart farming, smart file systems, smart fluids,
smart glass, smart glasses, smart grids, smart guns, smart highways, smart keys, smart
labels, smart lighting, smart locks, smart manufacturing, smart materials, smart meters,
smart mirrors, smart missiles, smart numbers, smart objects, smart pensions, smart
power, smart speakers, smart systems, smart terminals, smart watches, and smart
whiteboards. Microsoft Word 2016 touts nominally smart capabilities including smart
quotes, smart lookup, smart copy and paste, smart paragraph selection, and smart
cursoring. While writing this paper, I learned about competition in the world of smart
toothbrushes, one version of which identifies whether specific teeth have been cleaned
and transmits that information to a smart phone where it is displayed superimposed on
an image of a set of teeth. The decades-old stream of research and practice related to
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artificial intelligence, computer science, statistics, and other fields brings concepts,
methods, experience, and a great deal of techno-hype and salesmanship related to
subjects such as machine learning, big data, Internet of things, and recently, cognitive
computing.

The diverse nature of those supposedly smart things illustrates why it is difficult to
say something nontrivial about smartness that fits most of those examples and that
helps in understanding smart living, working, and organizing. The diversity of sup-
posedly smart things and capabilities leads to doubting whether their supposed
smartness implies they have common properties. Viewed more broadly, one might
wonder whether it would be fruitful, or even possible to theorize or generalize about the
nature or impacts of smartness if the same concept purports to describe smart tooth-
brushes, smart bombs, and smart cities. Furthermore, a definition of smart that
emphasizes the presence of artificial intelligence, big data, or cognitive computing
would automatically disqualify many supposedly smart objects or systems that do not
use those approaches.

Goal and Organization. This research essay tries to provide a conceptual basis for
making sense of “smart living, working, and organizing.”Making sense of smartness in
that context is necessary if discussions of that topic are to move beyond scattered
predictions, social criticism, and/or philosophizing based on whatever examples seem
interesting or potentially profitable to whomever is writing or speaking.

The goal: Characterize smart and smartness in relation to objects and systems in a way that is
useful for describing, analyzing, and designing objects and systems.

The next section identifies principles that can be applied in thinking about the
concept of smartness as it might apply to smart living, working, and organizing. The
principles are capability-orientation, context-dependence, multidimensionality, sepa-
rability, and applicability to objects, automated systems, and sociotechnical systems.
The principles lead to a definition of smartness in the context of objects and systems.
The definition leads to a classification matrix for smart capabilities, which fall into four
areas, information processing, internal regulation, action in the world, and knowledge
acquisition. Each of those areas includes a set of capabilities that can be described on a
continuum from not smart to somewhat smart to extremely smart based on the defi-
nition of smart. A concluding section describes how this multidimensional view of
smartness can be applied in thinking about smartness while describing, analyzing, and
designing objects and systems. Except for a brief comment near the end, this paper
focuses almost entirely on understanding what smart might mean in the context of
living, working, and organizing. It does not cover important topics concerning
conflicting stakeholder interests such as privacy, autonomy, job satisfaction, equity,
and wealth.

What About Adoption of Technology? Adoption and diffusion of technology is the
traditional focus of IFIP WG 8.6. This paper’s focus on defining smartness and
dimensions of smartness is directly related to adoption and diffusion of smart tech-
nologies because is not meaningful to theorize or generalize about adoption and dif-
fusion of smart things unless the concepts of smart and smartness are taken seriously.

248 S. Alter



That requires defining those terms and not just treating smart and smartness essentially
as hype that serves as little more than enticement.

2 Principles Related to Smart and Smartness

This paper’s view of smart and smartness is related to purposefully constructed entities
including objects, sociotechnical systems, and totally automated systems. It explicitly
excludes consideration of smart or smartness as a characteristic of human intellect, of
groups of people, or of natural capabilities of living things. It assumes that applications
of AI methods and research may or may not be related to smartness in the sense of
smart living, working, and organizing.

While most significant aspects of living, working, and organizing occur within
sociotechnical systems, this paper assumes that the concept of smartness must have a
broader domain that includes objects and totally automated systems. That is necessary
because a current sociotechnical system that happens to use objects that are currently
viewed as smart may evolve into a more automated system that relies on smart objects
and other systems in ways not yet imagined. The discussion of smartness needs to
cover those cases, but a focus on smart living, working, and organizing calls for special
emphasis on sociotechnical systems in which nominally smart technologies are used.
For example, it includes uses of smart phones within sociotechnical systems that
perform systematic sales work or systematic customer service work. It might include
the use of smart phones to make phone calls if communication in a general sense is
viewed as a sociotechnical system. It pays little attention to uses of smart phones for
playing single player games while riding a bus because that type of individual activity
generally is not associated with research or practice related to sociotechnical systems.

This paper’s consideration of smartness in the context of sociotechnical systems is
guided by the following principles, which coalesced as this paper was being written
(i.e., did not come from a literature survey). The principles are introduced at this point
in the paper to make it easier to understand how this paper’s ideas unfold

Capability-Orientation. An entity’s smartness is described in terms of its capabilities
for performing types of actions that are associated with smartness. Thus, a
sociotechnical system’s smartness along the various dimensions of smartness can be
assessed by observing how it operates.

Context-Dependence. An entity that might seem smart along some of the dimensions
of smartness within a context might be totally unsmart on those dimensions in another
context. For example, a sociotechnical system that seems to be smart in the context of
dealing with minor variations in a highly repetitive situation might be unable to
function in the presence of high variation.

Multidimensionality. Smartness is not a binary, yes/no distinction. Smartness can be
viewed as a set of continuous variables or dimensions that individually range from not
at all smart to extremely smart. The dimensions are assumed to be only partially
independent, i.e. that smartness on one dimension often is partially dependent on
smartness along another dimension. While it is always possible to combine any set of
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numerical dimensions into a single numerical score (e.g., the average of numerical
scores for 10 dimensions), there is little reason to believe that a combined smartness
score is useful for describing or comparing entities with regard to smartness.

Separability. An entity that includes or uses a nominally smart component may not be
smart of its own right. For example, a hospital that uses smart thermometers may not be
smart in terms of most or all of the dimensions of smartness. Similarly, having an
exceptionally smart exhaust system does not imply that an entire car should be viewed
as smart.

Applicability to Objects, Totally Automated Systems, and Sociotechnical Sys-
tems. Totally automated systems are increasingly evident as subsystems of
sociotechnical systems. The dimensions of smartness should make sense for objects,
totally automated systems, and sociotechnical systems.

3 Definition of Smart

This section defines smart and related dimensions of smartness in a way that applies
both to objects and to sociotechnical systems in which smart living, working, and
organizing occur. The powerful trend toward automating important parts of business
operations calls for using a definition and set of dimensions that apply beyond just
sociotechnical systems. As automation possibilities continue to appear, there will be
many situations in which it may not be obvious whether a smartness initiative should
be directed at an entire sociotechnical system or at specific components. The definition
of smart and the dimensions of smartness should apply in either case.

3.1 Smart in the Context of Living, Working, and Organizing

The introduction mentioned the difficulty of trying to define smart in a way that applies
in a nontrivial way to most of supposedly smart things that it mentions. Searches of
Google Scholar for various “smart” things (e.g., smart phones, smart cities, etc.) did not
come close to producing a consensus definition that is useful here.

A hint at a possible direction for thinking about the topic of “smart living, working,
and organizing,” comes from [1], a 2015 editorial in the journal Service Science. That
editorial defines smart service system as follows:

“a system capable of learning, dynamic adaptation, and decision making based upon data
received, transmitted, and/or processed to improve its response to a future situation. The system
does so through self-detection, self-diagnosing, self-correcting, self-monitoring, self-
organizing, self-replicating, or self-controlled functions. These capabilities are the result of
the incorporation of technologies for sensing, actuation, coordination, communication, control,
etc.”

Most of the nominally smart things mentioned in this paper’s introduction exhibit
aspects of some of those capabilities. Combining those ideas with the general spirit of
the five principles mentioned earlier, smartness calls for at least some automated
information processing and at least some degree of self-control, learning, adaptation,
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and/or decision-making related to performing activities or functions that have conse-
quence in the world.

Definition of smartness. Purposefully designed entity X is smart to the extent to which it
performs and controls functions that produce directly perceptible results for people by using
automated capabilities for processing information, interpreting information, and/or learning
from information that may or may not be specified by its designers.

Specific aspects of the definition should be noted:
“Purposefully designed entity.” The entities under consideration are designed.

They are artificial [2]. They may have evolved through many iterations that involve at
least some degree of conscious design effort, either through formal projects with
allocated resources or through workarounds and adaptations to overcome limitations of
previously existing versions of object or system.

“Smart to the extent to which.” Smartness is not a binary, yes/no variable that
describes whether something is or is not smart. Instead, smartness is a continuous
variable or a series of continuous variables related to different aspects of smartness.

“Performs and controls functions that produce directly perceptible results for
people.” This phrase is stated in a way that applies to both objects and sociotechnical
systems. Specifying that the functions performed and/or controlled produce directly
perceptible results for people implies greater concern about things that people can
perceive and less concern for about automated activity deep within computing
infrastructures that only technicians perceive. Notice that the visibility of a function
does not imply that it is the most important aspect of a situation. Consistent with the
principle of separability, a smart attendance system in an automobile factory would not
be evidence that the factory is smart because the factory’s primary functions are related
to producing automobiles, not taking attendance.

“Automated capabilities for processing information.” The primary components
of purely social systems and noncomputerized work systems do not perform automated
information processing and therefore cannot be smart in this sense. Processing infor-
mation can be subdivided into capturing, storing, retrieving, transmitting, manipulating,
and/or displaying information, each of which will be treated as a dimension of
smartness within the category of processing information.

“Automated capabilities for interpreting information.” This includes drawing
conclusions from information, such as recognizing the semantics of the information and
evaluating the extent to which the information is correct.

“Learning from information that may or may not be specified by its design-
ers.” This includes executing predefined scripts and capturing or creating new
knowledge and internalizing that knowledge into the nominally smart entity itself.

Such careful attention to the definition of smartness might seem excessive, but
actually is important for serious discussion of smart systems and devices Aside from the
general benefits of defining terms, serious attention to the definition of smartness helps in
separating the discourse of smart systems and devices from common uses the term smart
related to whether or not people are smart and whether or not an object or system’s design
has convenient or otherwise beneficial features. Smart systems and devices are products
of human intellect but are not a direct reflection of the intellect of any individual or
group. Smartness also is not treated as a synonym of high quality, good fit to needs, or
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otherwise impressive or beneficial capabilities. Mixing those three views of smartness
leads to confusion. A product/service that exhibits excellent quality and fits customer
requirements in an extremely clever way might not exhibit smartness as defined here.
Conversely, a product/service might have low quality or inadequate fit to user needs even
though it exhibits some of the characteristics of smartness as defined here.

4 Classification Matrix for Smart Capabilities

Defining smartness is a step forward, but the definition provides little guidance for
supporting description, analysis, and design of smart objects and systems. The next step
is a classification matrix shown below Table 1, which includes a very brief description
of each capability. The horizontal categories are basically different domains of
smartness, i.e., smartness related to information processing, internal regulation, action
in the world beyond the object or system, and knowledge acquisition. The second,
third, and fourth domains rely on the first domain, but are different enough to identify
separately. It is possible for an object or system to be very smart in one or several of
these domains, but not smart at all in others. For example, an ability to capture
information through sensors does not imply that an object or system can use that
information for internal regulation, for action in the world beyond itself, or for accu-
mulating knowledge.

The rows in Table 1 go from scripted execution of prespecified instructions through
formulaic adaptation, creative adaptation, and finally, unscripted or partially scripted
invention. Effective sociotechnical systems generally have capabilities in every cell of
the matrix, and usually have possibilities for improvement in some of those areas.
Things that are called smart objects often have capabilities in only one or several of
those areas. Scripted execution, i.e., following programmed instructions, is funda-
mental to all computing and generally describes sociotechnical systems whose pro-
cesses are highly structured and mechanical. Formulaic adaptation is common, as in the
handling of repetitive exceptions within organizational routines. Creative adaptation is
more challenging due to novelty and difficulty of changing established practices. It
becomes especially challenging when it involves abstraction, inference, optimization,
or search to develop a new adaptation that was not specified in advance. Unscripted or
partially scripted invention involves producing new understandings, methods, or arti-
facts using inferences or extrapolations from past, current, or projected future situa-
tions. Many sociotechnical systems perform localized invention through workarounds
or other unscripted or partially scripted responses to conditions that make it difficult to
fulfill organizational or personal goals (e.g., see theory of workarounds [3]). Totally
automated invention is far beyond current capabilities of most totally automated sys-
tems except in rare niche areas such as drug discovery.

4.1 Dimensions of Smartness

By the definition above, smartness of an object, totally automated system, or
sociotechnical system is best described as a set of dimensions that are continuous
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variables going from not at all smart to somewhat smart to extremely smart. Tables 2,
3, 4, and 5 provide an initial description the “somewhat” and “extreme” parts of those
dimensions. As will be illustrated in the next section, the dimensions in those tables
might be used as an aid for thinking about different ways to make an object or system
smarter or less smart, either of which might be more advantageous for specific purposes
and/or specific stakeholders.

The dimensions in Table 2 are the six aspects of automated information processing
[4], i.e., capturing, transmitting, storing, retrieving, manipulating, and displaying
information. Most of the smart things listed in this paper’s introduction (e.g., smart

Table 1. Classification matrix for smart capabilities

Information
processing

Internal
regulation

Action in the
world

Knowledge
acquisition

Scripted
execution

Execution of
prespecified
instructions in a
computer
program

Internal
regulation based
on a
prespecified
script or method

Visible action
based on a
prespecified
script or method

Acquisition and
internalization
of information
based on a
prespecified
script or method

Formulaic
adaptation

Adaptation of
information
processing
based on
prespecified
inputs or
conditions

Adaptation of
internal
regulation based
on prespecified
inputs or
conditions

Adaptation of
current action in
the world based
on prespecified
inputs or
conditions

Adaptation of
knowledge
acquisition
based on
prespecified
inputs or
conditions

Creative
adaptation

Adaptation of
information
processing
instructions
based on
unscripted or
partially
scripted
analysis of
relevant
information or
conditions

Adaptation of a
script for
internal
regulation based
on unscripted or
partially scripted
analysis of
relevant
information or
conditions

Adaptation of a
script for action
in the world
based on
unscripted or
partially scripted
analysis of
relevant
information or
conditions

Adaptation of a
script for
knowledge
acquisition
based on
unscripted or
partially scripted
analysis of
relevant
information or
conditions

Unscripted
or partially
scripted
invention

Unscripted or
partially
scripted design
and execution
of a
workaround or
new method for
processing
information

Unscripted or
partially scripted
design and
execution of a
workaround or
new method for
internal
regulation

Unscripted or
partially scripted
design and
execution of a
workaround or
new method
related to action
in the world

Unscripted or
partially scripted
planning and
execution of a
workaround or
new method
related to
knowledge
acquisition
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glasses, smart locks, and smart meters) capture information and then use that infor-
mation to perform their primary functions. Some of them transmit, store, or retrieve
information; some do not. Most of them manipulate information, e.g. performing
calculations using the information or changing the format of the information. Many
entities are somewhat smart along one or more of the six dimensions. Few are extre-
mely smart along any of those dimensions. Notice Table 2’s use of the terms infor-
mation, data, and knowledge. The first column uses the term information because
electronic signals that are processed must be information, i.e., must have some impact
in relation to the function at hand. Without such impact, the data collected and
transmitted, would be considered data, not information. The second column (somewhat
smart) uses the term data because the physical processing occurs through applying
predefined techniques to predefined data items. The fourth column (extremely smart)
uses the term knowledge because extremely smart implies a higher order of purpose
and semantic mastery than is implied by merely processing data.

Table 3 presents dimensions related to internal regulation, which is increasingly
important as objects and systems become more automated and more autonomous. Each
dimension relies on information processing and each overlaps to some extent with

Table 2. Dimensions related to automated information processing in general.

Dimension Somewhat smart Extremely smart

Capture
information

Captures predefined data items using
data capture techniques designed for the
data captured

Uses context-related knowledge
(not prespecified knowledge) to
decide which information to
capture and how to capture it

Transmit
information

Transmits predefined data items using
transmission techniques designed for
the data transmitted

Uses context-related knowledge
(not prespecified knowledge) to
decide where information needs
to be transmitted and how to
transmit it

Store
information

Stores predefined information using
data storage techniques designed for the
data stored

Uses context-related knowledge
(not prespecified knowledge) to
decide how and where to store
information

Retrieve
information

Retrieves predefined data items using
data retrieval techniques designed for
the data retrieved

Uses context-related knowledge
(not prespecified knowledge) to
decide how to find information
and how to retrieve it

Manipulate
information

Manipulates predefined data items or
aggregations of data items using data
manipulation techniques designed for
the prespecified data.

Uses context-related knowledge
(not prespecified knowledge) to
decide what manipulation of
information is needed and how to
produce that result

Display
information

Displays predefined data items or
aggregations of data items using data
display techniques designed for the
prespecified data

Uses context-related knowledge
(not prespecified knowledge) to
decide what information would be
most valuable to display
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Table 3. Dimensions related to internal regulation

Dimension Somewhat smart Extremely smart

Self- detection Uses prespecified data and criteria to
characterize its existence as separate
from but possibly related to the
existence of other relevant entities

Performs non-scripted activities that
establish and maintain its separate
identity within the surrounding
ecosystem

Self-monitoring Uses predefined sensing techniques,
criteria, and data to monitor its
internal state

Uses non-scripted methods for self-
monitoring in order to maintain the
entity itself

Self-diagnosis Diagnoses internal problems by
applying predefined techniques and
criteria to predefined data

Diagnoses internal problems by
performing novel analysis not
scripted in advance by designers

Self-correction Uses predefined techniques, criteria,
and data to modify internal
parameters or business rules

Uses non-scripted methods for
identifying deviations from past,
current, or future goals and
determining how to adjust or to
meet those goals in the future

Self-organization Uses predefined techniques, criteria,
and data to organize its own
operational structure

Uses non-scripted methods to
organize different components of the
entity in order to achieve its goals

Table 4. Dimensions related to action in the world

Dimension Somewhat smart Extremely smart

Sensing Captures predefined data items
using sensing techniques designed
for the types of data that are sensed

Uses non-scripted methods to
decide how to sense situations or
other higher order information
(e.g., work being done in a way
that is not competent)

Actuation Uses predefined methods and
information to actuate activity
involved in primary functions

Uses non-scripted methods for
deciding what to actuate and how
to perform the actuation.

Coordination Uses predefined business rules or
decision tables to support
coordination of actors and/or uses
of resources

Uses non-scripted methods for
deciding what needs to be
coordinated and how to perform
the coordination

Communication Uses predefined methods and rules
for communicating with people or
supporting human communication

Uses non-scripted methods for
identifying communication
recipients and deciding what needs
to be communicated and how to
perform the communication
effectively

Control Manipulates predefined data items
or aggregations of data items using
data manipulation techniques
designed for the prespecified data.

Uses non-scripted methods for
deciding what needs to be
controlled and how to perform the
control activities effectively
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some of the dimensions in other categories. The five dimensions are based largely on
the description of smart service system in [1].

The dimensions in Table 4 are related to various aspects of performing action in the
world beyond the boundary of the nominally smart object or system. The dimensions in
Table 4 involve applying information processing (see Table 2) to systemic purposes
including sensing, actuation, coordination, communication, and control, topics from the
description of smart service system mentioned earlier. The reference to non-scripted
methods in the extremely smart column sets the bar very high because it calls for
invention using techniques and goals that are determined dynamically based on the
context at hand. Determining techniques and goals on-the-fly is often challenging for
people. Imbuing that level of “smartness” into totally automated systems is far beyond
current capabilities except possibly in certain niche situations.

Table 5 presents six dimensions related to knowledge acquisition. This dimension
starts with sensing or discovering predefined data items. From there it moves to
classifying and compiling data in a way that constitutes factual knowledge. More
advanced dimensions involve inferring or extrapolating from examples, from statistical

Table 5. Dimensions related to knowledge acquisition

Dimension Somewhat smart Extremely smart

Sensing or discovering Uses predefined scripts to
capture predefined data items

Uses context-related
knowledge (not prespecified
knowledge) to decide which
information to capture and
how to capture it

Classifying Uses predefined scripts to
classify information

Uses context-related
knowledge to decide how to
classify information

Compiling Uses predefined scripts to
compile information

Uses context-related
knowledge to decide how to
compile information to make it
as useful as possible

Inferring or
extrapolating from
examples or statistical
summaries

Uses predefined scripts to infer
or extrapolate conclusions
from concrete examples or
statistical summaries of
examples

Uses knowledge that is not
specified in the form of a
script to infer or extrapolate
conclusions from concrete
examples or statistical
summaries of examples

Inferring or
extrapolating from
abstractions

Uses predefined scripts to infer
or extrapolate conclusions
from abstractions

Uses knowledge that is not
specified in the form of a
script to infer or extrapolate
conclusions from abstractions

Testing and evaluating Uses predefined scripts to test
or evaluate hypothesized
knowledge

Uses knowledge not in the
form of a script to test or
evaluate hypothesized
knowledge
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summaries, or from abstractions, and at some point testing and evaluating the
knowledge acquired.

5 Using the Dimensions of Smartness for Describing,
Analyzing, or Designing Objects or Systems

A test of whether the dimensions of smartness are useful is to apply them for
describing, analyzing, or designing smartness into objects or systems. Lacking an
empirical test at the time of this writing, the applicability of the dimensions is illus-
trated by using two hypothetical examples, an imagined smart water bottle (a smart
object) and an imagined attempt to make a hiring system smarter.

5.1 Use Related to a Potentially Smart Object, a Water Bottle

Imagine that a company’s R&D department uses Tables 2, 3, 4, and 5 to brainstorm
about different forms of smartness that might apply to product X, a smart version of the
type of water bottle that some people carry around and use when exercising.

Smartness Dimensions Related to Information Processing. With the necessary
electronics, X could capture information related to the amount of water in the bottle,
the amount drunk each time the bottle is used, the temperature of the water, and even
characteristics of the user such as identity, temperature, or pulse rate. The data could be
stored and retrieved. It could be transmitted wirelessly to a phone or other device could
be manipulated and displayed in graphs by using a related app.

Smartness Dimensions Related to Internal Regulation. With self-monitoring, X
could track the rate at which water was consumed. It might monitor the temperature of
the water and even the presence of impurities. It might self-diagnose problems, such as
inadequate or excessive rate of usage or presence of impurities. X might self-correct, if
it had a way of heating, cooling, or filtering the water.

Smartness Dimensions Related to Action in the World. X’s tracking data from its
sensing capabilities might be used actuate a visual signal that communicates the user’s
need to drink water or the fact that the water supply was impure or almost depleted. It
also might communicate with a phone or fitness tracker. X might tighten its opening to
exert control to prevent the user from drinking too rapidly.

Smartness Dimensions Related to Knowledge Acquisition. X could sense data and
then classify it in relation to the types of issues revealed. It would compile a history of
usage including time, place, quantity, and other characteristics of each instance of
usage. Inference or extrapolation from the compiled information could generate sta-
tistical knowledge about usage patterns for individuals and populations, plus details of
individual or group idiosyncrasies.

I imagined the hypothetical water bottle example as a simple if unlikely illustration
of how to use the smartness dimensions. Later I performed a search on “smart water
bottle” and found not only product examples, but product reviews that mentioned smart
capabilities but seemed to focus more on cost and features.

Making Sense of Smart Living, Working, and Organizing 257



5.2 Use Related to a Sociotechnical System, a Hiring System

Imagine that managers of a technology company wanted to explore whether their hiring
system might benefit from greater smartness. They know that their employees are smart
and believe that their processes make sense. Nonetheless, they wonder whether a
smarter hiring system would reduce costs and improve hiring results.

Smartness Dimensions Related to Information Processing. Their current system
contains technology that seems to process information adequately. It captures neces-
sary information, stores it in a database where it is retrieved easily, provides a
straightforward way of manipulating information to generate management reports, and
displays the information in convenient forms. Table 2’s descriptions of extremely
smart information processing seem like science fiction to the managers.

Smartness Dimensions Related to Internal Regulation. Looking at internal regu-
lation highlights important problems in the system, which cannot be viewed as self-
monitoring, self-diagnosing, or self-correcting. In some ways it seems self-organizing,
but the CEO views that as a synonym of excessively improvisational. The CEO
believes the system needs smarter management rather than smarter technology.

Smartness Dimensions Related to Action in the World. They see room for
improvement in sensing the ability of applicants to work with others. Perhaps video or
some other technology might help in detecting antisocial tendencies in applicants.
Smarter actuation might produce a path for interviewing the most qualified applicants
sooner. Smarter coordination might call for better scheduling of interviews. The
communication dimension might lead to wondering whether more interviews could be
done by video and whether interviewers could submit their comments by video.
Smarter control of the process might involve better notifications of due dates and better
feedback related to interview reports.

Smartness Dimensions Related to Knowledge Acquisition. Management believes
that knowledge acquisition is not a significant problem. The sensing, classification, and
compilation of knowledge about hiring seems adequate. They question whether
knowledge from smarter inferences or extrapolations related to examples or abstrac-
tions would make any difference. They like the idea of testing or evaluating the
company knowledge about specific interviewees, but they do not know how that might
be done in a smarter way.

6 Conclusion

This paper presented principles related to smartness, defined smart, presented dimen-
sions related to four categories of smartness, and used two brief examples to show how
those dimensions might be used in thinking about how to make an object or system
smarter. I believe that serious discussion of smart living, working, and organizing
requires clarity about the topic, i.e., a definition of smart and a related series of
dimensions such as those presented here. Obviously, other definitions and sets of

258 S. Alter



dimensions might be proposed. Ideally, alternative perspectives on smartness should be
tested in situations related to the adoption of smart things.

When and How is It Wise to Use Smart Technologies? This paper’s length limi-
tations dictated that it could not explore important topics related to the social benefits,
costs, and implications of using smart technologies. Many examples show that the use
of smart technologies may or may not be beneficial to direct users of those technologies
and to many other stakeholders concerned with topics ranging from privacy and
surveillance through employment, equity, and wealth.

Consider just several types of impacts of just one type of smart device: Reports in
the Spine Journal [5] and in other sources have described “text neck” as a medical issue
related to the stress on neck and postural muscles due to flexing the neck for extended
time spans to look downward at smart phones. Texting on smart phones is associated
with a substantial percentage of car crashes [6]. The social scientist Sherry Turkle
“found that children now compete with their parents’ devices for attention, resulting in
a generation afraid of the spontaneity of a phone call or face-to-face interaction.” [7].
From a different perspective, “Facebook’s former president, Sean Parker, recently said
the platform was designed to be addictive and to ‘consume as much of your time and
conscious attention as possible. …. It literally changes your relationship with society,
with each other … God only knows what it’s doing to our children’s brains’.” [7].
Impacts of other smart objects and systems could be discussed as well, with the range
of topics including “surveillance capitalism” [8], algorithmic justice [9]. dangers of
smart drones [10], and sometimes making everyday life more complicated and less
convenient [11].

In summary, defining smartness and exploring its various aspects is one of the ways
to add care and specificity to discussions of how technical developments have had
major consequences to date and that likely will bring many positive and negative
impacts on living, working, and organizing in the future.
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Abstract. The advantages put forward for so-called Smart working may sound
very appealing. However, it is unlikely that all stakeholder groups involved will
benefit to the same extent, if at all. Many initiatives that seem to be aimed at
development of Smart work systems can be seen to be flawed, since they are
suggested to support empowerment but are expressed in terms of pre-defined
‘best practice’. This inherent paradox leads to consideration of ways in which
innovation could occur that would lead to genuinely Smart systems, harnessing
Smart technologies and empowering engaged actors to co-create meaningful
practice in pursuit of professional excellence. An open, socio-technical systems
approach is suggested to be the way forward.
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1 Introduction

Suggestions have been made that a paradigm shift has taken place since the Millennium
in the way in which work practices are organized [1]. This is said to have been
characterized by willingness of managers to adopt new organizing principles; a decline
in the importance of place in work activities; greater scope for collaboration; employee
autonomy and talent management; and an emphasis on innovation [2]. Advantages put
forward for this, new ‘Smart’ working include a better work-life balance, less time and
money spent on travel, lower rents and running costs for organizations, attraction of
new talent into the workforce and increased productivity [3–5]. At the same time, it is
acknowledged that Smart working requires very careful planning and can involve a
shift of costs from employer to employee. Use of collaborative and mobile technologies
is suggested to support team working and innovation, even though increased isolation
for employees is recognized as a drawback.

A number of questions arise in relation to this suggested shift in management
thinking. First, is there concrete evidence for this apparent trend in management
thinking? If so, it would be expected to be accompanied by changes in relations among
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stakeholders in organizations to reflect new thinking and to deliver the suggested
benefits. There have been many ‘new’ perspectives on change in the past that promised
much but were later abandoned, e.g. Business Process Re-engineering. Secondly, if it
was genuinely desired by decision-makers in an organization to promote ‘Smart’
working, by what means could this be accomplished? The discussion which follows is
intended to address these questions.

In the next section, results of a search for evidence is set out. Some examples are
examined of initiatives advertised as efforts to adopt Smart working in the interests of
all stakeholders. The following section will examine how introduction of Smart
working practices might be effected from a systemic, socio-technical perspective.
Finally, some conclusions are drawn.

2 Smart Working Initiatives

A search for literature on, and examples of ‘Smart Working Practice’ produced rather
disappointing results, both from Google and Google Scholar. It is to be emphasized that
this was not a rigorous or scholarly attempt to uncover material but only intended to be
the type of search an interested manager or business owner might undertake, having
learned of this supposed paradigm shift in management thinking. Several of the doc-
uments revealed in the search were from Governmental or quasi-governmental bodies
and contained useful advice for other organizations wishing to pursue a Smart Working
paradigm. Others were produced by consultants or commercial organizations wishing
to encourage use of their services, e.g. Cisco who supply network technologies. Few
examples of actual Smart working initiatives in organizations emerged.

2.1 The UK Government

The UK Government provides one example of an espoused wish for Smart working. It
has launched an initiative for its services that it terms ‘The Way We Work (TW3)’ [4]
and has set out a set of principles of ‘best practice for Smart working’, suggesting that
in future the Civil Service will: focus on outcomes not process; be empowered by
technology, work flexibly and cost-effectively; collaborate more effectively with other
teams in their own department and other departments; maximize productivity and
innovation, while reducing environmental impact. These aims and principles are dis-
cussed on the Civil Service Blog (2018) [6]. There seems little apparent awareness of
any paradox between publication of ‘best practice’ for benchmarking on the one hand,
and a statement of intent to promote flexibility, empowerment and autonomous inno-
vation on the other. A case study of success is set out, relating to changes in practice at
the Defence Science & Technology Laboratories (DSTL). However, we note that this is
a section of the Civil Service whose whole purpose is to bring about innovation. How
far such policies have met with success in, say, the Treasury, is a matter for conjecture.
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2.2 The European Commission

A guide promoted by the EC on its Website was actually produced by Transport for
London, in conjunction with a not-for-profit organization ‘Work Wise UK’ and dated
2007 [7]. The document offers advice to organizations wishing to embark on changes
towards a Smart working paradigm. Examples are given, such as the Nationwide
Building Society’s move towards ‘Flexible Working’.

The suggested policies on ‘How to Implement Smarter Working’ in this guide
suggest, inter alia: ‘It is important to assess business needs first, as production and
service delivery dictate to a degree the choices that can be offered to staff … It is
important to assess business needs first, as production and service delivery dictate to a
degree the choices that can be offered to staff’ (2007, p. 16).

2.3 Flexibility.co.uk

A Smart Working Handbook [8] is available on-line from flexibility.co.uk. The
organization is stated to bring together expertise from research and opinion, drawing
upon experience and working with large organizations, some of whom are listed as
sponsors. This is more up-to-date and contains useful examples of real organizational
initiatives, but these take the form of snapshots of particular aspects of practice from,
e.g. Volkswagen Financial Services, Credit Suisse, Vodafone, Ofsted. It is stated to
underpin and inform the UK Government TW3 document (see above). The advice and
examples may be useful to those contemplating changing their practice, but not suf-
ficient to enable to realistic evaluation for anyone less convinced.

2.4 Cisco IBSG

The report published by CISCO is persuasive about the suggested paradigm shift [1]. It
refers to a global survey of more than 2,500 ‘end-users and key decision takers’. Smart
Working is said to be the end of an evolutionary process in which technological
developments have enabled organizations to reduce the importance of place in their
activities. Their survey suggests that employees desire to work more flexibly but that
IT-professional capability to deliver Smart systems lags behind. This is not a surprising
conclusion from a company that sells networks. A number of successful initiatives are
cited as examples (presumably from among Cisco customers) but it is interesting that
these focus on enabling systems, e.g. Smart Work Centres in Amsterdam; a women’s
professional network ‘GreenBizStartup’; community Smart work services in Belgium.
The only large organization given as an example of Smart strategy is Cisco itself.

Discussion of Smart working in these technical and business publications refers to
benefits as if these are both automatic and uncontentious, while occasionally
acknowledging a downside, e.g. isolation or higher running costs for employees.
However, any strategy involves choices between the interests of particular stakeholder
groups – customers, employees, investors and society more generally.
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2.5 The Automobile Association

An example of conflicting interests among stakeholders can be seen in the history of
the Automobile Association in the UK. [9] The AA was originally a members’ orga-
nization formed in 1905, funded by motorists’ subscriptions. Uniformed patrol staff
provided roadside services such as breakdown cover. Over a period of some 90 years,
membership grew from 100 to over 15 million, and the range and quality of services
was expanded until there was a fleet of more than 3,500 breakdown vehicles providing
national coverage. The AA became instantly recognizable as a safe and reliable brand.
During the 1990s and early 2000s, further products and services were added, including
publications, a transport information services ‘AA Roadwatch’ and insurance. In 1999,
members voted to end mutuality and sell to a commercial venture. Almost immediately,
the AA was sold on to private equity capital. It became clear that these new owners had
different priorities [9, 10]. Return on investment was prioritized. The workforce was cut
by over 3,000. The number of patrol vehicles was cut from 3,500 to 1,100. Instead of
in-house, recognizable patrolmen, members were likely to receive assistance from any
available local garage sub-contracted by the company. People, particularly women, no
longer felt the same trust in the service. Wachman [11] reports anecdotal evidence of
people being left waiting at the side of the road for hours on end following a request for
assistance. Meanwhile, staff were subjected to greater and greater pressure with close
monitoring of all aspects of work and rigid timing of meal or comfort breaks. Morale
became very low and staff turnover high. However, investors received a high yield and
were very satisfied. Shortly afterwards, the company was sold on again at a profit.

Thus, it can be seen that the AA appeared to be a successful business for many,
often institutional investors requiring a high return on capital. However, use of net-
working, electronic communication and remote working delivered benefits to neither
customers nor employees [12].

2.6 Discussion

A number of the examples revealed in the rudimentary Web search described above
relate to enabling initiatives. It is not difficult to see how small business centres offering
Smart facilities would be attractive to self-employed entrepreneurs, who wish to
operate in an agile way, e.g. keeping in close touch with actual and potential customers
using mobile technologies. However, is this a genuine example of paradigm change?

Barber and Campbell [13] create a discussion on the drive from investors for
companies to reduce their costs in order to generate a short-term surplus. Such
strategies are not sustainable in the longer-term, but this is not the objective. Such
imperatives might be cloaked under suggestions for Smart working. It is recognized, of
course, that there are some industries in which it is possible to produce economies of
scope by investing in new technologies to replace people (e.g. oil, banking, telecom-
munications), but in others human talent and engagement is key to pursuing excellence
and revenue generation as can easily be seen in, e.g. software development, pharma-
ceuticals or fashion [13]. Policies that might, on the surface, appear to be ‘Smart’ may
not survive beyond the short-term interests of a particular interests of a particular
stakeholder group.
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In any organization, there will be a strategic balance to be achieved. Clearly, an
organization must be sustainable in many dimensions – financial, ecological and (socio)
technical. Pursuit of effectiveness in delivering products and services requires profes-
sional education and commitment from staff, but is also dependent upon the financial
viability of the processes involved, at least in the short-term. However, sustainability in
the longer term requires attention to the so-called ‘Triple Bottom-line’ [14, 15]. The AA,
for instance, may be able to deliver a service that is more flexible by getting rid of
dedicated patrolmen and instead buying in services from local garages. As we have seen,
when they attempted to do so, efficiency gains pleased only investors – customers and
employees became disaffected. Smart working requires an optimal balance of skills,
engagement and supporting technologies. Thus, the AA may be able to provide a better
service to members by utilizing a computer-aided dispatch system to direct the closest
and best-equipped patrolman to a particular stranded motorist. At the same time, the
patrolmen may have less stress by travelling shorter distances and the AA fuel costs may
be reduced. As an academic, it is easy to recognize that these benefits may emerge in
such a context. Whether they will emerge, however, depends crucially upon the per-
ceptions and perspectives of the engaged actors within a system of professional service
delivery, and the extent to which they have an opportunity to explore and express them.
Social networks can be viewed as intwined aspects of cultural behaviour. Proposed
change that is not culturally feasible within particular socio-technical environments is
unlikely to succeed [16, 17].

An important point that must be recognized when considering pursuit of benefits
from Smart working is that every engaged stakeholder (customer, investor or
employee) will have a personal, unique view of what is desired in context, and this also
will be subject to redefinition and change over time. Desire by individuals to participate
in, and facilitate change in pursuit of excellence must be a key to genuinely Smart work
systems that deliver benefits to all [18, 19].

The next section of the paper will consider how genuinely Smart work systems
might be co-created.

2.7 Systemic, Socio-Technical Perspectives

Effectiveness in any purposeful activity is a socio-technical phenomenon. People use
tools in order to be productive. Tools are designed for use. Systems for the effective use
of tools by people, to bring about desired outcomes, requires social and technical
elements to be considered together. Thus, a modern, socio-technical approach does not
pursue two separate (social and technical) strands for examination, but one, integrated
whole. Mohr and van Amelsvoort [20] have defined a modern, socio-technical
approach to comprise: ‘The participative, multidisciplinary study and improvement of
how jobs, single organizations, networks, and ecosystems function internally and in
relation to their environmental context, with a special focus on the mutual interactions
of the entity’s … value-creation processes’ (2016, p. 2). This definition is not entirely
satisfactory, however, since it tends to ignore the participation of real human beings,
whose contextual understandings, skills and desires are crucial to the achievement of
‘value-creation processes’.
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Any effort to bring about change in an organization in order to develop Smart
working practices must be considered from a socio-technical perspective. A relevant
question to pose is how far traditional ideas of ‘organization’ can be useful in an age of
Smart living and working. Much of the business literature suggests that an ‘organi-
zation’ was identifiable by its corporate status, brand, distinctive culture and carefully
managed activities. Organizations were associated with formally-defined missions,
such as profit-making or religious observance, and tended to be associated with place–
land and buildings. Any given organizations will have unique characteristics making it
distinctive. As other organizations attempt benchmarking and copying ‘best practice’,
they will probably acquire some of the first organization’s market share or reputation
assets; but those organizations that achieve sustained success are likely to do so
through continuous innovation. As has famously been pointed out [21], the only
sustainable source of competitive advantage for organizations in the long-run is the
‘know-how’ of those who work in them (p. 15). Thus, organizations perceived to be
successful are those within which employee enthusiasm, creativity and team working
are continually engaged. A journey of co-creation is undertaken by engaged profes-
sionals seeking to achieve excellence in their practice, supported and facilitated by
leaders. To what extent is the concept of ‘Smart working’ relevant to such a journey?

Nowadays it is common to consider business activities in terms of webs of value,
often generated through a loose-knit collection of partner companies and individuals
who come together to source, produce and/or deliver a collection of benefits perceived
as a product/service. As Za et al. [22] suggest, gradual blurring of organizational, social
and temporal boundaries has been supported by evolution of new ‘digital ecosystems’,
allowing new products and services across multi-connected, transformative systems of
collaboration, co-operation and learning. Joint ventures, collaborations and out-sourced
activities are increasingly the norm.

It becomes increasingly difficult to express organizational boundaries with clarity –

when someone logs into a social networking site such as FaceBook or LinkedIn, for
instance, are they engaging in business or social activity? Or a combination of both?
Only an engaged individual can tell where such boundaries lie, for them and from
moment-to-moment. What sort of ‘organization’ is Airbnb, for instance? Who are its
members – renters, owners, facilitators? When people engage in purposeful activity,
they often desire to become ‘organized’ so that activities are not missed or duplicated,
methods and channels are chosen, etc. Does this mean that ‘an organization’ has come
into being? Possibilities for Smart working and living have created an environment in
which many things become possible at short notice, with little capital outlay and
collaboration can be supported over wide distances. ‘Organization’ becomes an
increasingly temporary and informal concept. Pop-up restaurants, festivals and galleries
are common examples of ephemeral ‘organization’. Community life may be enhanced
within Smart cities, that enable factors such as government services, transport and
leisure to be ‘organized’ as integrated socio-technical systems. Personal life can be
enhanced through Smart homes that support advanced communication with devices via
an Internet of Things [23]. Where is the boundary between personal and professional
life to be drawn? It may be that the mental model of ‘an organization’ is less helpful
than an alternative view of ‘work systems’ in which actors collaborate, communicate
and use available technologies for particular purposes.
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2.8 Dynamic, Open Systems Approach

In contemplating design of work and/or organization, a systemic perspective is needed.
Checkland [24] discusses emergence in systems. Originally a chemist, he uses the
analogy with chemical elements. The distinctive smell of the household cleaner
ammonia has little to do with the properties of nitrogen and hydrogen atoms, which are
involved in ammonia’s chemical structure (NH3) – the whole is more than just a
combination of its parts. Thus, an organization might be seen as a purposeful whole,
made up of smaller, interacting elements combined in an organized way to bring about
a desired transformation of some kind (see Fig. 1). Since definition depends essentially
on an observer who describes a phenomenon, it follows that purposeful activity sys-
tems will be defined differently according to the perspectives (or what Checkland calls
Weltanschauungen) of the individuals who view them. Thus, a system’s emergent
properties exist only as a reflection of the mind of a person who contemplates them
(p. 671) and chooses to draw a particular boundary around a system of interest [25].
Attempts to define a system from a particular perspective at a given moment in time can
only result in a ‘snapshot’ view, meaningful to a particular observer only.

When a systemic lens is turned upon the nature of organization, it is possible to
perceive that a higher order of complexity is involved. As Mumford [26] points out,
organizations can be perceived as dynamic and open systems – elements continually
entering, interacting and/or leaving over time. Thus, an organizational system’s
uniqueness derives from the qualities of the individual people who create and recreate it
on an on-going basis by their participation and mutual interactions. Furthermore, as
Bednar [27, 28] suggests, individual emergence is worthy of special consideration in
relation to organizational systems, since it would be naïve to regard people simply as
interchangeable ‘units’ of labour. Uniquely of all systemic elements, human beings
may exhibit emergent properties greater than those of the whole system within which
they interact, since human lives transcend any particular organizational context and
human life is reflexive – we recreate ‘ourselves’ on an ongoing basis through expe-
rience and learning. Participants’ roles, relations and perspectives in organization

Fig. 1. System Views: A – organization as an emergent whole comprising hierarchical sub-
systems (adapted from Checkland, 1999), contrasted with View B – organization as an emergent
property of interactions among individual actors (adapted from Bednar, 2007; 2008).
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overlay one another and subsist in a constant state of flux. An organization may be
viewed, therefore, as a complex social-technical system, affected by aspirations,
behaviour and values of individuals within it [29]. Indeed, it is the interactions among
engaged actors on an on-going basis that co-creates and re-creates which is recog-
nizable as ‘organization’ (Fig. 1, System View B). Schein uses the term ‘organizational
culture’ to reflect these recognizable characteristics.

All of this demonstrates the challenges involved in design of flexible, dispersed
organizational systems to promote creativity and autonomous, continual innovation.
Furthermore, attempts to separate technologies underpinning Smart living and working
from the activities of the individuals whose desires are supported seem increasingly
unhelpful. Kappelman et al. [30] point to a study carried out by the Society for
Information Management, in which it is established that business-IT alignment is still
the first concern of senior managers of companies around the world. Such ‘alignment’
has been a focus of discussion in IS circles for a generation [31]. However, in the early
years of the IS discipline, Langefors [32] had already pointed out that a need for
reporting was a crucial feature of management roles, and that it was therefore
impossible to draw a meaningful distinction between Information System and orga-
nization – the latter’s structure being crucially influenced by the former (p. 53). Since
Langefors time, technological developments have gone far beyond reporting of man-
agement data, to pervade production and delivery of desired outcomes. It is suggested,
therefore, that a concept of alignment between separate organizational sub-systems is
not a useful construct. The idea is now receiving recognition that dynamic co-evolution
of socio-technical elements is more relevant [33, 34]. A contemporary socio-technical
approach is therefore required to support an on-going journey towards excellence.

2.9 Creating Smart Work Systems

A contemporary Socio-Technical perspective can be seen as a cornerstone of discus-
sions about the human agency in the pursuit of Smart working. Phenomena such as
human use and engagement with mobile technologies, the Internet of Things, or social
networking as an intertwined aspect of mainstream cultural behaviour are factors all
that have potential to promote or inhibit major changes in organizations and in society
[35]. These changes, however, must be designed and created. Such design must focus
on individuals and groups, according to a philosophy of human-centred design [36],
and by taking into account systemic interactions among people and technologies
[26, 37, 38]. Technical systems must be seen to be intrinsically incomplete, and
therefore continually open to design and redesign in relation to human engagement
[39]. It is possible to point to a double-helix relationship of use and reflection-upon-use
in relation to IT artefacts, driving this process onwards [40]. Thus, design and re-design
of socio-technical systems must be conceived as a continuous process involving
innovators and recipients dealing with complex and evolving artefacts [26]. This
process cannot be decoupled from soft, social, cultural and even psychological com-
ponents of individual and organizational experience [35, 41]. Conceptually, we can
distinguish between design of a new artefact, and design of systems for use of that type
of artefact in real-world contexts, by real people, pursuing their own desired activities.
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In practice, socio-technical systems are indivisible as they form dynamic, evolving
‘wholes’ through human agency.

It can therefore be demonstrated that human action, and interface with changes in
personal and organizational life, are driven by desire. Too often, this crucial factor has
been overlooked in efforts to develop and exploit new ideas for IT artefacts and systems
[18]. Too often, consultation about ‘requirements’, followed by a phase of ‘beta test-
ing’ have been considered all that was necessary as engagement with human motiva-
tion to use designed products. However, if organizations wish to achieve innovation
through a process of autonomous evolution in working practices, human desire must
become a central focus. There are motivating factors for use of mobile and Smart
artefacts that might be described as ‘fun’, e.g. to be able to keep in touch with friends
via social media, play games or to stream music and film. People may be motivated by
factors equally compelling in the work environment, i.e. to engage with fellow pro-
fessionals in carrying out tasks effectively to achieve professional excellence [17].

While designers may give adequate attention to the technical workings of artefacts
and the ways in which they can be exploited for Smart working, this is often limited to
a perspective we might term first order. Here, a socio-technical system, incorporating
mobile devices, intelligent agents, and including human use of that system, form what
is understood as a system of work. The boundary of this system is perceived as limited
by the extent of artefacts, direct human use and interaction. It may be relevant here to
reflect upon Alvesson’s commentary on emptiness [42] in contemporary social sys-
tems. People seeking for growth in satisfaction sometimes focus not on real, economic
improvements or improved utility in products, but rather on relative or positional
satisfiers – e.g. ‘my mobile phone has a better camera than yours’. Those who wish to
support design of genuinely Smart working and living environments need to avoid a
similarly empty response, as people engage with rhetoric and policy, rather than
genuine professional commitment.

It is suggested that system design requires specific attention to the factor of desire-
for-use. This can only be achieved within a second-order interpretation of relevant
socio-technical systems. Here first order elements are considered together with other,
further, inter-human communication within a work system (or other human activity
systems in social contexts such as communities and groups) [19]. Viewed in this way, a
work system (organization) can be seen to be both ephemeral and limited only by
perceived boundaries of social networks out of which it is created. Desire to engage
with such a system can only arise through opportunities for human agents to create and
explore these boundaries for themselves. Designers then take the role of interested and
supportive ‘by-standers’, taking a holistic approach in supporting actors to build sys-
tems that can contribute to empowerment for use [19, 43]. If human agents are to be
supported to pursue excellence in their professional environments, then they need
appropriate support to create purposeful revisions of contextuality – to explore and
shape the contextual dependencies inherent in their working lives [16], and to design
innovation in working practices from a socio-technical perspective. Every aspect of
socio-technical change requires a human-centred design perspective, whether work
systems comprise people-to-people interactions, machine-to-machine interactions, or
combinations of both [44]. Professionals are distinguished by their ability to reflect
upon practice of a professed skill set in context, and to relate these reflections to a body
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of standards and values transcending their immediate job role, and to interact with other
professionals in doing so. Often, this involves membership of wider ‘landscapes of
practice’ – formal and informal [45]. It is these interactions, and those of professionals
with other stakeholders within and outside of work environments, that continually
co-(-re)create ‘organization’. Engaged professionals pursuing excellence will engage in
extra role behaviour, e.g. experimenting, making suggestions for improvements,
innovating methods or making efforts to help others in their professional roles. They
are likely to bring experiences from other socio-cultural dimensions of life into their
reflections upon practice [46]. It is through such attachment to a transcendent system of
values, standards and experience that we recognize a professional at work.

Unfortunately, the world of business is full of examples where a human focus is not
apparent [47]. In banking, for instance, there are examples of whole processes
becoming automated through use of intelligent agents that can read and assimilate text
rapidly and can also observe human-customer interactions in order to learn by expe-
rience. This, managers and system designers claim, frees human staff members to deal
with the more complex issues needing experience and discretion to solve [48, 49].
Bank directors may consider this to be contributing towards Smart Working. However,
a question arises how in future human agents will acquire deep knowledge of task
performance in order to be able to develop experience, use discretion and/or promote
innovation. Such attempts appear to be grounded in first order thinking.

Even where there is a focus upon human agents as part of a socio-technical system,
innovations are not always designed in such a way as to support collaborative pursuit of
excellence. An example is explored by Solon [50], who relates how Amazon have
patented a bracelet to be worn by staff working in its warehouses. This uses ultrasonic
tracking to identify the precise location of each worker’s hands. A buzzing sensation
against the hand alerts the wearer when moving away from the target warehouse bin. It
is intended to speed up the picking process against certain performance measures. In
public statements, the company asserts that this technology will be helpful to
employees – saving them time and freeing their hands from scanners and their eyes
from screens. Suggestions that performance monitoring is the real purpose of the
wristband is dismissed by the company as ‘misguided speculation’. Interestingly,
however, examination of the actual registered US patent describes the purpose of the
device as ‘radio frequency based tracking of a worker’s hands to monitor performance
of inventory tasks’ [51]. Thus, it can be seen that Smart working does not always
produce rewards for all involved stakeholders.

Leaders of organizations may seem to recognize that investment in enabling
technologies must be combined with redesign of whole working systems [3]. However,
it becomes ever more necessary to ask the question from whose point of view resultant
systems may be regarded as Smart, genuinely socio-technical or supportive of a
journey towards professional or organizational excellence? Such initiatives often
appear to be motivated by a wish to achieve cost savings, yielding greater returns for
investors, rather than developing excellence through Smart working. It may be
worthwhile to reflect, here, that efficiencies are often an expensive luxury in practice –
achieved only by sacrifice of other, valuable assets. Too often, it appears that policies
suggested to encourage innovation and Smart working are not translated into effective
change [42]. Smart working practices are not always rewarded in practice, but rather
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incentives are applied in such a way as to create disorder and unintended, negative
consequences. We see this in personal life as individuals become attached to Smart
mobile devices and social media to an extent that may amount to addiction. The
intended opportunities to stay connected, access leisure facilities and eCommerce can
lead to fear of ‘missing out’ on desired contacts and an unreasonable focus on artefact
use. In organizations, people may wish to be seen to carry out policies promoting
innovation, rather than genuinely understanding or desiring beneficial outcomes from
those policies. The resultant distortions in practice may lead to the opposite of
excellence. Ciborra [52], drawing on Heidegger, distinguishes between two types of
indication discernible in organizational life and discourse. The first, he terms illusory
appearances: the set of ideas and models that are readily espoused in the domain of
organizational theories or consulting models (p. 176). These can lead to taken-for-
granted assumptions that are not challenged, stifling responsiveness and innovation
[53]. The second he labels apparitions, which belong to a space that cannot be filled by
any model, surfacing in informal communication that host ‘the unexpected aspects of
organizational life’ (p. 177). Only the latter that can actually illuminate investigations
into the desires of engaged actors for beneficial change. Again, it is clear that those who
desire the benefits of Smart working within co-evolving socio-technical systems need
support to engage in inquiry into contextual dependencies and thus unveil their desires
and possibilities from use of innovative processes.

Efforts to assess the benefits of any particular innovation need to take into account
both the positive and negative factors that may arise [54]. However, it is possible that
those who seek for beneficial change will ask the question ‘What are the negatives of
the current system/behaviour?’ in conjunction with the question ‘What are the benefits
to be expected from the posited future system/behaviour?’ and use this as the basis to
initiate action. However, in doing so they have neglected to ask the questions ‘What are
the negatives of the future system/behaviour?’ and ‘What are the positives of the
current system/behaviour?’ Both of these questions are relevant to consider in taking an
open systems perspective, and their neglect is likely to detract from achievement of
desired outcomes [55] (p. 44). Such a problem seems likely to occur when managers
have published policies for ‘best’ practice in advance of any particular innovation in
pursuit of Smart working.

In pursuit of professional effectiveness, the potential to go beyond the basic
requirements of a role in order to create new boundaries involves a higher order of
reflection. It becomes possible only through commitment to on-going reflection upon
competence (Bateson)64 in which the individual concerned is reflecting not only upon
experience, but upon the process of reflecting on exercise of judgment. This devel-
opment of a learning ‘spiral’ may be regarded as an exercise in practical philosophy. In
a socio-technical context, such a spiral must be generated through collaborative
inquiry. Figure 2 provides a summary of a contemporary, socio-technical approach to
design of Smart working systems. It shows how individuals interact within an orga-
nizing space, each with unique experiences of inherent contextual dependencies arising
around their professional roles, and bringing their unique life experiences into the
space. This figure therefore reflects multiple boundaries drawn from the perspectives of
different human actors within the space. Recognition is given to individual emergence,
showing how human lives transcend the space that forms current system(s) of interest.
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Individuals interact within an organized working system, continually creating and
recreating it. This system of interest is open and dynamic as different people, in
multiple roles and with unique perspectives join, interact in and leave the system. These
interactions overlap with a co-created system of inquiry into meaningful action that
supports continual (re)co-creation through interaction, reflection and learning [17, 46].

3 Conclusion

The evidence of a paradigm shift towards Smart working practice in organizations is
not entirely convincing. It is important to recognize the potential benefits that such a
shift might realize for different stakeholder groups, but at the same time to understand
that Smart working strategy requires a balancing between differing interests. Benefit
realization is not automatic. Desire for the benefits of Smart working may genuinely
exist within an organization, but inertia may mean that such aspirations are not
translated into action. Where desire for Smart working does exist, even the greatest
advocates may inadvertently sabotage realization of these aims in practice [56]. Such
phenomena have been well documented in the past, e.g. the (1928) comment of
American Justice Louis Brandeis on the role of governments, inscribed in the Capitol
Building ‘The greatest dangers to liberty lurk in the insidious encroachment by men of
zeal, well-meaning but without understanding’ (Brandeis). People may desire to engage
in Smart working, resulting in demand for greater access to supportive services. How is
such demand to be articulated, assessed and acted upon? Organizational leaders may be
ambitious to support Smart innovation. However, consideration of support for mean-
ingful practice, and learning for meaningful practice are required in order to bring about
such a transformation [17, 57, 58] and this aspect is frequently over-looked. Argyris

Fig. 2. A contemporary socio-technical approach to engagement with smart working
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[56] suggests: ‘It is not possible for human beings to engage de novo the full com-
plexity of the environment in which they exist. Life would pass them by. Human beings
deal with the challenge by constructing theories of action that they can use to act in
concrete situations’ (p. 8).

It can be seen that a rational planning model to expand organizational choices
involves an inherent paradox. Since any observation must, by definition, be made by a
particular observer, adoption of a ‘neutral’ stance cannot be achieved in practice. This
means that those who espouse rational planning are unaware that any data they gather
about a dynamic and constantly recreated problem space is inherently misleading. In
particular, the concept of ‘best practice’ is a dangerous one. It is possible to observe the
practice of others, consider it in relation to our own contextual experiences and desires,
and learn from it. However, attempts to copy practice from one unique context to
another are unlikely to yield unsatisfactory results. Only a human-centred stance,
recognizing that organizations subsist from moment-to-moment as self- creating,
dynamic and open systems, is likely to lead to success in Smart innovation (see Fig. 2).
Thus, if expressions of aspiration for Smart working are to lead to design of socio-
technical systems that are experienced as Smart by professional human agents, support
for professionals to explore their contextuality in pursuit of excellence must be more
appropriate than policies setting out principles for supposed ‘best’ practice.
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Abstract. ‘Habit’ was the most important theoretical addition into UTAUT2 to
challenge the role of behavioural intention as a lone predictor of technology use.
However, systematic review and meta-analysis of Price value the other
UTAUT2 additional construct revealed major inconsistency of the model with
just 41% UTAUT2 based studies including the construct in their research. Thus,
the aim of this research is to understand the appropriateness of ‘habit’ construct
usage among UTAUT2 based empirical studies and their reason for omission or
inclusion. The findings from 66 empirical studies revealed only 23 studies a
meagre (35%) utilised ‘habit’ construct and the remaining massive 43 studies
(65%) excluded the construct from their research model. The major reason for
studies not including “habit” construct was they were examining users of new
technology at early stage of adoption where sufficient time hasn’t elapsed for
users to form habit. Moreover this study caution the use of experience as an
alternative for habit. Since experience can be gained under mandatory settings
which is not sufficient enough to form habit that occurs more naturally under
voluntary settings. This study also provided number of recommendations for
theory and practice based on the findings.

Keywords: Meta-analysis � Habit � UTAUT2

1 Introduction

Understanding why individuals accept or reject information technology (IT) is a mature
stream in the contemporary information systems (IS) arena and constantly examined for
two reasons: new technologies are rapidly evolving and finding their place both in
organisations and society; and the IS failure rate continued to be high [1]. Unified
theory of acceptance and use of technology (UTAUT) developed in the organisational
context emphasising on the utilitarian value (extrinsic motivation) through exhaustive
review, mapping and integration of constructs from eight dominant technology adop-
tion models is the most comprehensive model in explaining individual technology
acceptance and use [see 2 for review]. The latest extended version of UTAUT popu-
larly referred to as UTAUT2 comprises of three new constructs such as hedonic
motivation, price value and habit focused on consumer context emphasising on hedonic
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value (intrinsic motivation) of technology users to be more relevant to emerging
consumer technologies. However, in the UTAUT2, voluntariness of use was dropped
as a moderator since consumers have no organisational mandate and in many situa-
tions, consumer behaviour is voluntary [see 3 for review]. The predictive ability of
UTAUT2 theory was much higher explaining about 74 percent of the variance in
consumers’ behavioural intention to use a technology and 52 percent of the variance in
consumers’ technology use [4].

The UTAUT2 model has already garnered more than 2500 citations despite its
recent introduction in the year 2012, spanning from IS field and beyond emphasising
on its predictive ability. However, systematic review of 650 UTAUT2 citations
revealed 77% of the studies cited UTAUT2 for generic purpose without employing its
constructs whereas the remaining 23% of studies, even if they utilised UTATU2, did so
in combination with external theories omitting some of its original constructs with rare
inclusion of moderators [see 5 for review]. Moreover, extant literature review on
UTAUT2 additional constructs such as Price value have revealed major inconsistency
on its usage with just 41% studies including the construct in their research model [see 6
for review]. ‘Habit’ was the most important new theoretical construct added into
UTAUT2 model as a key predicator of technology use to challenge the role of beha-
vioural intention as a lone predictor of technology use. To that extent habit as an key
alternative mechanism in predicting consumer behaviour is lauded in the Journal of the
Association for Information Systems (JAIS) special issue on the technology acceptance
model (TAM) [3]. Thus, integrating ‘habit’ into the UTAUT2 will act as overarching
mechanism and complement the focus of theory on intention as key driver of use
behaviour. ‘Habit’ is function of both behavioural intention (BI) and use behaviour
(UB) in the UTAUT2 model. HA ! UB path was based on Habit/automaticity per-
spective (HAP) [7], which states use behaviour occur automatically as a result of past
habits without formation of evaluation and intention. Whereas, HA ! BI path was
based on the instant activation perspective (IAP) [8] where use behaviour is considered
as accelerated form of conscious use and perceived as function of behavioural intention
such that past use habit will not weaken evaluation ! intention ! usage relationship.

Given the preceding discussion on centrality of habit construct as a key predicator
of technology use and inconsistency among usage of UTAUT2 model on its entirety.
This study is intend to evaluate appropriateness of habit construct usage among
UTAUT2 based studies and aims to provide guidelines to future researchers on suit-
ability of various context to operationalize ‘habit’ construct in their research. This study
intends to achieve this through fulfilment of the following objectives:

• Identify studies that used UTAUT2 model as their underpinning theory and omitted
‘habit’ in their research model and reason for omission.

• Identify various antecedents/dependant variables of ‘habit’ and their significance.
• To conduct meta-analysis of the empirical studies to understand the convergence

and divergence of various ‘habit’ path relationships and their performance.

The next section of this paper i.e. Section 2 describes the research method
employed in this study; Sect. 3 will present the findings of meta-analysis and narrative
review from empirical studies that utilized ‘habit’ construct. This will be followed by
discussion in Sect. 4 and conclusion in Sect. 5.
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2 Research Method

This study employed combination of “narrative review”, “citation reference search”
and “meta-analysis” approach to synthesize the existing research findings that opera-
tionalized ‘habit’ from the UTAUT2 model in understanding individual technology
adoption [4, 9, 10]. Meta-analysis enables to establish true effect size of various
relationships of population through accumulation of effect sizes from individual studies
facilitated by statistical techniques [10–13]. It allows to discover new knowledge that is
undetectable otherwise in the isolated parcels of data scattered amongst individual
“primary” studies [14]. Cited reference search for Venkatesh, Thong [3] article in
Scopus and Web of Science database from March 2012 to March 2017 resulted in
1,320 papers (823 from Scopus; 497 from Web of Science). On further scrutiny, it was
identified that 452 citations were common in both databases resulting in 868 unique
citations for UTAUT2. Out of 868 articles, 650 were fully downloadable and 147
utilized at least one UTAUT2 construct whereas the remaining 503 articles just citied
UTAUT2 for generic reason [see 5 for review]. Out of 147 studies, only 66 studies
were empirical in nature to perform meta-analysis and hence the remaining studies
were discarded from the scope of this research since they were neither empirical in
nature nor did they report relevant data for meta-analysis. This leads us to the next
stage of this study to screen 66 UTAUT2 based empirical studies to identify opera-
tionalization of ‘habit’ construct and appropriateness of its usage.

3 Findings

This section presents narrative review and meta-analysis findings of the 66 UTAUT2
based empirical studies based on the usage of habit construct. The findings resulted in
classification of 66 studies broadly into two categories: (1) studies not utilizing habit–
43 studies; and (2) Studies utilizing habit – 23 studies.

3.1 Review of Studies not Using ‘Habit’

Majority of the 66 UTAUT2 based empirical studies (i.e. 43) did not operationalize
‘habit’ in their research. Out of 43 studies that did not use ‘habit’ in their research
model only 10 studies employed use behaviour (UB) [e.g. 15, 16] as their outcome
variable with all of them utilizing behavioural intention (BI) as their immediate ante-
cedent. Whereas BI was the most operated outcome variable with 31 studies hypoth-
esizing BI [e.g. 17, 18] as their final outcome variable. Finally, there were couple of
studies that employed radically new outcome variables apart from BI and UB such as:
(1) Location disclosure on location based social networking applications [19] and
(2) Disclosure of information about others in social network sites [20].

Table 1 presents findings of in-depth examination of these 43 studies across various
contexts such as respondent types and system/technology examined to ascertain their
convergence and divergence. This resulted in advent of eight broader categories based
on the system/technology examined with 20 studies mobile technologies emerged as
the topmost category. Social networking sites emerged as the second most studied
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category with five examinations. Whereas, five categories such as (1) Education,
(2) Internet banking, (3) Music as a service, (4) Smart home devices and (5) Wearables
jointly occupied the third category spot with two examinations each. Finally, the
‘others category’ involved eight studies that were not able be classified readily under
any of the above seven categories as seen form Table 1.

In terms of respondents, the researchers examined six different types of techno-
logical users across 43 studies. Consumers emerged as the most researched user type
with as large as 25 examinations. Students were the second most examined respon-
dent’s type with 14 studies involving them to validate their research model on range of
technology use. For instance, students were used as respondents to evaluate people
willingness to pay for music as services [21] and information disclosure about others in
social network sites to mention a few [19, 20] see Table 1 for exhaustive list. Finally,
the remaining four respondents’ types were examined on one instance each:
(1) “Tourists” responses to mobile augmented reality travel guide [22]; (2) “Citizens”
adoption of e-government [23]; (3) “Teachers and Students” difference in podcasting
acceptance on campus [24]; and (4) “Software developers” adoption intention to use
existing software products [25].

3.2 Reason for Studies not Using ‘Habit’

This section explains the reason behind 43 studies that adapted UTAUT2 as under-
pinning theory for their research and excluded one of its core constructs ‘habit’ from
their final research model. Five major categories emerged as reason for studies not
using ‘habit’ construct as seen from Table 2. The basis for classification of these five
categories are explained in detail along with instances of quotes from actual studies in
italics.

3.2.1 New Technology at Early Stage of Adoption
Twelve studies fell under this category as they did not use ‘habit’ since they were
examining new technologies in introduction stage of the product life cycle with usage
only among early adopters. Consumers tend to generate habit for particular technology
or product after prolonged use especially during growth stages of product life cycle.
For that reason few researchers examining early adopters recommended usage of
“habit” construct in future (three such studies [21, 29, 39]) after sufficient time has
lapsed from product launch and users developed habit for technology under investi-
gation. For instance, Oliveira et al. [28] study on understanding consumer intention
towards mobile payment in Portugal excluded ‘habit’ for the following reason:

“The habit construct was not included in the research model since mobile payment is a
relatively new technology that has not yet gained sufficiently widespread use among consumers
to generate a habit”

Whereas Ramantoko et al. [48] study on exploring consumers behavioural intention
to use home digital services in Indonesia omitted ‘habit’ stating the following reason:

“….the authors seek to understand characteristics in the early stage of adoption, where factor
Habit was not taken into consideration. The authors’ prejudice considers that Habit did not
exist among the respondents during the time of study”
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Table 1. Classification of studies not using habit construct

S
N

Themes/Technology
examined (with frequency)

Respondents type
(with frequency)

Citations

1 Mobile technologies (20)
Mobile payments (7) Consumers (6) Jia et al. [26]; Koenig-Lewis et al.

[27]; Oliveira et al. [28]; Qasim and
Abu-Shanab [29]; Shaw [30]; Slade
et al. [17]

Students (1) Teo et al. [31]
Smart phone adoption (3) Consumers(3) Choudrie et al. [32]; Gao et al. [33];

Gao et al. [34]
Mobile learning (2) Students (1) Bere [35]

Consumers (1) Wong et al. [36]
Mobile banking (2) Consumers (2) Alalwan et al. [15]; Mahfuz et al. [37]
Interactive mobile
technologies (IMT) in hotels
(1)

Students (1) Wendy Zhu and Morosan [38]

Mobile advertising (1) Students (1) Wong et al. [18]
Mobile applications (1) Consumers (1) Lu et al. (2017)
Mobile Augmented Reality
(1)

Tourists (1) Kourouthanassis et al. [22]

Telebanking (1) Consumers (1) Alalwan et al. [16]
Usage of Mobile devices in
private clubs (1)

Consumers (1) Morosan and DeFranco [39]

2 Social Networking sites (5)
Information sharing in SNS
(1)

Students (1) Hajli and Lin [40]

Location disclosure on LB-
SNAs (1)

Students (1) Koohikamali et al. [19]

Information disclosure in
SNS (1)

Students (1) Koohikamali et al. [20]

Facebook usage (1) Students (1) Lallmahomed et al. [41]
Purchase intention in Social
networking sites (1)

Students (1) Sharifi fard et al. [42]

3 Education (2)
Informal learning context (1) Students (1) Lai et al. [43]
Podcasting in higher
education (1)

Teacher and
Students (1)

Lin et al. [24]

4 Internet banking (2) Consumers (2) Chaouali et al. [44]; Salim et al. [45]
5 Music as a service (2) Consumers (1) Wagner et al. [46]

Students (1) Wagner and Hess [21]

(continued)
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The study of Wagner and Hess [21] on freemium usage of Music as a Services of
students in Germany was one of the three instance when ‘habit’ was recommended to
be used in future studies stating the following reason:

“… results indicate that separating free and premium products can increase people’s intention
to use the premium version. However, lock-in effects resulting from the free version may also
have a positive effect on users’ willingness to pay. Future studies should therefore focus on
habit and the resulting lock-in effect in detail”

Table 1. (continued)

S
N

Themes/Technology
examined (with frequency)

Respondents type
(with frequency)

Citations

6 Smart home devices (2)
Household Technology
acceptance (1)

Consumers (1) Ahn et al. [47]

Home Digital Services (1) Consumers (1) Ramantoko et al. [48]
7 Wearables (2)

Wearable healthcare
technology

Consumers (1) Gao et al. [49]

Pervasive Information
Systems (Google glass)

Consumers(1) Segura and Thiesse [50]

8 Others (8)
Online shopping intention for
agricultural products (1)

Students (1) An et al. [51]

Crime prevention using IS
(1)

Consumers (1) Cvijikj et al. [52]

Purchase intention of electric
vehicles (1)

Consumers (1) Degirmenci and Breitner [53]

E-government adoption (1) Citizens (1) Lallmahomed et al. [23]
Biometric e-gates in airports
(1)

Consumers (1) Morosan [54]

Broadband Technology Use
(1)

Students (1) Muraina et al. [55]

Software reuse adoption
individual perspective (1)

Software
developers (1)

Stefi [25]

E-books (1) Students (1) Yoo and Roh [56]
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3.2.2 Alternative Construct
Lin et al. [24] only study in this category examined difference in perspective of
“Teachers and Students” podcasting acceptance on campus in Germany included prior
experience a construct similar to habit stating the below reason:

“…..as an individual learns by doing, prior experiences with a technology is likely to impact
perceptions of the amount of effort required to subsequently use the technology.”

3.2.3 Extensive Usage of Habit
Ahn et al. [47] lonely study in this category examined consumers sustainable house-
hold technology acceptance in the USA and found ‘habit’ among extensively studied
construct to justify their exclusion from their research model. Their reason for exclu-
sion is as follows:

“…..household energy saving has been studied by environmental psychologists with the topics
of motivations, behaviours, habits and interventions”

Table 2. Reason for studies not using habit construct

Category
type

Frequency Description Example citations

1. New
technology at
early stage of
adoption

12 Studies in this category
examined users at nascent
stages technology adoption
to with some of them
recommending usage of habit
in future.

Alalwan et al. [15], Alalwan
et al. [16], Oliveira et al.
[28], Ramantoko et al. [48];
Wagner and Hess [21]

2. Alternative
construct

1 This study used construct
similar to habit.

Lin et al. [24]

3. Extensive
usage of
habit

1 Habit construct extensively
studied in this research
context.

Ahn et al. [47]

4. Out of
Scope

1 This category perceived habit
construct as an inappropriate
context for technology under
investigation.

Mahfuz etb al. [37]

5. No reason 28 These studies did not provide
any reason for not including
habit in their structural model

Bere [35], Hajli and Lin
[40], Salim et al. [45],
Slade et al. [17]
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3.2.4 Out of Scope
Mahfuz et al. [37] is the last of single study category that omitted habit along with
hedonic motion since they perceived both these constructs were out of scope of mobile
banking adoption in their research of cultural dimensions and website quality influence
on Consumers Mobile banking services in Bangladesh. Their reason for exclusion is as
follows:

“…..author omitted hedonic motivation and habit from the conceptual mode due not directly
related to the mobile banking adoption…”

3.2.5 No Reason
Majority of the studies (i.e. 28) fell under category 5. Studies under this category
although utilized UTAUT2 as their underpinning theory and developed their model
without ‘habit’, they did not provide any reason for omitting the construct from their
research model. Such instances include but not limited to understanding determinants
of students mobile learning technology acceptance and use in South Africa [35] and
factors affecting consumers Internet banking implementation in Sudan [45].

3.3 Review of Studies Using ‘Habit’

Unlike UTAUT2 based empirical studies that did not utilize ‘habit’, more than half of
the studies that utilized ‘habit’ (i.e. 13 out of 23 studies) employed use behaviour as
their outcome variable. All these 13 studies mapped ‘habit’ as an antecedent of both
behavioural intention and Use behaviour in similar lines of UTAUT2 to research
technologies in growth/mature stages of product life cycle rather than nascent stage
since users develop habit over a period of time after product utilization. Such instances
include examining actual adopters habitual behaviour towards Internet banking adop-
tion in Jordan [57] and examination of students habitual use of learning management
system in Malaysia that received limited attention [58]. Whereas, habit was mapped
only to BI in seven studies that operated BI as outcome variable with instances ranging
from understanding consumers’ Omni channel purchase intention behaviour in Spain
[59] to students usage of Facebook as learning tool in Spain [60]. Apart from BI and
UB, three studies employed completely new outcome variables such as: (1) Job offer
success [61]; (2) Consumerization [62]; and (3) Job seeker unemployment duration
[63]. Table 3 summarizes the various path relationships of ‘habit’ against various
dependant variables, independent variables and moderators with their significance
across 23 studies. Apart from being an antecedent on most instances, ‘habit’ also has
few antecedents acting as a dependant variable.

3.3.1 Habit as an Antecedent
‘Habit’ served as an antecedent of six dependant variables across the span of 23 studies
where it was used. It most often served as an antecedent of Behavioural Intention
(BI) with 18 studies employing HA ! BI path relationship in examining a range of
technology adoption. Out of 18 studies, 15 studies found the path relationship HA
BI to be significant [e.g. 57, 64, 65] whereas the remaining three studies [58, 59, 66]
reported insignificant values for this path. Use Behaviour is the second most examined
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Table 3. Summary of habit path relationships

S
N

I.V. D.
V. (Mod)

Total Sig Citations (Sig) In. Sig Citations (In. Sig)

1 HA BI 18 15 Alalwan et al. [57],
Ali et al. [64],
Baptista and Oliveira
[65]

3 Ain et al. [58], Juaneda-
Ayensa et al. [59],
Raman and Don [66]

2 HA UB 13 11 Järvinen et al. [68],
Nair et al. [69],
Chong [73]

2 Ain et al. [58], Raman
and Don [66]

3 HA BI (Gen) 3 0 None 3 Baptista et al. [74],
Wong et al. [75],
Ramírez-Correa et al.
[76]

4 HA BI (Age) 2 0 None 2 Baptista et al. [74],
Ramírez-Correa et al.
[76]

5 HA BI (Exp) 1 0 None 1 Ramírez-Correa et al.
[76]

6 HA UB (Gen) 2 0 None 2 Baptista et al. [74],
Ramírez-Correa et al.
[76]

7 HA UB (Age) 2 0 None 2 Baptista et al. [74],
Ramírez-Correa et al.
[76]

8 HA UB(Exp) 1 0 None 1 Ramírez-Correa et al.
[75]

9 HA PE 1 1 Herrero and San
Martín [70]

0 None

10 HA CN 1 1 Dernbecher et al. [62] 0 None
11 HA PR 1 1 Escobar-Rodríguez

and Carvajal-Trujillo
[77]

0 None

12 HA CN(SI) 1 0 None 1 Dernbecher et al. [62]
13 HA DCC 1 1 Morosan and

DeFranco [71]
0 None

14 MSUH BI 1 1 Jia et al. [72] 0 None
15 MPUH BI 1 1 Jia et al. [72] 0 None
16 OSH BI 1 0 None 1 Jia et al. [72]
17 CPUH BI 1 0 None 1 Jia et al. [72]
18 OSH MPUH 1 1 Jia et al. [72] 0 None
19 MSUH MPUH 1 1 Jia et al. [72] 0 None

(continued)

Use of ‘Habit’ Is not a Habit in Understanding Individual Technology Adoption 285



dependant variable with 13 studies utilizing ‘habit’ as its antecedent. The path rela-
tionship HA ! UB reported significant results on 11 instances [67–69] and the
remaining two studies [58, 66] reported insignificant path values.

‘Habit’ is used as an antecedent of four other constructs apart from BI and UB, such
as: (1) Performance expectancy (PE) in understanding consumer’s intention to share
user generated content in social network sites [70], (2) Consumerization (CN) of
information technology among European university students [62], (3) Perceived rele-
vance (PR) of Facebook as a social media learning platform [60], and (4) Degree of co-
creation (DCC) in understating consumers co-creation of value in hotels using mobile
devices [71]. The path relationship was significant on all the four instances and need
more examination in future to improve the validity. Age, gender, experience and social
influence (SI) moderated the path relationships among the path HA ! BI, HA ! UB
and HA ! CN on various combinations and found to be insignificant on all instance as
seen from Table 3.

In the pursuit, to understand effect of consumers technology use habits on their
continuous intention to use mobile payments the study of Jia et al. [72] employed four
different forms of consumer habits: (1) Mobile service usage habit (MSUH), (2) Mobile
payment usage habit (MPUH), (3) Online shopping habit (OSH), and (4) Cell phone
usage habit (CPUH). These four constructs had various path relationships between
themselves and BI as seen from Table 3. Out of seven different paths, five were
significant except for two paths between OSH ! BI and CPUH ! BI that were found
to be insignificant. Thus, consumers Online shopping habit and cell phone usage habit
does not translate into their intention to use mobile payments that need further
examination [72].

Table 3. (continued)

S
N

I.V. D.
V. (Mod)

Total Sig Citations (Sig) In. Sig Citations (In. Sig)

20 CPUH MPUH 1 1 Jia et al. [72] 0 None
21 EE HA 1 1 Herrero and San

Martín [70]
0 None

22 SE HA 1 1 Dernbecher et al. [62] 0 None
23 PI HA 1 1 Dernbecher et al. [62] 0 None
24 NS HA 1 1 Morosan and

DeFranco [71]
0 None

25 HM HA 1 1 Herrero and San
Martín [70]

0 None

[Legend: BI: Behavioural Intention; CN: Consumerization; CPUH: Cellphone usage habit; D.V.:
Dependant Variable; DCC: Degree of co-creation; EE: Effort expectancy; Exp: Experience; Gen:
Gender; HA: Habit; HM: Hedonic motivation; I.V.: Independent Variable; In. Sig: Number of
insignificant path values; Mod: Moderator; MPUH: Mobile payment usage habit; MSUH: Mobile
service usage habit; NS: Novelty seeking; OSH: Online shopping habit; PE: Performance
Expectancy; PI: Personal Innovativeness; PR: Perceived relevance; SE: Self-efficacy; Sig:
Number of significant path values; SN: Serial Number; UB: Use Behaviour]
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3.3.2 Antecedents of Habit
There were also five antecedents for habit such as: (1) Novelty seeking (NS) in con-
sumer value co-creation in hotels through mobile devices [71], (2) Effort expectancy
(EE), (3) Hedonic motivation (HM) in evaluating consumer’s intention to share user
generated content in social network sites [60] and (4) Self-Efficacy (SE), (5) Personal
Innovativeness (PI) in examining consumerization of IT [62] across span of three
studies. The results of three studies found all five relationships of ‘habit’ and their
antecedents to be significant.

3.4 Meta-Analysis of Studies Using Habit Construct

Meta-analysis allows both significant and insignificant effects to be analysed through
accumulation of various results taking the relative sample and effect size into con-
sideration enabling more accurate and credible results due to the overarching span of
the analysis [9]. This study conducted meta-analysis of various dependant, independent
and moderating variables and their relationships with ‘habit’ explored in two or more
times across 23 studies [e.g., 9, 12, 78]. Only six path relationships fulfilled this
criterion and were eligible for meta-analysis. Table 4 presents summary on meta-
analysis path coefficients (b) results.

The results revealed only two relationships using ‘habit’ as an antecedent, i.e.
HA ! BI and HA ! UB emerged as significant relationships at p < 0.000 level.
Whereas all the remaining four habit based relationships with behavioural intention and
use behaviour moderated by age and gender were insignificant. HA ! BI emerged as
the strongest path with meta-analysis (b) of 0.276 very closely followed by HA ! UB
with meta-analysis (b) of 0.273. The 95% confidence interval for HA ! BI was the
narrowest with Low (b) – 0.186 and High(b) – 0.362, revealing the range is narrow
enough to provide at least one confidence in the extent of variance that could be
explained. Whereas 95% confidence interval for HA ! UB was bit wider with Low
(b) – 0.157 and High (b) – 0.382.

Table 4. Meta-analysis of ‘Habit’ path coefficients (b) (Adapted from [9])

S N I.V. D.V.(Mod) # TSS p(ES) Meta(b) 95% L(b) 95% H(b)

1 HA BI 18 8501 0.000 0.276 0.186 0.362
2 HA UB 13 6820 0.000 0.273 0.157 0.382
3 HA BI(Gen) 3 1020 0.886 −0.005 −0.066 0.057
4 HA BI(Age) 2 827 0.213 0.043 −0.025 0.111
5 HA UB(Gen) 2 827 0.975 −0.001 −0.069 0.067
6 HA UB(Age) 2 827 0.378 0.031 −0.038 0.099

[Legend: #: Number of studies; D.V.: Dependant variable; Gen: Gender; H
(b): Highest (beta); In. Sig(b): Number of insignificant path values; I.V.:
Independent Variable; L(b): Lowest (Beta); Meta(b): Meta-analysis path
coefficient; Mod: Moderator; p(ES): Estimated value of p; TSS: Total
sample size]
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4 Discussion

The purpose of this study was to have deeper understanding on appropriateness of
‘habit’ construct usage among 66 empirical studies that used UTAUT2 as their
underpinning theory in their research. The findings revealed 43 studies (65%) did not
operationalize habit in their research model with 31 of the 43 studies (72%) employing
BI as their outcome variable rather than UB. Habit is an outcome of consumers pro-
longed experience in using particular technology and strengthened as result of repeated
behaviour [79]. Majority of the studies that did not utilize ‘habit’ were those that
conducted their research on mobile technologies. The studies that omitted ‘habit’ dealt
with technologies in introduction stage of product life cycle and felt consumers did not
have enough experience to formulate habitual behaviour for technology under inves-
tigation. Thus, it was more appropriate for them to measure behavioural intention than
use behaviour. However, consumers tend to form habit after using technology for
prolonged period and ‘habit’ is a critical factor in predicting the use of technology
rather than its initial acceptance [7, 79]. This was quite evident as 13 out of 23 studies
(52%) that operationalized ‘habit’ in their research model employed use behaviour as
their outcome variable against 10 out of 43 (23%) non-habit related studies.

No reason emerged as the top category among studies that did not utilize ‘habit’
with 28 out of 43 studies (65%) not providing any reason for exclusion. 12 out of the
remaining 15 studies excluded ‘habit’ since they examined users of “new technology at
early stage of adoption with three studies explicitly recommending use of habit con-
struct in future studies. The reason for final three studies to exclude ‘habit’ were:
(1) Alternative construct, (2) Extensive usage of habit and 3) Out of scope across
various research context. Researchers should be cautious in using prior experience as a
proxy to measure habit. Although experience in using technology is necessary to form
habit, experience alone is not a sufficient condition for the formation of habit. More-
over, experience in using technology over passage of time can form differing level of
habits among users depending upon user’s familiarity and degree of interaction with
target technology [3].

In terms of studies that used ‘habit’, it mostly served as antecedent of BI (18
studies) and UB (13 studies). The path relationships HA ! BI and HA ! UB were
together found insignificant only in three studies. Two of these insignificant studies
were on mandatory settings rather than on voluntary settings such as: (1) Examination
of student’s use of learning management system [58] and (2) Students’ acceptance of
learning management software (Moodle) [66]. The plausible reason for insignificant
relationships of ‘habit’ in such mandatory settings could be because students might
have performed educational activities out of compulsion and social pressure [58],
which is driven by extrinsic motivation rather than intrinsic motivation. This reveals
mandatory settings can enable user to gain experience of operating technologies that
not necessarily translate into habit which occurs more naturally in voluntary settings.
Whereas, habit was used as an antecedent of four other dependant variables such as:
(1) Performance expectancy (PE), (2) Consumerization (CN), (3) Perceived relevance
(PR) and (4) Degree of co-creation (DCC) on one instance each and the relationship
was found significant on all four variables.
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Furthermore, meta-analysis results revealed only two ‘habit’ based relationships i.e.
HA ! BI and HA ! UB to be significant at p < 0.000 level. This underscores the
dominance of BI and UB as predictors in understanding consumer technology
acceptance and use. However, all the four moderator relationships of habit with BI and
UB were found to be insignificant in meta-analysis. This is a significant departure from
the original UTAUT2 model of Venkatesh, Thong [3] that had significant results for
moderators’ (i.e. age, gender, experience) influence on HA ! BI and HA ! UB. To
that extent Venkatesh et al. [4] omitted the moderators’ effects in their multi-level
framework for measuring individual technology acceptance and use. They rather
merged moderators into individual level contextual factors including user attributes and
prescribed them to be used based on context [4]. Finally, ‘habit’ apart from being an
antecedent to dependant variables also have antecedents of its own with all-significant
effects. The antecedents of ‘habit’ need further examination so that practitioners can
leverage them in order to build habit among technological users.

5 Conclusion

This study aimed to understand appropriateness of the construct ‘habit’ among the
UTAUT2 based empirical studies. The findings revealed 43 out of 66 studies did not
operationalize ‘habit’ in their study with all of them focusing on introduction stage of
product life cycle having early adopters as their users. Hence, ‘habit’ is not an
appropriate construct in examining new to market technologies where sufficient time
has not elapsed for users to develop habitual behaviour. In addition, ‘habit’ is not an
appropriate construct in mandatory settings such as student’s use of learning man-
agement system where they are compelled to use technology driven by extrinsic
motivation. Moreover, the meta-analysis results confirmed the effects of moderators to
be completely insignificant on ‘habit’ based relationships with its dependant variables.
Future studies should be cautious in operationalizing ‘habit’ and their moderators in the
above-mentioned scenarios. Further, studies should refrain from using experience as
proxy for measuring ‘habit’. Since experience is a necessary but not a sufficient con-
dition to form ‘habit’. However, ‘habit’ emerged as a very strong predictor of BI and
UB. ‘Habit’ is a valid construct for studies to examine products after introduction
stages in the voluntary settings driven through consumer intrinsic motivation. This
study found five antecedents of ‘habit’ all having significant impact, future research
should focus on these antecedents to understand its impact as a key predicator of
technology use. Finally, none of existing studies used longitudinal data collection
method to measure the impact of habit construct in their structural model. Since
habitual behaviour for a technology develops after prolonged usage future studies
should focus on longitudinal data collection for measuring habit.
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Abstract. Purpose: The present paper addresses the problem of the information
systems (IS) identity, in particular it makes an attempt to identify the intellectual
causes that hinder the research about the core of IS and suggests how to remove
them.
Design/methodology/approach: Authors who argue on the cultural core of IS

sometimes relate this argument to the ‘reference disciplines’ of IS such as
economics and sociology. Authors rarely examine what happens in parallel
domains of knowledge usually labeled as ‘cognate disciplines’ of IS. We fixed
to extend inquiries on the close domains, in particular we have analyzed the
literature of artificial intelligence, information retrieval, medical informatics,
digital humanities and software engineering.
Findings: Bibliographical evidence shows how these disciplines struggle with

the ‘identity crisis’ as IS do; more precisely thinkers share non-trivial difficulties
when they argue about broad topics connected to the information technology
such as the possibilities and limits of computer systems, the transfer and dif-
fusion of technology etc.
Research implications: We recall how normally philosophy and science

progress side to side and cooperate. Instead, the modern literature shows how
computer science illustrates all the technical details but does not provide
effective explanations to philosophers of post-computation disciplines. Several
narrow theories underpin computer systems that prove to be futile to thinkers
who address broad arguments. An apparent cause-effect relationship emerges
between the fragmentary notions of computer science and the current ‘identity
crisis’ of IS and cognate disciplines.
Originality/value: This study leads to a ground-breaking conclusion. In the

first stage, the solution to the identity problem should not be searched inside IS
but outside. Secondly as soon as possible noteworthy efforts should be made in
order to improve the theoretical basis of informatics. More precisely computing
theorists should develop a unified cultural frame or, at least, should make sig-
nificant progress toward this direction.
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1 Introduction

The identity issue of the information systems (IS) discipline involves various argu-
ments such as the intellectual core of IS, its relationship with other domains of
knowledge, its social meaning, the possibilities and limits of the information tech-
nology (IT) etc. Theoretical research started in the 1960s and Sage pinpointed how
attention should primarily be drawn to issues about engineering and computation [1].
Börje Langefors provided a model of IS as a combination of software, hardware, data,
and procedures while people lie in the background [2]. Some pioneers even made
attempts to conceptualize IS, like Reisig who developed an abstract meta-model
derived from information theory [3]. The IS discipline evolved and still continues to
evolve under the impulse of the technology, and the impact of computer technology on
IS comes in and out of focus for researchers over the years. Kenneth and Laudon [4]
offer an overview by defining five classes of IS, which emerged one after the other over
time, as a result of advances in electronics.

Starting from the eighties of the past century, authors progressively highlighted the
multiple features that characterize the nature of information systems. For instance, the
Frisco Report—compiled by a working group of the international federation for
information processing (IFIP)—built on a semiological description of IS [5]. Cyber-
netics theorists extended the notion of IS to the biological domain. Experts of man-
agement information systems (MIS) looked into the organizational sides of IS, such as
Lucey (2005), who provided an extensive illustration to clarify the close interrelations
between business and information systems [6].

Writers became aware that the IS domain encompasses a variety of elements that go
beyond the purely technical stance. Thinkers have acquired a more complex per-
spective that includes economical, organizational and social themes. Some of the views
may not easily be reconciled and writers endeavored to integrate these various intel-
lectual stances. Wood-Harper and others suggested the ‘multiview’ of information
systems and may be cited as one of the first efforts to set up a multifold interpretation of
IS [7]. This prismatic concern raised epistemological discussion; in fact, experts of
information systems often borrow theories, methods, and good practices pertaining to
various sectors. The identification and relationships with the ‘reference disciplines’ –
e.g. economics and sociology [8] – attract the attention of Baskerville and Myer [9],
who ask: Is the domain of IS simply a net importer of knowledge from other disci-
plines? Does IS not have any research tradition of its own?

Baskerville and Myer analyze the complex texture of topics dealing with IS, the
multi-fold stances, the qualified amount of works etc. For instance, they quote the
special issue of the MIS Quarterly that aims to make the reader aware of the intensive
inquiries conducted in the present territory [10]. Baskerville and Myer conclude that it
is time to pass from the discussion of the reference disciplines to the presentation of IS
as a reference discipline [9].

Unfortunately, the progress of IT, the wealth of arguments, the flexibility to adapt
to the changing environment, and the complexity of human interferences do not make
the life of those who mean to follow the recommendations of Baskerville and Myer
easier. Experts see the streams of research about the IS core to be somewhat intricate
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and seek a survey of the arguments under discussion. Lee observes how IS are intel-
lectually linked to some key concepts, including ‘information,’ ‘theory,’ ‘system,’
‘organization,’ and ‘relevance’ [11]. Banker and Kauffman offer a resume of the IS
research in the past 50 years [12], and identify the ensuing streams of study:

1. Decision support and design science explore the application of computers in control
and managerial decision making;

2. Value of information reflects on the importance of information as a commodity in
the management of firms;

3. Human–Computer interaction focuses on the cognitive basis for effective systems
design;

4. IS organization and strategy examine the value of IS investments at a strategic
level;

5. Economics of IS and IT investigates the impact of computer applications from
managerial perspectives.

Sidorova and colleagues look into the intellectual core of IS and identify five areas
in the light of the bibliographical studies published by top IS journals from 1985
through 2006 [13]. The inventoried streams of research, which turn out to be self-
explanatory, are information technology and organizations; IS development; IT and
individuals; IT and markets; and IT and groups.

In summary, several authors agree on the prismatic nature of IS and on the
importance of IT, but the questions remain open [14]. The considerations present
distinct traits and there is no uniform consensus about the cultural identity of IS. The
variety of positions reflects different intellectual influences and waves as the work of
Whitley and colleagues underlines [15].

2 What Does Happen in the Close Domains?

Interdisciplinary Viewpoint
Traditionally, authors recognize research in information systems is interdisciplinary in
nature [16]. Scholars while confronting IS’ identity issue take account of the influence
of the reference disciplines such as economics, sociology and management science –

e.g. [8, 9] – but we note how thinkers rarely analyse what happens in the close domains
of IS, for example artificial intelligence and digital biology. These fields together with
IS are usually labeled as cognate disciplines since all of them have been inaugurated in
consequence of the expansion of computer systems in the world; it may be said that
they have a common ancestor.

Alvesson and Sandberg [17] underline the advantages of the research strategy
which crosses various fields and generates more imaginative and influential results.
Gibbons [18], Alderman [19] and others explain how the association of scholars
belonging to different sectors is desirable since, for instance, it prevents double efforts,
it makes validation easier, and enables cross-checks. The discussion held in a large
community has an edge over one only held among a small circle. We personally agree
that a joint intellectual effort is appropriate for the identity issue which covers a broad
area of study and requires deep insights and considerations. The interdisciplinary
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perspective looks like an ‘overhead point of view’ from which one can watch the large
domain influenced by the digital technologies. As an airplane pilot observes the most
relevant elements in the territory from aloft and overlooks the details, so a research
extended to the cognate disciplines of IS should allow scholars to grasp the most
significant questions and eventually to discover their root-causes. The interdisciplinary
approach is consistent with the purposes of the present work.

Some Areas of Study.
We decided to look into the following cognate fields: digital humanities (DH), infor-
mation retrieval (IR), medical informatics (MI), software engineering (SE), and arti-
ficial intelligence (AI).

Digital humanities is an area of study concerned with the wide-ranging application
of computational technologies to the humanities [20]. Robinson and others explore the
boundaries of DH [21]. Hockey argues on the limit of machines in handling data [22],
while the relations between science and humanities influence the identity problems of
digital humanities according to McCarty [23]. Bod believes that the cultural roots of
DH—that is to say, the humanist erudition—should enlighten most foundational
questions and should provide solid answers [24].

The term ‘information retrieval’ usually denotes the process of recovering specific
information from stored data. Presently, this activity is connected to various techniques
such as big data and search engines. The early years saw a heavy debate over the
disparate technologies for retrieval as well as over some basic topics. Theorists tackle
the questions of why, and in what sense the notion of information can be critical in IR.
They even try to discern whether IR can be seen either as a field of study or as one
among several research traditions concerned with information storage and retrieval
[25]. Lancaster claims that the basic problems of IR are of intellectual nature and
cannot be easily solved by technology alone [26]. Ellis [27] and Ingwersen [28]
develop two conceptual schemes to clarify the structure of the IR field.

The earliest IT projects in medicine emerged in the 1950s. Many names have been
given to medical informatics, for example health informatics, healthcare informatics,
nursing informatics, and biomedical informatics; and in a sense, the list mirrors the
dynamic life of this ever-expanding professional field. Lazakidou and Siassiakos [29]
pinpoint how the development of electronic appliances makes it possible to cure ill-
nesses that have never treated before. Digital systems furnish material to Kalet [30] and
to Greenes and Shortliffe [31], who aim to establish medical informatics as a discipline.

The origins of the term ‘software engineering’ seem to date back to 1968 when a
group of scholars meant to define a new distinct engineering sector, but Smith and Ali
[32], Kruchten [33] and many others raise doubts whether it is really a form of engi-
neering. Denning and Freeman [34] notice that the unanswered questions about soft-
ware computation are not confined to the intellectual concerns but are also directly
relevant to practitioners. In fact, statistical surveys conducted worldwide show how,
yearly, more than half of the IT projects in diverse application areas are late, over-
budget, unreliable, and unsatisfactory for customers (read the Standish Group Chaos
Report http://blog.standishgroup.com/). Beizer [35] and Herbsleb [36] relate these
failures to vexed issues on the essence of software programming.
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The term ‘artificial intelligence’ covers a lot of disparate problem areas, including
natural language processing, automatic programming, robotics, machine vision, auto-
matic theorem proving, and knowledge engineering. The areas of AI are mainly united
by the fact that they involve complex input and output information that is extremely
difficult to compute. The number and the size of these areas, which are continuously
expanding, challenges authors like Kirsh (1992) who aims to describe the common and
fundamental ideas of the AI sector [37]. The very name ‘artificial intelligence’ implies
that an explicit relationship connects or should connect an AI application to the human
brain. The history written by McCorduck [38] demonstrates how, since the times of
Turing, AI has captured the imagination of many scientists who are still addressing
issues such as defining what intelligence is, and discovering how AI can bridge the gulf
between technology and the human mind.

In summary, the current literature proves that the debates on foundational argu-
ments are not exclusive to IS. All the mentioned post-computation disciplines struggle
with the ‘identity crisis’ in the same manner as IS. This concern has become
increasingly prevalent in recent years since none succeeds in defining a conclusive
frame so far.

Significant Arguments
The approach, which involves various domains of knowledge, offers an ‘overhead
point of view’ from which one grasps the most ponderous elements of discussion and
can overlook the details: What does the interdisciplinary bibliography indicate as the
most significant arguments?

The nature and roles of computing – just mentioned in Introduction – emerge
amongst the knottiest foundational themes of inquiry. Let us briefly analyse three
shared arguments:

(i) Impact of computers on people. Human factors represent one of the most often
vexed themes underpinning information systems and cognate disciplines (read the
series [39]). For example, effective technology transfer often requires adaptation
of work practices, reskilling, and organizational change far beyond what was
initially apparent. Even a trivial fault in this area can frustrate the introduction of
new software into an organization or a social group [40]. Lindgaard looks into the
risk factors and the barriers to success in IT transfer, he also analyses the strategies
for addressing them because of the assortment of users, customers, stakeholders,
managers and technologists [41]. The literature on IS ascribes great value to the
identification and dissemination of information on best practices for people [42].
Hsu and colleagues aim at evaluating the impact of digital technology in MI [43].
Specifically, they aim to understand the perception of computer use and patients’
satisfaction. Russel and Norvig discuss current research of AI related to reasoning
under uncertainty and knowledge representation [44]. They make comments on
how specific software techniques are used in the real environment, how successful
they are, and why they fail with people. In a recent book, Berry and Fagerjord [45]
hold that computers challenge the way in which we think about culture, society
and what it is typically human: areas traditionally explored by humanities.
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(ii) Possibility and limits of automated systems. On one side, machines prove to be
more efficient than people in processing data; on the other side systems are
programmed, notably they depend on humans in a substantial manner: Will the
machine substitute the human mind?
Rivers of ink are still flowing about this argument, which is central to AI [46].
Amongst the skeptical we cite Peek and Newby who observe how linguistic
aspects of basic importance to DH are still unanswerable [47]. For example,
current computing is unable to recognize metaphor, word play, and irony. In the
face of automated systems for decision assist, IS researchers seek to understand
what can limit the freedom of decision-making, what can orient, influence and
hamper the choice made by one or more persons [48] while Orliski and Iacono
warn how the nature of the IT artifact is still unclear [49]

(iii) Present and future trends in technology. Researchers discuss a very broad
assortment of technical topics such as Rech and Althoff [51] who explore the
next trends of artificial intelligence and software engineering that have many
commonalities. Larsen and others forecast incoming challenges in DH and
emphasize the role that the humanist culture will play [50]. Charikar and col-
leagues [52] address the document clustering optimization problem in order to
enhance the performance of IR while ‘big data’ is a new challenge topic of
inquiry for IR [53]. Mahler expects the increasing diffusion of open standards to
meet the challenges facing global society [54].

3 Philosophy and Science Progress Side to Side

The literature demonstrates how the authors dealing with topics (i), (ii) and
(iii) struggle with broad and substantial arguments. Several issues are open since
decades and the authors give the impression of being at a deadlock, so we mean to draw
the reader’s attention to the cooperation that should take place between science and
philosophy.

Scientists and thinkers usually progress side to side as they learn from each other.
The former often acquire methodological guide and impulses to establish universal
principles from philosophy. On the other hand, philosophy draws from scientific dis-
coveries fresh strength and material for conceptual generalizations. It is not rare that
philosophers of science unravel intricate arguments with the aid of empirical data and
the theoretical models set up by mathematicians. Unfortunately, this is not the case
under discussion. Philosophers of post-computation disciplines wait to be effectively
assisted by computer theorists who should explain or contribute to explain topics (i),
(ii) and (iii), instead this collaboration turns out to be rather problematic: Why?

Fragmentary Explanations
Computer science makes plain all the technical details of systems but has narrow
constructions. The partial constructs of theoretical computer science (TCS) back
practitioners, such as software programmers and systemists, but are far less useful to
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philosophers who argue on themes of general interest. Knuth was one of the first to
complain about the cultural state of computer science [55]. Eden [56], Baldwin [57]
and Hayes [58] look into various aspects related to the uncertain foundations of
computing. They pinpoint how CS does not yet have a clear comprehensive frame,
notwithstanding the large number of mathematical models in use. Tedre [59] shows
how there is a great variety of different approaches, definitions, and outlooks in
computer science. Denning seeks the determination of appropriate principles which
should explain the essence of computing [60]. Hassan observes that what differentiates
a discipline from a multidisciplinary field of interest is the development of a unique and
consistent discourse [61]. More recently Rocchi [62] holds that the theories under-
pinning computer science exhibit the following features:

• They are narrow, in the sense that each one explores a particular topic;
• They are self-referential, in that they are scarcely connected, either logically or

causally, or by shared characteristics. For example, the theory of computation and
relational algebra are both involved in programming but are unrelated in point of
logic;

• They are often abstract, such that constructions have faint relations with physical
reality and the experimental control of the results turns out to be somewhat
unachievable;

• Sometimes, they are contradictory, for example, Shannon’s theory rejects seman-
tics, whereas semioticians inquire into the making of meanings and their interpre-
tation in communication;

• They are uncertain, since many theories have been put forward for a single topic but
those theories have not yet undergone accurate scrutiny. For example, there are over
thirty theories of information which present irreconcilable characters and the con-
cept of information is still puzzling.

In summary, TCS provides assistance to specialists but turns out to be rather
ineffective from the intellectual stance. There are several scientific explanations, but
they often mismatch one another, and the consistent, exhaustive illustration of com-
puting is missing. We wonder: How can philosophers clarify the intellectual profile of
the disciplines that computers have generated whether the very studies of computers
turn out to be rather confusing?

The contradiction is self-evident. The relationship between the fragmentary con-
cepts of computing and the open problems of post-computation disciplines seems
undeniable in the present context, thus the solution to the identity problem should not
be searched inside IS but outside, more precisely in theoretical computing. TCS pre-
sents apparent limits from the philosophical stance and as a logical consequence,
computing theorists should develop a unified frame or, at least, should make significant
progress toward this direction. Noteworthy efforts should be made in order to improve
the theoretical basis of informatics.

Speaking in general, discovering the root-cause of an issue makes experts aware of
the true reasons that create an obstacle and enables those experts to remove it. Hence
the advance of TCS promises to cancel the current difficulties met by authors about the
cultural core of IS, MI, DI and other domains.
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4 Conclusion

Several scholars inquire into the information systems identity and the present paper
makes an attempt to identify the intellectual causes that currently hamper those
investigations.

Research in information systems is interdisciplinary in nature, however most
scholars who look into the cultural core of IS are inclined to maintain an inward-
looking perspective. They tend to overlook what happens in the cognate disciplines
such as artificial intelligence, digital humanities and others. So we decided to cross
those domains and have found that also cognate disciplines confront foundational
issues, which appear symmetrical to those tackled in the information systems. In
particular, thinkers argue on broad issues about IT, and debate, for example, how
technical progress challenges present and future research.

Authors raise significant arguments but theoretical computer science does not back
them. The theories underpinning systems turn out to be fragmentary, uncertain and
even contradictory. Those constructions pursue specialist purposes and do not meet the
broad themes dealt by philosophers of post-computation disciplines. How can
philosophers progress if the basic and comprehensive notions about computing are
missing?

The present sad state of TCS can be regarded as a cultural root-cause of the
‘identity crisis’; hence the solution to this crisis cannot be obtained inside IS, but
outside IS, more precisely should be found in TCS. This field should provide such
explanations as to enable philosophers of science to untangle vexed problems.

We have also driven inquiries toward this direction and concluded that the multiple
themes of CS are not disjoined but a logical thread connects them [63, 64].
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