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Preface

The 25th International Conference on Neural Information Processing (ICONIP 2018),
the annual conference of the Asia Pacific Neural Network Society (APNNS), was held
in Siem Reap, Cambodia, during December 13–16, 2018. The ICONIP conference
series started in 1994 in Seoul, which has now become a well-established and
high-quality conference on neural networks around the world. Siem Reap is a gateway
to Angkor Wat, which is one of the most important archaeological sites in Southeast
Asia, the largest religious monument in the world. All participants of ICONIP 2018 had
a technically rewarding experience as well as a memorable stay in this great city.

In recent years, the neural network has been significantly advanced with the great
developments in neuroscience, computer science, cognitive science, and engineering.
Many novel neural information processing techniques have been proposed as the
solutions to complex, networked, and information-rich intelligent systems. To dis-
seminate new findings, ICONIP 2018 provided a high-level international forum for
scientists, engineers, and educators to present the state of the art of research and
applications in all fields regarding neural networks.

With the growing popularity of neural networks in recent years, we have witnessed
an increase in the number of submissions and in the quality of submissions. ICONIP
2018 received 575 submissions from 51 countries and regions across six continents.
Based on a rigorous peer-review process, where each submission was reviewed by at
least three experts, a total of 401 high-quality papers were selected for publication in
the prestigious Springer series of Lecture Notes in Computer Science. The selected
papers cover a wide range of subjects that address the emerging topics of theoretical
research, empirical studies, and applications of neural information processing tech-
niques across different domains.

In addition to the contributed papers, the ICONIP 2018 technical program also
featured three plenary talks and two invited talks delivered by world-renowned
scholars: Prof. Masashi Sugiyama (University of Tokyo and RIKEN Center for
Advanced Intelligence Project), Prof. Marios M. Polycarpou (University of Cyprus),
Prof. Qing-Long Han (Swinburne University of Technology), Prof. Cesare Alippi
(Polytechnic of Milan), and Nikola K. Kasabov (Auckland University of Technology).

We would like to extend our sincere gratitude to all members of the ICONIP 2018
Advisory Committee for their support, the APNNS Governing Board for their guid-
ance, the International Neural Network Society and Japanese Neural Network Society
for their technical co-sponsorship, and all members of the Organizing Committee for all
their great effort and time in organizing such an event. We would also like to take this
opportunity to thank all the Technical Program Committee members and reviewers for
their professional reviews that guaranteed the high quality of the conference pro-
ceedings. Furthermore, we would like to thank the publisher, Springer, for their
sponsorship and cooperation in publishing the conference proceedings in seven vol-
umes of Lecture Notes in Computer Science. Finally, we would like to thank all the



speakers, authors, reviewers, volunteers, and participants for their contribution and
support in making ICONIP 2018 a successful event.

October 2018 Jun Wang
Long Cheng

Andrew Chi Sing Leung
Seiichi Ozawa
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Abstract. In functional genomics, a pathway is defined as a set of genes
which exhibit similar biological activities. Given a microarray expression
data, the corresponding pathway information can be extracted with the
use of some public databases. All member genes of a given pathway may
not be equally relevant in estimating the activity of that pathway. Some
genes can participate adequately in the given pathway, some may have
low-associations. Existing literature has either considered all the genes
wholly or discarded some genes completely in estimating the correspond-
ing pathway-activity. Inspired by this, the current work reports about an
automated approach to measure the degree of relevance of a given gene
in predicting the pathway-activity. As a large search space has to be
dragged, the exploration properties of particle swarm optimization are
utilized in the current context. Particles of the PSO represent different
scores of relevance for the member genes of different pathways. In order
to deal with the relevance-score, the popular t-score which is widely used
in measuring the pathway-activity is expanded in the name of weighted
t-score. The proposed PSO-based weighted framework is then evaluated
on three gene expression data sets. In order to show the supremacy of
the proposed method, top 50% pathway markers are selected for each
data set and the quality of these measures is checked after performing
10-fold cross-validation with respect to different quality measures. The
results are further validated using biological significance tests.

Keywords: Particle swarm optimization · Pathway activity
Gene markers · Weighted t-score · Degree of relevance

1 Introduction

1.1 Background

With the enhancement of biotechnology, microarray technology becomes a lead-
ing method for measuring the activity levels of genome-wide expression profiles
[4,5,22]. Analyzing these profiles helps to identify gene pathways and impor-
tant biomarkers that help in improving diagnosis, prognosis, and treatment of
c© Springer Nature Switzerland AG 2018
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the disease [9]. Among all genes of microarry profiles, some genes have different
expression values across different samples or time points. These differentially
expressed genes [21] are called biomarkers or gene markers which act as a strong
candidate for the pathogenic role. The selection of biomarkers is still a challeng-
ing problem due to the inherent noise and high dimensional microarray data
[2,15]. Moreover, gene markers are selected independently, though they share
same functional attributes. This further increases the redundancy of the system
and may lead to decrease the overall classification performance.

1.2 Motivation and Methodology

To alleviate this problem, several studies have proposed the use of pathway-
based markers, instead of individual gene-markers [13,17]. In this pathway based
marker, the pathway activity is inferred by summarizing the expression values
of its member genes. It is shown by different literature surveys [11,19] that
pathway-marker helps in better understanding biological insights into the under-
lying physiological mechanisms. In [14], automatic identification of relevant genes
is posed as an optimization problem where some subset of genes are selected
to take part in the pathway activities. As an objective function t-score [20] is
utilized which is calculated using the subset of genes which are present in a par-
ticular solution. The search capability of particle swarm optimization (PSO) [18]
is explored to identify the best gene subset which can lead to obtain optimized
value of t-score. Furthermore, these methods act as better classification tools
than traditional gene-marker based classifiers.

But most of the recent works assumed that either a particular gene can take
part in the pathway activity or it can not be considered while determining the t-
score corresponding to a pathway. Instead of ignoring a gene entirely, quantifying
the importance of a gene in regulating the activity of a pathway would be more
imperative.

The current work expands this idea and develops a PSO based automated
approach to suitably identify the weight of importance of a particular gene in
a given pathway. For this very purpose several modifications are integrated in
the current framework. The particles of the PSO based framework are now some
real-valued strings with values ranging between 0 and 1. In order to capture
the goodness of the weight-combination, the existing t-score is also extended
to grab the hypothesis that each member gene of the particle is participated
to infer pathway activity with some weight value. The modified version of t-
score (described in Sect. 3.2) is used as the objective function in the proposed
optimization framework.

This proposed method is applied on three real life datasets (described in
Sect. 2) and compared to five different existing algorithms namely binary parti-
cle swarm optimization (BPSO) [10], mean [7], median [7], log-likelihood ratio
(LLR) [19], and condition-responsive genes (CORGs) [12]. This comparative app-
roach establishes the efficacy of the proposed algorithm with respect to five per-
formance metrics namely, sensitivity, specificity, accuracy, Fscore and AUC.
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This comparative study delineates that the overall accuracy of identifying infor-
mative pathways of the proposed method is better than all other methods. To
prove that the resultant pathway markers are biological relevant, a biological
relevance test is also conducted.

The rest of the paper is structured as follows. Section 2 provides the idea
about datasets. Section 3 demonstrates how to infer the pathway activity and the
proposed particle swarm optimization technique [18]. The experimental results
and comparison of different algorithms are finally summarized in Sect. 4. Finally
Sect. 5 concludes the paper.

2 Datasets

In this proposed approach, three real life gene expression datasets are used for
the purpose of the experiments. These datasets are publicly available from: www.
biolab.si/supp/bi-cancer/projections/info/.

– Prostate: In this dataset, two types of samples are present; one class is
prostate tumours and another is prostate tissue not containing tumours. Here
the number of prostate tumour samples is 52 and the number of non-tumour
(normal) samples is 52. This gene expression profile consists of 12,533 genes
and 102 numbers of samples.

– GSE1577 (Lymphoma Leukaemia): This dataset is constructed by 15434
genes with 19 samples. Among these 19 samples, nine are T-cell lymphoblas-
tic lymphoma (T-LL) and remaining ten are T-cell acute lymphoblastic
leukaemia (T-ALL).

– GSE412 (Child-ALL): The childhood ALL dataset (GSE412) contains 110
childhood acute lymphoblastic leukemia samples. Among these 110 samples,
50 samples are of type “before therapy” and remaining 60 are of type “after
therapy”. This gene expression profile dataset has 8280 genes.

3 Proposed Method

In this section, the proposed weighted gene selection technique for a given path-
way is described in detail. The assumption is that all the genes responsible for
anticipating the functionality of a given pathway may not be equally respon-
sible in doing the same. The quantification of relevance of different genes in
participating in a given pathway to estimate its functionality is requisite. The
appropriate relevance combination can be determined automatically using the
search capability of particle swarm optimization (PSO). In order to calculate the
fitness function of the particle, a new real version weighted t-score is used.

Figure 1 illustrates the flow diagram of the proposed method. The detailed
description of important steps of the proposed algorithm is provided in the fol-
lowing subsections.

www.biolab.si/supp/bi-cancer/projections/info/
www.biolab.si/supp/bi-cancer/projections/info/
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Fig. 1. Flowchart of our proposed single-objective PSO-based optimization framework.

3.1 Pre-processing of Microarray Dataset

In the existing publicly available gene expression datasets, expression values of
all the genes are not uniformly distributed over some specific range. Hence, for
identifying the differentially expressed genes, we need to use a quality measure
that is platform independent. Biological signal to noise ratio (SNR) is one of the
quality measures that is platform independent. Genes with the higher values of
SNR indicate that the genes are more significant (differentially expressed) over
a large range of values. Here, genes are sorted in descending order of signal to
noise ratio (SNR) values and top 1000 genes are filtered out for further data
analysis.

3.2 Calculation of Weighted t-score

In our proposed approach, we have designed a new version of t-score that is used
as a fitness function of our PSO approach. Generally t-score indicates the testing
ability to differentiate the cumulative expressions of constituent genes for a given
pathway. Actually, it is the difference between central tendency and variation or
dispersion exists from the average value of the data points. Therefore, the t-score
test statistics is computed as:

t(α) =
μ1

g − μ2
g√

σ1
g

N1
+ σ2

g

N2

(1)

Where α is the pathway activity level of the given pathway P. Here μi
g and

σi
g are the mean and the standard deviation of the gene g for class i | i ∈ {1, 2},

respectively. Ni denotes the number of samples in two different classes. Here μi
g

and σi
g are described by

μi
g =

∑Ni

k=1 ekg

Ni
and σi

g =

√√√√ 1
Ni − 1

Ni∑
k=1

(ekg − μi
g)2 (2)
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Where ekg is the expression value of the gth gene (sample) for kth condition.
Normally t-score is used as the discriminative power checker i.e., higher t-score
indicates higher ability of differentiation.

Normally it is assumed that during the calculation of pathway activity, genes
belonging to the pathway either actively participate or not participate in estimat-
ing the pathway activity. But in the weighted version of t-score calculation, all
the genes participate in pathway activity calculation with some weights. Hence in
our approach, modified weighted mean ((μi

g)w) and weighted standard deviation
of the sample (gene) g for class i are defined as follows:

(μi
g)w =

∑Ni

k=1 (ekg) ∗ wk∑Ni

k=1 wk

(3)

and

(σi
g)w =

√√√√ Ni

Ni − 1

∑Ni

k=1(ekg − μi
g)2 ∗ wk∑Ni

k=1 wk

(4)

Hence the proposed weighted t-score of the our method is calculated as

tw(α) =
(μ1

g)w − (μ2
g)w√

(σ1
g)w

N1
+ (σ2

g)w
N2

(5)

3.3 Inferring Pathway Activity

In this section, a brief description of inferring pathway activity is summarized
in steps.

– The preprocessed 1000 genes (described in Sect. 3.1) are fed to DAVID [8], a
pathway database, to obtain the pathway information of these genes. DAVID
returns the KEGG pathway information along with the corresponding genes.

– Now each pathway obtained from the DAVID, contains a set of gene IDs. The
gene expression values of the member genes of a particular pathway Pk are
gathered to infer pathway activity.

– Then a gene expression data matrix is created considering the member genes
of each pathway (Pk). Now PSO is applied on this data matrix. Each particle
of PSO encodes only the indices of the member genes.

– A portion of particle (Pk) consisting of two pathways (P1,P2) is illustrated in
Fig. 2. The value of each cell in the particle represents the degree of relevance
of the particular gene in inferring pathway activity.

– Now the pathway activity of a particular pathway (Pi) of the particle is
calculated by dividing weighted sample wise sum by sum of the weights i.e.,

α(Pi) =
∑Gi

i=1
∑Ni

j=1 (eji)∗wi
∑Gi

i=1 wi

. Here Gi is the number of the genes of the pathway

Pi in the particle Pk and Ni is the number of samples of each gene. The
denominator is used to stabilize the variance of the mean.
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– Then the weighted t-score of the pathway activity is calculated by Equation-5.
The main objective of the proposed method is to maximize the weighted t-
score of each particle in each generation. Particle with the maximum weighted
t-score and the corresponding pathway activities are considered as the final
solution of our proposed method.

0.05 0.23 0.97 0.01 0.41 0.16 0.87 0.27 0.12

P1 P2

Pk

Fig. 2. Particle encoding technique.

3.4 Proposed PSO Based Approach

Particle Encoding. Generally in PSO, the population is called swarm and
the swarm consists of m number of candidate solutions or particles. Each of the
particles has n number of cells where each cell represents degree of importance
of a gene responsible for inferring a pathway. In our approach, if n number of
pathways are selected after applying the steps of Sect. 3.1 (which are responsible
for further analysis), then the genes responsible of those n pathways are encoded
in a particle. All the pathways are not of the same length. In this real version of
PSO, each cell of the particle has some real value. This real value quantifies the
relevance of the particular gene in inferring the activity of the given pathway.

Initialization. In this phase, the value of each cell is randomly initialized by a
real value between 0 and 1. After the initial particles of the swarm are generated,
the fitness value of each particle is calculated. Then the velocity of each cell of the
particle is initialized to zero. Different steps of PSO are executed for 300 times.
The swarm size of the proposed PSO based approach is 25. Other inputs of the
proposed method are weighting factors c1 and c2 which are cognitive and social
parameters, respectively. These weighting factors are set to 2 as traditionally
used in the existing literature [18].

Fitness Computation. The main objective of the proposed particle swarm
optimization (PSO) technique is to maximize the average t-score produced by
different pathways. The real value of each cell of the particle represents the
activity of the gene in computing the fitness value. Here the value of each cell
lies between 0 and 1. The value for a gene near to 1 indicates that the gene
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takes part more actively in inferring pathway activity. The weighted t-score of
the corresponding particle is calculated using Eq. 5.

If the particle P has n number of pathways, i.e., P = (P1,P2,P3 . . . Pn), the
fitness function of the particle is the mean of the weighted t-score of the corre-
sponding n pathways. Hence the mathematical equation of the fitness function
is

fitness =
∑n

i=1 tw(α(Pi))
n

(6)

Here tw(α(Pi)) is the weighted t-score of the pathway activity α inferred
from pathway Pi.

Updating Position and Velocity. Initially, the position of each gene in a
particle is initialized to a weight value present in the corresponding cell of the
particle. The velocity of each gene is initialized to zero. Then in each iteration,
the position and velocity of the genes are updated. The main rule to update
the velocity and position is to keep track of position and velocity history. The
PSO process monitors the best position obtained so far in the history. The best
position is also called pb or local best. The best position among all the particles
is called gb or global best. The position and velocity of the particle are updated
according to the following equations

vij(t + 1) = w ∗ vij(t) + c1 ∗ r1 ∗ (pbij(t) − xij(t)) + c2 ∗ r2 ∗ (gbij(t) − xij(t)) (7)

S(vij(t + 1)) =
1

(1 + e(vij(t+1)))
and xij(t + 1) =

{
0, if r3 < S(vij(t + 1))

1, otherwise
(8)

Here t, i and j represent the time stamp, the particle and the position,
respectively. The velocity of any particular timestamp depends on the previous
timestamp velocity i.e., vij(t + 1) is acquired on the basis of vij(t). Then new
position xij(t + 1) is obtained depending on the value of S(vij(t + 1)), which is
calculated by the Eq. 8. Here r1, r2 and r3 are the random numbers and c1, c2
are constants which are set to 2. The values of r1 and r2 range between 0 and
1. The inertia weight(w) is calculated by the following equation w = 1.1 − gbest

pbest .

4 Experimental Results

In this section, the results illustrate that the proposed method is superior to
different existing works with respect to different performance measures. This
delineates the efficacy of the proposed method in identifying robust pathway
activity. The proposed method is applied on three real life datasets (described in
Sect. 2). The performance of the proposed PSO based technique is compared with
five existing methods namely binary particle swarm optimization (BPSO) [10],
Mean [7], Median [7], log-likelihood ratio(LLR) [19], and condition-responsive
genes(CORGs) [12] with respect to five performance metrics. These five perfor-
mance metrics are sensitivity [16], specificity [16], accuracy [16], Fscore [16]
and AUC [16].
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4.1 Comparative Methods

To establish the superiority of the proposed method, the performance of the pro-
posed weighted PSO (wPSO) based technique is compared with several existing
optimization techniques having different complexity levels. The comparing meth-
ods are general particle swarm optimization (BPSO) [10], traditional statistical
methods i.e., Mean [7] and Median [7], pathway-marker based classification tech-
niques like LLR [19] and CORGs [12]. In BPSO [10], a particular gene either
actively participated for inferring pathway activity or not. The second and third
comparing approaches (Mean and Median) are based on the basic statistical
methods and do not take care of any biological or functional relevance of genes
during classification. The fourth one (LLR) [19] is based on probabilistic infer-
ence of pathway activities rather than individual gene markers. In this case, the
pathway activity is inferred by combining the log-likelihood ratios (LLR) [19] of
the constituent genes. Motivated by its reliable and accurate classification capac-
ity than other traditional techniques, in this current study LLR is used as one
of the comparing approaches. The last one (CORGs) [12] is a pathway activity
based classification technique where the pathway activity is inferred from the
gene expression levels of its condition-responsive genes (CORGs). Here a greedy
search is used to identify the member genes of a pathway and the set of genes
corresponding to maximum pathway activity are represented as CORGs.

The proposed method is compared to the above mentioned algorithms
in terms of five performance metrics i.e. sensitivity, specificity, accuracy,
Fscore and AUC. For the input gene expression profiles, three real life
datasets(described in Sect. 2) are used. The steps for calculating the above met-
rics are as follows:

1. The final solution of the proposed optimization(wPSO) technique reports the
weight combination of set of genes present in different pathways encoded in a
particle. The pathway activities are calculated using weighted values present
in the solution.

2. Then the p-value [6] for each pathway activity is calculated using Wilcoxon
Ranksum method [3]. Now the pathways are sorted in ascending order in the
basis of the p-values.

3. From these sorted pathways, top 50% are extracted for further processing.
These pathways are indicated as pathway markers.

4. Then all the genes are present in the pathway markers are collected and the
corresponding expression values are gathered. This constitutes a new gene
expression dataset. This is fed to SVM classifier. As in this proposed approach,
gene datasets contain two types of samples i.e. normal and tumour, SVM acts
as a binary classifier [1].

5. After the binary classification, the process of 10-fold cross validation is exe-
cuted to calculate the above mentioned five performance metrics.

The corresponding sensitivity, specificity, accuracy, Fscore and AUC val-
ues are shown in Table 1. From Table 1, it is clearly evident that the proposed
method is more efficient than other comparative algorithms with respect to above
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Table 1. Comparative study of our proposed framework with several existing tech-
niques in terms of different metrics

Datasets Algorithms Sensitivity Specificity Accuracy F-score AUC

Prostate Proposed 0.9600 0.9808 0.9706 0.9697 0.9770

BPSO 0.8846 0.9000 0.8922 0.8932 0.9677

CORGS 0.8846 0.8800 0.8824 0.8846 0.9315

LLR 0.9038 0.8600 0.8824 0.8868 0.9400

Mean 0.9038 0.8200 0.8627 0.8704 0.9054

Median 0.9038 0.7800 0.8431 0.8545 0.9092

LL Proposed 1.0000 1.0000 1.0000 1.0000 1.0000

BPSO 0.9000 1.0000 0.9474 0.9474 1.0000

CORGS 0.9312 0.9898 0.9474 0.9434 0.9889

LLR 0.8000 1.0000 0.8947 0.8889 1.0000

Mean 0.8801 0.8896 0.8766 0.9000 0.9769

Median 0.8714 0.8753 0.7263 0.6897 0.9348

Child Proposed 0.8500 0.8000 0.8273 0.8430 0.8600

BPSO 0.7600 0.7333 0.7455 0.7308 0.9034

CORGS 0.7600 0.7000 0.7273 0.7170 0.8887

LLR 0.7600 0.7176 0.7364 0.7238 0.9023

Mean 0.7501 0.7000 0.7273 0.7170 0.8960

Median 0.7500 0.7167 0.7364 0.7238 0.8953

mentioned five performance metrics. Table 1 also illuminates the effectiveness of
the proposed method with respect to other comparative methods for all three real
life datasets. The proposed method shows improvements of 6.22%, 8.98%, 8.78%,
8.56% and 0.96% with respect to sensitivity, specificity, accuracy, Fscore and
AUC, respectively, for the Prostrate dataset in comparison to the other best per-
forming systems. Similarly, for the Lymphoma Leukaemia (LL) dataset, the pro-
posed method shows improvements of 11.11%, 5.52% and 5.52% with respect to
sensitivity, accuracy, and AUC, respectively. For the Child-all dataset, though
the AUC of the proposed method is slightly less than few existing algorithms,
other four metrics sensitivity, specificity, accuracy and Fscore the proposed
method are 11.84%, 9.09%, 10.9% and 15.35% higher than the existing methods.

After analyzing the outcomes of different approaches across all datasets, it
can be seemingly concluded that the proposed method outperforms other com-
parative methods.

4.2 Discussion of Results

In this paper, we have proposed a novel weighted particle swarm optimiza-
tion (wPSO) based technique to identify biologically relevant pathways. In this
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method, the pathway activity is inferred from the weighted t-score measure pro-
posed in this article. The novelty of the proposed method lies in predicting
the proper value of relevance for a given gene in inferring the corresponding
pathway. None of the genes are completely discarded as done in the previous
approaches, rather each of them is automatically assigned a real-value between
0 and 1 which indicates the degree of its suitability in assessing the corresponding
pathway activity. As the genes are randomly initialized with some real values,
so each gene has participated to infer the pathway activity. For that reason,
the proposed method can generate various possibilities of pathways and among
them, pathways with maximum weighted t-scores are selected for the final solu-
tion. As t-score basically calculates the correlation among the samples(genes),
higher value of t-score related to any pathway indicates that the candidate genes
corresponding to that pathway are strongly functionally correlated. Hence the
proposed method can capture genes which have more discriminative power due
to their consistent expression values. Furthermore, the proposed method fully
utilizes the available discriminative information of all the member genes rather
some of them as done in [14]. The degree of relevance of each gene is deter-
mined automatically with the aim to increase the corresponding pathway activ-
ity. Therefore the proposed approach can prudently identify biological significant
pathways. As Table 1 demonstrates that the proposed method can significantly
improve the overall classification, this method can lead to the construction of
more reproducible classifiers.

4.3 Biological Relevance

In this section, the biological relevance of resultant pathway markers is explored
in terms of disease-gene association. In this regard, the top 50% pathway markers

Table 2. Disease associated with the resultant pathway markers

Disease Gene symbol (# PMID)

Prostatic neoplasms ERG(37), GSTP1(28), BCL2(22), IGFBP3(18), IGF1(14), GSTM1(12),

TNFSF10(11), CAV1(11), PLAU(8)

Prostate carcinoma ERG(245), BCL2(120), ERBB3(96), FKBP4(69), RASGRF1(48), HNRNKPK(44)

PBX1(35), PRKCA(28), RPL19(25), AKR1A1(23), ITPR1(18)

Malignant neoplasm

of prostate

ERG(267), BCL2(117), IRAK1(108), ERBB3(67), FKBP4(57), RASGRF1(50),

PBX1(34), RPL19(27), AKR1A1(23), ITPR1(18)

Carcinoma

ALL (LL)

KRAS(107), VEGFA(73), BCL2(52), CCND1(43), MMP9(35), PIK3CB(31),

CCND1(30), VEGFA(27), MDM2(24), BCL2(23)

Leukemia (LL) BCL2(115), VEGFA(35), PIK3CB(20), MDM2(17), CCND1(16), RB1(11),

MMP9(8), EPAS1(7), MAPK14(7), KRAS(7)

Lymphoma (LL) BCL2(312), CCND1(96), VEGFA(20), MDM2(18), PIK3CB(10), NXT1(8),

MMP9(8), RB1(7), SKP2(5)

Childhood all ITGB3(2), TGFB1(2), FZR1(1), ABL1(1), MET(1), ATM(1), ERBB3(1), RB1(0)

Leukemia MYC(284), TGFB1(121), CALM1(48), IKBKG(44), ABL1(24), HSP90AB1(20),

AURKA(20), SMAD5(20), BCR(17), RAF1(11)

Acute lymphocytic

leukemia

MYC(235), ABL1(217), AURKA(84), BCR(17), TMSB4X(11), EPAS1(9), FAS(7),

BAX(7), RB1(6), ERCC2(5), PLK1(5)

Lymphoma MYC(1), TGFB1(7), CALM1(3), PIAS2(1), TGFBR1(1), AURKA(2), ABL1(7),

BCR(15), RAF1(2), HSPA1L(1)
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are searched in disease-gene association database (http://www.disgenet.org/)
for associated disease. This database basically returns the number of Pubmed
citations for the disease-gene association. In Table 2, a part of the disease-gene
association record is enumerated.

The first column of the table contains the disease names, the second column
represents the corresponding gene symbols with the number of Pubmed citations
in parentheses. The higher value in the parenthesis represents that the particular
gene is largely cited by Pubmed. The obtained result is a strong evidence to
corroborate that the member genes of the pathway are very much responsible
for different biochemical process or disease of the living cell.

5 Conclusions

Pathway-based marker finding plays a key role in disease diagnosis and its clas-
sification. In the current work the problem of automatic determination of appro-
priate relevance of a member gene participated in a pathway is posed as an
optimization problem. This is further solved after employing the search capabil-
ity of particle swarm optimization. The experimental results evidently illustrate
the potency of the proposed approach in detecting appropriate pathway markers.

Future work includes extension of the proposed framework using multiobjec-
tive optimization based architecture. Development of some new scoring mecha-
nisms to judge the quality of a pathway activity could also be a future research
direction.
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Abstract. As an important part of the urban public transport system, taxi has
been the essential transport option for city residents. The research on the pre-
diction and analysis of taxi demand based on the taxi GPS data is one of the hot
topics in transport recently, which is of great importance to increase the incomes
of taxi drivers, reduce the time and distances of vacant driving and improve the
quality of taxi operation and management. In this paper, we aim to predict the
taxi demand based on the ConvLSTM network, which is able to deal with the
spatial structural information effectively by the convolutional operation inside
the LSTM cell. We also use the LSTM network in our experiment to implement
the same prediction task. Then we compare the prediction performances of these
two models. The results show that the ConvLSTM network outperforms LSTM
network in predicting the taxi demand. Due to the ability of handling spatial
information more accurately, the ConvLSTM can be used in many spatio-
temporal sequence forecasting problems.

Keywords: ConvLSTM � LSTM � Taxi demand

1 Introduction

In modern cities, taxi has been the essential transport option for city residents in their
daily life. However, sometimes a driver has to spend a lot of time searching for the next
passenger, and the passengers often complain about the inconvenience of taking a taxi
due to the long wait-time. Therefore, the prediction and analysis of taxi demand
throughout a city is of great importance in solving this kind of problem, which can lead
to the effective taxi dispatching, help the drivers to improve their incomes and reduce
the wait-time for passengers. In recent years, with the rapid development of information
technology and data science, more data resources are available and computable than
before. Historical taxi trips have been widely used in many tasks, such as urban traffic
congestion estimation and prediction [1], the understanding of taxi service strategies
[2], and taxi operation optimization [3].

However, there are a few researches on the prediction of taxi demand based on
historical taxi trips. Zhao et al. [4] define a maximum predictability for the taxi demand
and prove that the taxi demand is highly predictable. Besides, they validate their theory
by implementing three prediction algorithms. Li et al. [5] propose an ARIMA-based
model to predict the spatial-temporal variation of picking up passengers in a densely
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populated region, the predicted results can be used to help taxi drivers to find the next
passenger. Kong et al. [6] propose a time-location-relationship (TLR) combined taxi
service recommendation model, which not only predicts the number of potential pas-
sengers in the subregions, but also recommends some suitable areas with the large taxi
demand. The above-mentioned methods mainly focus on predicting the taxi demand by
analyzing the historical taxi data, such as the amount of pick-up passengers. Actually,
many factors may exert an influence on the prediction of taxi demand, for example,
weather, date, traffic condition and so on. In addition, this is also a time series fore-
casting problem, the long-term dependencies exist in the different time periods. We
need a better method to deal with the long-term dependency and to improve the
prediction accuracy. With the recent advances of the deep neural networks, Long Short
Term Memory (LSTM) [7] networks, as a special kind of Recurrent Neural Network
(RNN), have been proved to be effective in sequence learning problems. LSTM is
capable of learning long-term dependencies by using some gating mechanisms to store
information for future use. Nowadays, LSTMs have been widely used in many
applications such as speech recognition, time series predictions and language pro-
cessing. Xu et al. [8] propose a real-time method for predicting taxi demands based on
LSTM network and achieve a good prediction accuracy. Although the LSTM network
is powerful for handling temporal correlation, it involves much redundancy for the
spatial data. The input data of the general stacked LSTM layers is one-dimensional, but
it often tends to contain multiple variables, so the input data has to be a single long
vector, leading to a great deal of weights and considerable computational cost.

In this paper, in order to predict the taxi demand more accurately, we introduce
Convolutional LSTM (ConvLSTM) [9], one of the variants of LSTM. ConvLSTM was
designed to embed the convolutional operation inside the LSTM cell to deal with the
spatial data more effectively, which had been proved to be better for some general
spatio-temporal sequence forecasting problem. Therefore, we apply the ConvLSTM to
the problem of predicting taxi demands based on the historical taxi data, and we also
adopt the traditional LSTM network as the general method in our experiment. Then we
compare the different prediction performances of these two models. The experimental
results show that the ConvLSTM network model, which considers the spatio-temporal
property more precisely, outperforms the traditional LSTM network for the prediction
of taxi demand.

2 Models

2.1 LSTM

Long Short Term Memory (LSTM) network was introduced by Hochreiter and Sch-
midhuber in 1997, and was popularized and refined by many people in their following
work. The LSTM architecture consists of a set of recurrently connected subnets, known
as memory blocks [10]. Each block contains one or several memory cells and three
gates - input gate, output gate and forget gate. These gates can regulate the cell state by
adding or removing the information. The forget gate tend to decide what kind of
information we will throw away from the cell state. The input gate can decide the
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values we need to update, and after updating the old cell state into a new one, the
output gate decides what information we are going to output. In general, the gating
mechanisms are able to allow the LSTM cells to store and update the information over
long periods of time. The equations of the gates (input gate, output gate and forget gate)
in LSTM are as follows:

it ¼ rðWxixt þWhiht�1 þWcict�1 þ biÞ ð1Þ

ft ¼ rðWxf xt þWhf ht�1 þWcf ct�1 þ bf Þ ð2Þ

ct ¼ ftct�1 þ it tanhðWxcxt þWhcht�1 þ bcÞ ð3Þ

ot ¼ rðWxoxt þWhoht�1 þWcoct þ boÞ ð4Þ

ht ¼ ot tanhðctÞ ð5Þ

Where i, f and o refer respectively to the input gate, forget gate and output gate,
c refers to the memory cell,W is the weight matrix, xt is the input data at time t, ht −1 is the
hidden output at time t − 1, ct is the cell state at time t, the activation function of the gates
is denoted r, and b is the bias value. The structure of stacked LSTMs is shown in Fig. 1.

2.2 ConvLSTM

ConvLSTM was proposed by Shi et al. in 2015 [9], and it is devised to learn the spatial
information effectively in the dataset. The input data of the LSTM is one-dimensional,
but the real input data may consist of multiple variables, and sometimes there exists a
spatial correlation between these variables. When the LSTM network is applied to
solve the problems related to the time series, the input data need to be a single long
vector, so the spatial information can not be taken into consideration accurately.
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Fig. 1. The structure of stacked LSTMs model
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Different from the traditional LSTM network structures, the ConvLSTM network has
the convolutional structures in both the input-to-state and state-to-state transitions [9].
The equations of the gates (input gate, output gate and forget gate) in ConvLSTM are
as follows:

it ¼ rðWxi � xt þWhi � ht�1 þWcict�1 þ biÞ ð6Þ

ft ¼ rðWxf � xt þWhf � ht�1 þWcf ct�1 þ bf Þ ð7Þ

ct ¼ ftct�1 þ it tanhðWxc � xt þWhc � ht�1 þ bcÞ ð8Þ

ot ¼ rðWxo � xt þWho � ht�1 þWcoct þ boÞ ð9Þ

ht ¼ ot tanhðctÞ ð10Þ

As we can see, the difference between equations in the two kinds of LSTM networks is
that the Hadamard product between the weight W and the input data xt, the hidden
output ht−1 in each gate is replaced with the convolution operator (*). By doing so, the
ConvLSTM network captures underlying spatial features by convolution operations in
multiple-dimensional data [11]. In addition, the convolutional layer is a reasonable
substitute for the fully connected layer in the network, which reduces the number of
weight parameters in the model and improve the computational efficiency. Another
difference is that the LSTM network only accepts one-dimensional input data, while the
ConvLSTM network accepts 3-D input data, which can be an advantage in dealing with
many spatio-temporal sequence forecasting problems.

In this study, we can apply the ConvLSTM network in predicting the taxi demand
in the regions. The GPS dataset of Historical taxi trips, including date, trip distance,
pick-up and drop-off records and so on, will be used in our experiment. Because the
taxi demand is greatly affected by the time and location, so it is a spatio-temporal
sequence problem. For example, the demand for taxis is different in different social
areas during each period of time. We partition the target area into a M � M grid map
based on the longitude and latitude, then choose a small time period as the time-step of
the model. The number of taxi pickups in each subregion at the time interval will be
regarded as the taxi demand in an area during a time period. In terms of the taxi
demand prediction, a large area, even a big city, can be divided into many small
subregions. More importantly, the taxi demand in nearby regions may affect each other.
For example, someone who requests a taxi to a social area, may also request a taxi to
return the previous location after several hours. Therefore, we need a method which is
able to handle the spatial information. The ConvLSTM network contains a convolution
operator which has the powerful ability to capture the spatial structural information.
The structure of our model using ConvLSTM is shown in Fig. 2. The input data of the
model at one time-step is three-dimensional as M � M � 1. M refers to the side length
of our grid map and the number 1 is the amount of channels. The input shape is similar
to the data shape of gray images in the process of image processing. We also need to
decide the time steps t, then we can predict the taxi demand in the next time-step based
on the historical taxi dataset in the past several time steps. The output of this model is
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the taxi demands of all subregions at time step t + 1. More details will be discussed in
the experiment part. The structure of ConvLSTM is shown in Fig. 2.

3 Experiment

3.1 Data

The historical taxi trip dataset used in our experiment is New York City taxi trip dataset
[12], which was distributed by NYC government for research purposes. The dataset
contains the taxi trip records from January 2013 through December 2013. Each taxi trip
consists of several records, such as hack license, vendor id, pickup date/time, dropoff
date/time, passenger count, trip time and so on. Limited by the hardware condition and
computational power, we choose a part of the whole dataset from January 2013 through
April 2013, and we use the taxi trip data related to our experiment, including pickup
date/time, dropoff date/time and latitude/longitude coordinates for the pickup and
dropoff locations. We select 80% of the data for training our model and keep the
remaining 20% for validation.

3.2 Model Setup

In our experiment, we choose a geographical area with the latitude ranging from
40.750° to 40.765° and the longitude ranging from −73.996° to −73.978°, then we
partition this area into equal small ones according to latitude and longitude, which
means that each subregion possesses the same size. In order to analyse the influence of
the number of subregions in predicting the taxi demands, we will divide our experi-
mental area into 9 (3 � 3) subregions and 25 (5 � 5) subregions respectively, then
evaluate the predicted results on each model. We use the ConvLSTM network and
LSTM network to implement the prediction task, and compare their performances on
the basis of performance metrics. The time-step length is 60 min in our study, and
every one week data is used as a sequence, then the sequence length will be 168
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Fig. 2. The structure of ConvLSTM model
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(24 � 7). That means we utilize the historical taxi demand data of the past 168 time
intervals to predict the number of passengers in the next time period. Therefore, the taxi
demands of all subregions in the next time-step is the output of our models. In terms of
the input data, the ConvLSTM network and the LSTM network have a different shape,
which is one of the major differences between these two models. In addition to the
number of samples and time steps, the input features of LSTM network is a
1 � N vector, where N refers to the number of the subregions. N is 9 or 25 in our test.
The ConvLSTM network accept a three-dimensional tensor, which means the input
data need to be the shape 3 � 3�1 or 5 � 5�1.

Our implementations of these two models are in Python 3.5 with the assistance of
Keras, which is based on TensorFlow, one of the most popular backends in deep
learning. Table 1 includes the list of major parameters in our experiments.

3.3 Performance Metrics

In order to evaluate the performance of our prediction model, we adopt two kinds of
prediction error metrics: Root Mean Square Error (RMSE) [13] and Symmetric Mean
Absolute Percentage Error (SMAPE) [14]. The SMAPE is an alternative to Mean
Absolute Percentage Error (MAPE) when there are zero or near-zero demand for items
[15]. In contrast to the original formula defined by Armstrong in 1985, we use the
currently accepted version of SMAPE without the factor 0.5 in denominator.
The RMSE and SMAPE in region i over time periods [1 − T] are as follows:

RMSEi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
T

X

T

t¼1
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SMAPEi¼ 1
T

X

T

t¼1

Pi;t � P�
i;t
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�

�

�

�

�

Pi;t þP�
i;t þ k

ð12Þ

Here Pi,t refers to the real taxi demand in region i at time-step t, and P�
i;t refers to the

predicted taxi demand. In order to avoid division by zero when both Pi,t and P�
i;t are

zero, the small number k is added to Eq. 11 [14]. The RMSE and SMAPE of all regions
at time-step t would be:

Table 1. Important experimental parameters.

Parameter Value

Number of subregions 9/25
Time-step length 60 min
Sequence length 168
Number of hidden layers (LSTM) 2
Number of nodes in each hidden layer 9–18
Number of channels (ConvLSTM) 1
Number of filters (ConvLSTM) 9
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RMSEt ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
N

X

N

i¼1

ðPi;t � P�
i;tÞ2

v

u

u

t ð13Þ

SMAPEt¼ 1
N

X

N

i¼1

Pi;t � P�
i;t

�

�

�

�

�

�

Pi;t þP�
i;t þ k

ð14Þ

The total number of subregions in our experiment is denoted by N. The Eq. 13 and
Eq. 14 can be used to evaluate the prediction performance over the whole area.

4 Results

4.1 Spatiotemporal Feature

We use a portion of the New York City taxi trip dataset to analyse the spatiotemporal
feature of the taxi demands, which is of great importance in our experiment. We utilize
the records of taxi pickups to find the spatial distribution pattern of taxi demands
throughout NYC, which is visualized with the software ArcGIS. We also analyse the
taxi demands at different time periods in the same location. The taxi demand distri-
bution on January 2, 2013 throughout NYC is shown in Fig. 3, and the taxi demands
during different periods of time at JFK airport is shown in Fig. 4.

As we can see, affected by the multiple factors, such as geography, social property,
economic development and so on, there is an obvious difference about the taxi
demands in the areas. The majority of the taxi demands are in the Manhattan, while few
people request the taxis in Staten Island. In terms of the temporal feature, as one of the
most busiest airport in the United States, JFK airport possesses the different taxi
pickups at different time periods, it is not easy for taxi drivers to find the passengers at
3:00 am.

Fig. 3. The distribution of taxi pickups throughout NYC on January 2, 2013
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4.2 Prediction Results

In our experiment, we use the predicted results of 168 time steps to analyse the
prediction accuracy. When the number of subregions is 9 (3 � 3), we name these small
areas with numbers from 1 to 9, which is the same for 25 subregions. The RMSEt and
SMAPEt are shown in Figs. 5 and 6. The time steps is 24 in the figures,
LSTM_9_Regions denotes the result of the model based on LSTM network with 9
subregions, while ConvLSTM_25_Regions denotes the result of the model based on
the ConvLSTM network with 25 subregions. As shown in Fig. 5, the RMSEt share the
similar pattern, with more subregions in the model, the RMSEt tend to be lower. While
in Fig. 6, we find that the model which includes more small areas has the higher
SMAPEi. However, it is obvious that the ConvLSTM network outperforms LSTM
network as shown in both figures.

In order to analyse the model performance in the same region at all time periods
simply, we take the models with 9 subregions as an example. The RMSEi and SMAPEi

are shown in Figs. 7 and 8. We can find that the model based on the ConvLSTM
network also has the better prediction accuracy than the one with the LSTM network,
though there exists the difference in prediction performance in different regions. We
use RMSE � N and SMAPE � N to evaluate the influence of the number of small
regions divided by the same area in our experiment. The RMSE � N and SMAPE � N
are defined as follows:

RMSE � N ¼ 1
N

X

N

i¼1

RMSEi ð15Þ

SMAPE � N ¼ 1
N

X

N

i¼1

SMAPEi ð16Þ

Fig. 4. The passenger number of taxi pickups at JFK airport at time periods
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Where N refers to the number of subregions. The results of different models are
shown in Table 2.

Table 2 shows that the ConvLSTM network has the better prediction performance
than the LSTM network, in terms of the size of each subregion, we find that the model
involving more subregions tends to be less accurate in predicting the taxi demand,
which means we need to partition the experimental area into the small regions with a
proper size.

Fig. 6. The SMAPE of all subregions at each time-step

Fig. 5. The RMSE of all subregions at each time-step
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5 Conclusion and Future Work

In this paper, based on the New York City taxi trip dataset, we analyse the spa-
tiotemporal feature of taxi demand, then apply the ConvLSTM network and LSTM
network to predict the taxi pickups in divided subregions respectively, the experimental

Fig. 7. The RMSE of all time steps in each region

Fig. 8. The SMAPE of all time steps in each region

Table 2. Model performance metrics

Model RMSE � N SMAPE � N

LSTM (9 regions) 45.72 0.083
ConvLSTM (9 regions) 43.64 0.069
LSTM (25 regions) 59.26 0.261
ConvLSTM (25 regions) 57.74 0.238
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results show that the prediction accuracy of the ConvLSTM network is better than that
of the LSTM network, which proves that the ConvLSTM network is able to capture the
spatial structural information more effectively. Therefore, ConvLSTM network can be
used in many spatio-temporal sequence forecasting problems. Besides, our experiment
also studies the influence of the subregion size in the prediction problem. The result
shows that the prediction accuracy may become lower with the smaller subregion size,
which means the size of the subregion is an important factor in predicting the taxi
demand. For future work, we will take more factors into consideration, such as weather,
traffic condition and so on. We also intend to improve our models with better network
structures.
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Abstract. Material search is a significant step for discovery of novel
materials with desirable characteristics, which normally requires exhaus-
tive experimental and computational efforts. For a more efficient mate-
rial search, neural networks and other machine learning techniques have
recently been applied to materials science in expectation of their poten-
tials in data-driven estimation and prediction. In this study, we aim to
predict molecular packing motifs of organic crystals from descriptors of
single molecules using machine learning techniques. First, we identify
the molecular packing motifs for molecular crystals based on geomet-
ric conditions. Then, we represent the information on single molecules
using the neural graph fingerprints which are trainable descriptors unlike
conventional untrainable ones. In numerical experiments, we show that
the molecular packing motifs are better predicted by using the neural
graph fingerprints than the other tested untrainable descriptors. More-
over, we demonstrate that the key fragment of molecules in crystal motif
formation can be found from the trained neural graph fingerprints. Our
approach is promising for crystal structure prediction.

Keywords: Crystal structure prediction · Machine learning
Supervised learning · Neural graph fingerprints

1 Introduction

Following the great success of deep learning in neural networks [1], the applica-
tion fields of artificial intelligence and machine learning have been increasingly
expanded. These techniques relying on learning algorithms and a plenty of data
are expected to provide a powerful information processing platform, which can
replace conventional rule-based computation and change manual procedures to
automatic processing. Materials science is one of the targets of machine learning.
A significant issue in materials science is to efficiently find out novel materials
c© Springer Nature Switzerland AG 2018
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that could lead to technological innovations in science and industry. However,
material search based on material experiments and/or ab initio calculations of
material properties often requires substantial time and efforts. To overcome this
problem, materials informatics [2] utilizes data science to construct predictive
models from existing materials data and thereby accelerate materials discovery
[3]. In recent years, much attention has been paid to materials property predic-
tions from atomistic and molecular information using machine learning methods
[4–7].

The properties of crystalline materials, such as energies and electric char-
acteristics, are highly sensitive to how molecules are assembled into a crystal
structure under intra- and inter-molecular interactions. The design of crystalline
materials with targeted structures and properties is the goal of crystal engineer-
ing [8]. Therefore, crystal structure prediction (CSP) is a significant step for
materials property prediction [9]. For instance, the recent advances in the com-
putational methods for CSP can be seen from the report on the latest CSP blind
test hosted by the Cambridge Crystallographic Data Centre (CCDC) [10], where
the aim is to accurately predict possible molecular crystal structures from a given
molecule. Most contributors to this blind test have tried to predict the crystal
structures by calculating the structure that minimizes its energy under empir-
ical assumptions. At present, there are few machine learning-based approaches
to CSP.

In this study, we address the prediction problem of structure types in organic
crystals as a first step to develop machine learning methods for CSP. It is known
that there are several basic molecular packing motifs of polycyclic aromatic
hydrocarbons (PAHs) [11]. We first identify the molecular packing motif for
organic crystal data from the Cambridge Structural Database (CSD) [12] based
on geometric conditions. Then, we aim to predict the molecular packing motif
from the information on single molecules in a supervised learning framework. The
prediction ability depends on the information representation, or the descriptors,
of the single molecules. In this study, we mainly focus on a trainable descriptor
called the neural graph fingerprint (NGF) [13] to predict the motif type with
a machine learning method. We compare the NGF with two other untrainable
descriptors in the prediction accuracy.

In Sect. 2, we describe the method for classification of molecular packing
motifs from the crystal data and the descriptors of molecules for motif prediction.
In Sect. 3, we show the numerical results for the motif prediction. In Sect. 4, we
summarize this work and give a brief discussion.

2 Methods

2.1 Molecular Packing Motifs

An assembly of molecules often forms a regularly arranged structure in a crystal,
which can be classified into molecular packing motifs [11]. Predicting a molec-
ular packing motif for a given molecule is useful for predicting structure and
property of crystals, because it is associated with electronic, optoelectronic, and
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energetic properties of the crystalline materials. In this study, we aim to predict
the molecular packing motif from descriptors of single molecules.

(a)

(b) (c)

(d) (e)

Fig. 1. Schematic illustrations of five packing motifs in molecular crystals with layered
structures. Each segment represents a single molecule. (a) Herringbone. (b) Pi-stacking
flip. (c) Pi-stacking parallel. (d) Dimer herringbone. (e) Dimer pi-stacking.

We classify the molecular crystals with layered structures into five motifs as
shown in Fig. 1: (a) Herringbone is characterized by tilted edge-to-face interac-
tions. (b) Pi-stacking flip (or γ [8,11]) is a flattened-out herringbone with stacks
of parallel molecules. (c) Pi-stacking parallel (or β [8,11]) is a layered structure of
parallel molecules. (d) Dimer herringbone (or sandwich [8,11]) is a herringbone
motif made up of dimer molecules. (e) Dimer pi-stacking is a sheet-like motif
made up of dimer molecules.

In addition to these five classes, we consider the sixth class “the other”,
into which the crystals with non-layered structures are categorized. As shown
in Fig. 2, we formulated an If-Then rule to identify the motif based on the dis-
tances and angles between nearest neighboring molecules and those between 2nd
nearest neighboring ones. The threshold values used in this rule were empirically
determined. According to this flowchart, we identified the motif types for organic
crystal structure data extracted from the CSD.

2.2 Molecular Representations

In materials informatics approaches, data representation is one of the key compo-
nents governing the performance of predictive models [3]. To predict the molec-
ular packing motif for each organic crystal, it is required to choose appropriate
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Fig. 2. Flowchart showing how to determine the molecular packing motif from the
crystal structure.

descriptors of the single molecules by considering what factors are important for
the crystal structures. Molecular descriptors represent a set of features of the
molecules. There have been proposed many representations of molecular struc-
tures [14], including a variety of molecular fingerprints.

Recently, neural network models on graphs have been developed to handle
graphic representations of molecules, where the vertices correspond to atoms
and the edges correspond to bonds. Duvenaud et al. [13] proposed convolutional
networks on graphs for learning molecular fingerprints that reflect a local struc-
tural information in a molecule. The proposed NGFs are represented as real-
valued vectors, in contrast to the binary vector fingerprints [15,16]. By replacing
non-differentiable operations in the fingerprint generation procedure of binary
fingerprints with differentiable counterparts, NGFs can be trained for better pre-
diction. This graph-based algorithm is regarded as a special case of the unified
framework called message passing neural networks (MPNNs) [17]. We apply this
method to the prediction of molecular packing motifs. For comparison, we also
test the two other descriptors, the Coulomb matrix and the ellipsoid model. The
three descriptors are individually described below.

(i) Neural Graph Fingerprints (NGFs) [13]: The input information for
generating an NGF is a graph representation of a molecule with atom features.
We denote the number of atom features by F , the number of layers (called the
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radius) by R, and the size of fingerprints by L. The trainable parameters are
the hidden weight matrices H1

1 , . . . , HK
R , where the size of Hk

l is F × F for
l = 1, . . . , R and k = 1, . . . , K, and the output weight matrices W1, . . . , WR

where the size of Wl is F ×L for l = 1, . . . , R. The generation process of an NGF
is described as follows (Fig. 3a).

At the initial state, the finger print vector f is set at 0. For each atom a
in a molecule, the atom feature is represented as a vector ra. For each layer l
(l = 1, . . . , R), the following steps are repeated.

First, we calculate the sum of atom feature vectors as follows:

v = ra +
∑

i∈n(a)

ri, (1)

where n(a) denotes the set of neighboring atoms of atom a. This summation
reflects the local structural information of atom a. Then, the atom feature vector
is updated with the hidden weights and a nonlinear transformation as follows:

ra = σ(vHk
l ), (2)

where k is the degree (the number of bonds) of atom a and σ is a smooth
differentiable nonlinear function. Moreover, to normalize the updated feature
vector, we compute

i = softmax(raWl), (3)

and update the fingerprint vector as follows:

f ← f + i. (4)

After the loops with respect to l, we obtain the NGF f .

Massage
Passing

Readout

(a)

(b)

(c)

Fig. 3. Schematic illustrations of the molecular descriptors. (a) The neural graph fin-
gerprints [13]. (b) The Coulomb matrix. (c) The ellipsoid model.
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(ii) Coulomb Matrix: This representation of molecules was developed to
predict atomization energies and electronic properties of molecules [4,6]. The
Coulomb matrix C = (Cij) is described as follows:

Cij =

{
0.5Z2.4

i for i = j
ZiZj

|Ri−Rj | for i �= j
, (5)

where Zi represents the nuclear charge of atom i and Ri represents its Carte-
sian coordinate in space (Fig. 3b). The off-diagonal elements correspond to the
Coulomb repulsion between atoms i and j, while the diagonal elements encode a
polynomial fit of atomic energies to nuclear charge. The matrices are transformed
into vectors of a sufficiently large fixed size.

(iii) Ellipsoid Model: The way of packing molecules depends on the shape
and the geometric distortion of the molecules [18], which can influence the
crystal motif formation. The ellipsoid model represents the approximate shape
of a molecule using the moment of inertia given by three-dimensional vectors
(Fig. 3c). The degree of anisotropy of a molecule is reflected in this representa-
tion.

2.3 Machine Learning Experiments

The NGF vectors with size L are fed into a fully connected linear layer and sub-
sequently transformed by a weight matrix U into an output vector representing
the motif class. In the two other methods, the descriptor vectors are fed into a
one-hidden-layer fully connected neural network with sigmoid activation func-
tions and then transformed by a weight matrix U into an output vector. While
the weight matrices in Eqs. (2)–(3) and the weight matrix U are trained in the
NGF, only the weight matrix U is trained in the two other methods. All models
were trained with the Adam algorithm [19]. The validation set was used to choose
the best model to evaluate and avoid models that are overfitting. The Bayesian
optimization technique [20] was used to optimize the hyper-parameters. The
experiments were performed with the codes for computing neural fingerprints
and finding strongly activated motifs, available at https://github.com/HIPS/
neural-fingerprint [13].

3 Results

Referring to Devenaud et al. [13], we set the hyper-parameters for the NGF
at L = 2014 and R = 3 and the number of atom features at F = 20. The
atom features include the atom type as a one-hot vector, its degree, the number
of attached hydrogens, the implicit valence, and the aromaticity indicator as a
binary number. The size of the weight matrix U in the full connection layer is
L×6 for all the descriptors. The total number of crystal data is 9371. The motif

https://github.com/HIPS/neural-fingerprint
https://github.com/HIPS/neural-fingerprint
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class is identified for each of these data. Some data were used for training and
the remaining data were kept for testing. The prediction accuracy was evaluated
as the fraction of correct prediction for the testing data.

The results of the experiment are summarized in Table 1. At the best case
with 6500 training data, the accuracy is 64% for the NGF, 37% for the Coulomb
matrix, and 40% for the ellipsoid model. This result shows that the graph repre-
sentation of molecules is much better than the two other molecular expressions
for motif prediction. This benefit is brought about by the training of the NGFs
(descriptors), which can deal with graphs with any size and any topology and
takes the local structural property into consideration. We notice an unexpected
result that the ellipsoid model represented as a 3-dimensional vector yields better
accuracy than the Coulomb matrix represented as an 801-dimensional vector.

Table 1. Comparison of molecular representations.

Representation Train loss Train accuracy Test loss Test accuracy

NGFs 1.01 0.76 1.23 0.64

Coulomb matrix 1.40 0.45 1.50 0.37

Ellipsoid model 1.38 0.47 1.43 0.41

Fig. 4. A strongly activated fragment in molecules for herringbone crystals.

The other advantage of the NGF is its interpretability [13]. It is possible
to extract fragments of molecules that are effective for motif prediction from
the trained models. An automatic extraction of essential fragments of molecules
for specific motif formation is useful for getting an insight into the key factors
for CSP. We first found the elements of the NGFs that are important for each
motif from the trained weight matrix and then identified the key fragment con-
taining the atoms that most contribute to those fingerprint elements. Figure 4
demonstrates a strongly activated fragment for the herringbone motif, which is
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a part of the aromatic ring. This fragment is found in 91 molecules among 364
herringbone crystals.

Compared with the conventional method based on energy minimization, the
method based on machine learning is advantageous in terms of the computa-
tional time for prediction and the extraction of important fragments. On the
other hand, the motif classification is not enough to precisely predict the crystal
structure itself.

4 Summary and Discussion

We have considered the prediction problem of molecular packing motifs in
organic crystals from single molecules using a machine learning framework.
First, we have classified the crystal structures in the dataset into several packing
motifs by a rule-based method. Next, we have used the three kinds of molecular
descriptors to predict the motif class. The results have shown that the prediction
performance of the neural graph fingerprint considerably outperforms those of
the Coulomb matrix and the ellipsoid model. It suggests that the graph-based
molecular representation including local structural information is advantageous
for predicting crystal structures. Moreover, we have shown that the neural graph
fingerprint is beneficial in revealing the essential fragment correlated with the
crystal packing motif.

As demonstrated in this work, the neural networks handling graph structures
are promising for CSP in the performance improvement and the specification of
key fragments in molecules. For improving the prediction accuracy, it would be
effective to use a larger number of training data, select more appropriate features
of atoms and edges, and refine the prediction model. The performance compari-
son between the ellipsoid model and the Coulomb matrix suggests that the global
shape of the molecule is also important for the crystal structure formation.
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Abstract. Stock index prediction is regarded as a challenging task due
to the phenomena of non-linearity and random drift in trends of stock
indices. In practical applications, different indicator features have signifi-
cant impact when predicting stock index. In addition, different technical
indicators which contained in the same matrix will interfere with each
other when convolutional neural network (CNN) is applied to feature
extraction. To solve the above problem, this paper suggests a multi-
indicator feature selection for stock index prediction based on a multi-
channel CNN structure, named MI-CNN framework. In this method,
candidate indicators are selected by maximal information coefficient fea-
ture selection (MICFS) approach, to ensure the correlation with stock
movements while reduce redundancy between different indicators. Then
an effective CNN structure without sub-sampling is designed to extract
abstract features of each indicator, avoiding mutual interference between
different indicators. Extensive experiments support that our proposed
method performs well on different stock indices and achieves higher
returns than the benchmark in trading simulations, providing good
potential for further research in a wide range of financial time series
prediction with deep learning based approaches.

Keywords: Stock index prediction · Feature selection
Maximal information coefficient · Convolutional neural networks

1 Introduction

Stock index prediction has been an important issue in the fields of finance,
engineering and mathematics due to its potential financial gain. The prediction
of stock index is regarded as a challenging task of financial time series prediction.
There has been so much work done on ways to predict the movements of stock
price. In the past years, most research studies focused on the time series models
and statistical methods to forecast future trends based on the historical data,
such as ARIMA [1], ARCH [2], GARCH [4], etc. With the great development of
computer science, many recent works have been proposed based on the machine
learning methods, such as neural networks (NN) [8], bayesian approach [12] and
support vector machine (SVM) [19], to predict the stock index trends.
c© Springer Nature Switzerland AG 2018
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Recently, convolutional neural network (CNN) is gradually applied in the
field of stock market, and some methods [7,15,18] based on CNN have shown
that CNN can be an effective tool for feature extraction whether in the task of
predicting specific price level or predicting the movements of stock. These CNN-
driven methods have shown state-of-the-art performance. Gunduz et al. [7] pro-
posed a CNN architecture with a specifically ordered feature set to predict the
intraday direction of stocks. In the feature set, each instance was transformed
into 2D-matrix by taking into account different indicators, price and tempo-
ral information. Sezer et al. [15] proposed a CNN-TA stock trading model, and
15 × 15 sized 2-D images were constructed using 15 different technical indicators.
However, it is worth noting that there are still some common disadvantages hin-
dering the current CNN-driven stock index prediction methods. First, they used
fixed technical indicators as the input of CNN for stock forecasting. But different
stock indices represent different industries, which present different characteris-
tics and market cycles. Therefore, the adoption of fixed technical indicators is
not adaptable to the prediction of different stock indices. In addition, when con-
volving the indicator matrix, different indicators will interfere with each other
and cause confusion information in the feature maps. Because different technical
indicators are fused in the same matrix.

To solve these problems, a CNN-driven multi-indicator stock index prediction
framework, named MI-CNN, is presented in this paper, which applied CNN to
extract abstract features in different indicators independently. In the MI-CNN
framework, we utilize maximal information coefficient feature selection (MICFS)
to filter more effective technical indicators for different stock indices intelligently,
instead of using fixed indicators to predict all kinds of stock indices. Then a multi-
channel CNN structure is proposed to extract features from each independent
technical indicator, rather than extracting all indicator features in a single matrix
confusedly. Our MI-CNN framework is proved to be effective on various stock
indices and numerous experiments are illustrated in this paper. The average
prediction accuracy and returns achieve 60.02% and 31.07% in the experiments.

The remainder of this paper is structured as follows. In Sect. 2, we briefly
review the related work in stock index prediction tasks. In Sect. 3, we describe
the architecture and detailed design of the framework. Then the experiments
and the corresponding analysis are shown in Sect. 4. Finally, some concluding
remarks are drawn and future research directions are discussed from Sect. 5.

2 Related Work

Financial time series modeling is regarded as one of the most challenging fore-
casting problems. In [17], Kevin indicated that the change in the stock price
was better forecasted by the non-linear methods when compared with linear
regression models. In [5], it has shown that forecasting price movements can
often result in more trading results. Oriani et al. [13] evaluated the impact of
technical indicators on stock forecasting and concluded that lagging technical
indicators can improve the accuracy of the stock forecasts compared to that
made with the original series of closing price.
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The purpose of feature selection method is to reduce data complexity and
improve prediction accuracy. Feature subset selection methods can be classi-
fied into two categories: the filter approach and the wrapper approach [9]. Lee
proposed a F-score and supported sequential forward search feature selection
method, which combined the advantages of filter methods and wrapper methods
to select the optimal feature subset from the original feature set [11]. Su et al.
proposed an integrated nonlinear feature selection method to select the impor-
tant technical indicators objectively in forecasting stock price [16]. The results
showed that the proposed method outperforms the other models in accuracy,
profit evaluation and statistical test.

Recently, more and more practice shows promising performance in different
ways of combining CNN and stock prediction tasks together. Tsantekidis et al.
[18] proposed a deep learning methodology, based on CNN, that predicted the
price movements of stocks, using as input large-scale, high-frequency time-series
derived from the order book of financial exchanges. Results showed that CNN
is better suited for this kind of task in finance. In [6], researchers extracted
commonly used indicators from financial time series data and used them as their
features of artificial neural network (ANN) predictor. They generated 28 × 28
images by taking snapshots that were bounded by the moving window over a
daily period.

3 Proposed Framework

The architecture of the MI-CNN framework is first briefly described in Fig. 1.
More specifically, the system selects several effective indicators through MICFS
from given stock index data. Then potential features of each indicator are
extracted using a special CNN structure. After that, extracted features are input
into the ANN model to provide prediction results. Finally, a straight trading
strategy [3] is applied according to the final prediction results. We will introduce
the details of the trading strategy in the experimental section.

Fig. 1. Block diagram of complete framework

3.1 Stock Feature Selection

Stock market data and several common-use technical indicators are employed as
input features in this study. Because most of the technical indicators are calcu-
lated from basic stock market data, the redundancy of information is unavoidable
between different technical indicators. Therefore, we apply the MICFS approach
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to filter out indicators which are most relevant to the movements of given stock
index, while the correlation between the selected indicators is minimal.

Maximal information coefficient (MIC) is a measure of dependence for two-
variable relationships that captures a wide range of associations both functional
and not [14]. MIC belongs to a larger class of maximal information-based non-
parametric exploration (MINE) statistics for identifying and classifying rela-
tionships. Let D be a set of ordered pairs. For a grid G, let D|G denote the
probability distribution induced by the data D on the cells of G. And I denote
mutual information (MI):

I(x; y) =
∫∫

p(x, y)log
p(x, y)

p(x)p(y)
dxdy (1)

Let I∗(D,x, y) = maxGI(D|G), where the maximum is taken over all x-by-y
grids G (possibly with empty rows/columns). MIC is defined as

MIC(D) = max
xy<B(|D|)

I∗(D,x, y)
log2min{x, y} (2)

where B is a growing function satisfying B(n) = o(n), and the authors heuristi-
cally suggest B(n) = n0.6 as a default setting.

In this study, we don’t limit the number of selected indicators until the best
feature subset is constructed. For each indicator f , the MICFS is described by:

J(f) =
1
n

n∑
i=1

MIC(C; fi) − 1
n

β
∑
s∈S

n∑
i=1

MIC(si : fi) (3)

where MIC(C; fi) is the MIC of labels C and feature f , and fi is the ith series
of feature f , MIC(si; fi) is the MIC of candidate feature f and the selected
feature s in feature subset S, and coefficient β ∈ [0, 1] indicates the effect of
selected feature redundancy to the result. n is the number of series contained in
each indicator, and n = 3 in our study. The basic steps of feature selection are
summarized by the pseudo code listed below.

Algorithm 1. Maximal information coefficient feature selection algorithm
Input:

Training dataset D = {F, C}, F = (f1, f2, ..., fn)
Output:

Selected feature subset S, S ⊆ F
Begin Set S = ∅, β = 1, B(n) = n0.6

for i = 1 : n do
Calculate J for each feature f and f /∈ S
Select the maximum J and put corresponding feature f into subset Si

Train the model using Si, and obtain the accuracy P (Si)
end for
Select the best P (S) and output the feature subset S
End
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Eight popular indicators are chosen as candidate features for MICFS and each
indicator contains three common-use series. An open-source library Technical
Analysis Library (TA-Lib) is utilized to calculate technical indicators above.
The details of all the eight technical indicators are depicted in Table 1.

Table 1. Candidate technical indicators

Technical
indicator

Concrete series Description

Price high, low,close Highest price, lowest price and close price

V ol V ol, V ol5, V ol10 Trading volume of stock index

MACD MACD, MACDhist, MACDsignal Moving Average Convergence and Divergence

RSI RSI5, RSI10, EMAn Relative Strength Index

KD slowK , slowD, fastk Stochastic Index

WR WR5, WR10, WR20 Larry Williams R

ROC ROC5, ROC10, ROC20 Rate of Change

CCI CCI5, CCI10, CCI20 Commodity Channel Index

3.2 CNN-Driven Stock Feature Extraction

In normal conditions, CNN is principally utilized to deal with image-related
problem because of the ability to discern the spatial correlation of neighboring
pixels. CNN can automatically extract the characteristic relationship between
adjacent data elements and reconstruct the feature vectors [10]. The financial
time series forecasting problem can be implicitly converted into an image clas-
sification problem when technical analysis data is shaped into two-dimension
matrices [15]. As for the task of stock prediction in this study, market data and
technical indicators are continuous-discrete time. As a consequence, vectors in
each indicator series are relevant while different indicators are independent of
each other. What’s more, there are potential characteristics between the series of
the same technical indicator with different computing periods. It raises the diffi-
culty of extracting features from the stock data for predicting stock movements.
Considering the above issues and the characters of CNN, a more applicable multi-
channel CNN-driven framework is proposed to extract features from technical
indicators in stock prediction task.

Figure 2 illustrates the sketch of the CNN architecture when three indicators
are selected. Continuous time series of each indicator are formed as the shape of
two-dimension matrices:

Indicator =

⎡
⎣f11 . . . f1n

f21 . . . f2n
f31 . . . f3n

⎤
⎦
3×n

(4)

where n represents a continuous date span of indicator and we fix n =10. For
example, as for the indicator RSI, three series RSI5, RSI10 and RSI20 are
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formed as a 3×n matrix. For each indicator, we use the same convolution archi-
tecture, two convolutional layers without subsampling, to extract features, which
can reflect the extracted abstract features in a high level. Finally, the extracted
features are integrated and put into the final prediction model, fully connected
ANN. The purpose of our design is to make CNN automatically extract under-
lying features of each indicator. At the same time, it will not be subject to any
other indicator when it extracts features of a certain indicator, owing to the inde-
pendent CNN structure. The number of CNN channels depends on how many
indicators are selected in feature subset S.

In the field of image, subsampling plays the role of dimensionality reduction
and invariance. But in this study, the series of each indicator takes on specific
meanings, and the different series, such as RSI5 and RSI10, are independent of
each other. If subsampling, such as the maxpool layer, is adopted, the informa-
tion in the indicator series would be lost and cause information loss probably. To
avoid the loss of extracted features, there are two convolutional layers without
subsampling applied in this study.

In the two convolutional layers, the sizes of the convolution kernels are 3 × 3
and 3 × 2, and the stride length is 1. Zero-padding strategy is applied in the
first convolutional layer. In this way, when extracting features, it can not only
extract momentum features between horizontally adjacent data points in an
identical series, but also extract other underlying features between every two
series and between total three series that are vertically adjacent. The number of
feature maps in the two convolutional layers are 16 and 32, respectively.

Fig. 2. Architecture of CNN when 3 indicators are selected

Fully connected ANNs are deployed after the second convolutional layers in
each feature extraction channel. Then the ANNs are merged in the next hidden
layer. The outputs are the movements of a given stock index. Given 1 shows the
stock index price will rise next day. By contrast, given 0 indicates the opposite
way. Specifically, the rectified linear units (ReLu) activation function is applied
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in ANN and the learning rate α is set to 0.01. The back-propagation algorithm is
used to train the model. The parameters of the model are learned by minimizing
the categorical cross entropy loss:

C(W ) = −
L∑

i=1

yi · logy
′
i (5)

where L is the number of different labels and the notation W refers to the
parameters of weights. The ground truth vector is denoted by y, while y

′
is the

predicted label distribution. In order to overcome the over fitting phenomenon,
we punish the weights W with L2 regularization, and the L2 regularization is
calculated as:

C
′
= C +

λ

2n

∑
w

w2 (6)

where C denotes the original cost function, λ is regularization coefficient and n
is the scale of training set. w is the weights need to be punished.

4 Experiment

4.1 Experiments on SPY

The basic experiments are developed on the S&P 500 Index ETF (SPY), from
January 2008 to December 2017. The stock market data is published on Yahoo
Finance. Afterwards, the dataset is divided into two sets. Data with eight years is
served as training dataset while the remaining data with two years is used as the
test dataset. The input data is scaled to [0, 1], using the min-max normalization
approach. We employ accuracy and returns as our evaluation metrics:

Accuracy =
TP + TN

TP + FP + TN + FN
(7)

Returns =
Cfinal − Cinitial

Cinitial
× 100% (8)

TP, FP, TN and FN represent respectively the true positive, false positive, true
negative and false negative [7]. Cinitial and Cfinal present the capital at the
beginning and at the end of transaction respectively.

The process of feature selection is analyzed in accordance with the execution
phase of the MICFS approach. Table 2 illustrates the J values of candidate indi-
cators in each iteration of MICFS approach, where J(f) is calculated by Eq. 3.
In each iteration, the indicator with the largest J value will be selected into the
feature subset S. In Table 3, each row illustrates the selected feature subset S
and the J value of the selected feature at this iteration. It also illustrates the
prediction accuracy P (S) on the training set when the current feature subset S
is used as input data for the MI-CNN model. As shown in the table, when the
feature subset contains Price, CCI and MACD, the prediction accuracy reaches
the highest value.
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Table 2. Execution detail of MICFS approach on SPY

Iteration 1 2 3 4 5 6 7

J(Price) 0.1038 - - - - - -

J(Vol) 0.0950 −0.4485 −0.5219 −0.6817 −0.3031 −0.4245 -

J(MACD) 0.0943 −0.0184 −0.1491 - - - -

J(KDJ) 0.0996 −0.0283 −0.1791 −0.6812 −0.2811 - -

J(RSI) 0.0958 −0.0577 −0.2730 −0.5399 −0.5112 −0.7858 −0.9583

J(WR) 0.0987 −0.0157 −0.3337 −0.5030 −0.4199 −0.6485 −0.7802

J(ROC) 0.0959 −0.0462 −0.2261 −0.3928 - - -

J(CCI) 0.1010 0.0212 - - - - -

Table 3. Results of MICFS approach on SPY

Selected feature subset S Maximum J(f) P(S)

Price 0.1038 59.75%

Price, CCI 0.0212 63.32%

Price, CCI, MACD −0.1491 66.91%

Price, CCI, MACD, ROC −0.3928 64.51%

Price, CCI, MACD, ROC, KD −0.2811 63.34%

Price, CCI, MACD, ROC, KD, Vol −0.4245 60.30%

Price, CCI, MACD, ROC, KD, Vol, WR −0.7802 59.65%

Price, CCI, MACD, ROC, KD, Vol, WR, RSI −1.5551 57.65%

We apply the MICFS method to conduct experiments on several stock indices
introduced in [3]. Figure 3 presents the experimental results of MICFS on dif-
ferent stock indices. Since different stock indices represent different industries
and have their own characteristics, the number of features in the optimal fea-
ture subset is different when forecasting stock trends. It shows that the MICFS
method can select effective features for different stock indices.

The signals produced from the final prediction model are applied to imple-
ment trading simulations. A simple trading strategy is conducted with the given
signals.

Action =

⎧⎪⎨
⎪⎩

buy signalc = 1 and signalc−1 = 0
sell signalc = 0 and signalc−1 = 1
sit others

(9)

where signalc represents the signal of current date and signalc−1 represents
the signal of the last date. We adopt the T + 1 trading system in the trading
simulations. The capital curves of trading results are shown in Fig. 4; it displays
the accumulated capitals trading on SPY index during the year of 2016 and 2017.
In order to simplify the transaction process, the transaction fees are not took
into account. As shown in this picture, the red line presents the capital trading
with our MI-CNN framework, while the blue line indicates the capital trading
with Buy&Hold strategy, where we simply buy the index at the beginning of
transaction and sell it at the end. The Buy&Hold strategy is usually considered
as a benchmark to compare with different trading strategies. Comparing with
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Buy&Hold strategy, our method obtains higher returns, exactly 59.16%. Overall,
our system performs well on the SPY stock index.

Fig. 3. MICFS results with different stock indices

Fig. 4. Trading simulation on SPY

4.2 Comparison with Other Models

In this part, several popular prediction models are compared with our MI-CNN
framework. The classifier that often involved in other decision support systems
contains SVM, ANN and so on. These methods are used for contrasting with
MI-CNN and the simulations are conducted on SPY with confirmed indicators.
The structure of ANN is designed as a three-layer network, and the number
of neurons in the hidden layer is determined at 2N + 1 [3], where N is the
dimension of input vectors. Finally, a single CNN (SCNN) structure is used
to extract features in the indicator matrix, where the selected indicators are
converted into a 2-D matrix together [15]. The contrast results are illustrated in
Fig. 5(a). The accumulated capital curves are displayed in Fig. 5(b).

The histogram shows the proposed MI-CNN presents the best performance
with both the test accuracy and returns. Then the SCNN model ranks in the



44 H. Yang et al.

(a) Results comparation (b) Trading simulations

Fig. 5. Comparing results of different models

second and SVM ranks in the following. ANN performs worst that may caused by
the vector-ordered representation of input data. Moreover, the high prediction
accuracy, in general, conducts more fruitful returns in the real stock market. So
the MI-CNN conducts the highest returns in the trading simulation.

4.3 Experiments on Other Stock Indices

To prove the adaptability of MI-CNN method with various stock indices, several
stock indices in different industries are tested in this section. These stock indices
are a good mix of large, mid, and small stocks, which has been introduced in [3].
In order to compare with the existing work in the latest research, the trading
simulations are conducted on the dataset in [3]. The testing result with different
stock indices are shown in Table 4. In terms of prediction accuracy, our MI-
CNN is generally higher than their experiment results. The returns of trading
simulation are better than theirs partly. We can see the accumulated returns

Table 4. Experiment results on different indices

Stock
index

Accuracy
in [3]

Accuracy
of MI-CNN

Returns of
Buy&Hold

Returns
in [3]

Returns
of MI-CNN

SPY 61.11% 61.94% 13.69% 24.75% 27.37%

EEM 55.56% 60.31% 17.07% 36.48% 33.04%

EFA 54.76% 61.50% 8.13% 30.09% 32.37%

FXI 52.78% 58.71% 4.54% 28.07% 35.75%

IWM 53.79% 59.11% 25.60% 31.48% 29.01%

OIH 53.57% 57.90% 21.71% 24.17% 25.68%

QQQ 58.33% 60.69% 19.29% 29.09% 32.31%

SMH 52.78% 60.07% 18.74% 29.66% 33.09%

Average 55.33% 60.02% 16.09% 29.22% 31.07%
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conducted with our MI-CNN framework are universally higher than that with
Buy&Hold strategy. The average prediction accuracy and returns of MI-CNN
are 60.02% and 31.07% respectively.

5 Conclusion

In this paper, we propose a CNN-driven multi-indicator framework for stock
index movement prediction. We employ MICFS to select effective indicators
for different stock indices by considering the correlation between indicators and
labels, and considering the redundancy between different indicators simultane-
ously. Feature extraction is carried out for several selected indicators respectively,
which avoids interference between different indicators. For multi-indicator, we
design a multi-channel CNN structure to extract underlying features from differ-
ent indicators. In the experiments, the average prediction accuracy and average
returns achieve 60.02% and 31.07% respectively. Experimental results demon-
strate that our MI-CNN framework can successfully select features and effec-
tively improve the prediction and transaction results.

There is much room for improvement in the future works. On the one hand,
the source and representation of input data are potentially diverse. Finance
data and news text could be taken into account. On the other hand, the features
extracted by CNN can be considered as an important reference for different
trading strategies.
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Abstract. Uplift prediction concerns the causal impact of a treatment
over individuals and it has attracted a lot of attention in the machine
learning community these past years. In this paper, we consider a typ-
ical situation where the learner has access to an imbalanced treatment
and control data collection affecting the performance of the existing
approaches. Inspired from transfer and multi-task learning paradigms,
our approach overcomes this problem by sharing the feature represen-
tation of observations. Furthermore, we provide a unified framework for
the existing evaluation metrics and discuss their merits. Our experimen-
tal results, over a large-scale collection show the benefits of the proposed
approaches.

Keywords: Uplift prediction · Causal inference
Digital advertising · Supervised learning

1 Introduction

Uplift prediction is mostly studied in digital advertising and personalized
medicine. In the former, the treatment is exposure to different ads [7] while
in the latter, the treatment is usually a medication [3]. In both cases the aim is
to predict if the treatment over an individual would be more preferable or not.

The ultimate goal of uplift models is to lead a policy that makes decisions
over future instances. Such a decision could, for example, be to focus the adver-
tising budget on users on whom it will be the most profitable (and possibly less
annoying). One can also imagine to use such a model as a building block for a
reinforcement learning algorithm that would take advantage of the predict uplift
to choose relevant actions given a state. In any of these applications it is essential
to enforce a causal interpretation of the uplift model in order to inform further
actions.

In this paper we focus on uplift approaches that would scale to industrial
applications, especially in terms of learning and inference time.
Our main contributions are threefold.
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1. First, we introduce two novel approaches that tackle the case of imbalanced
treatment and control datasets and discuss their merits (Sect. 3)

2. we then provide a unified view of existing evaluation metrics and indicate
which one should be preferred for a given application (Sect. 4.2)

3. Finally, we evaluate the proposed approaches on a real-life collection and
produce palpable evidence of their practical usefulness (Sect. 5).

2 Problem Formulation

The causal uplift U(x) is the expected difference indicating if an individual
should take a treatment or not. We formalize it using Pearl’s causal inference
framework [5] as

U(x) = E[Y |X = x, do(T = 1)] − E[Y |X = x, do(T = 0)]. (1)

Conversely, the conditional uplift u(x) in Eq. 2 is the expected difference in
outcome when the individual has taken the treatment or not: that is when we
observe it after the fact:

u(x) = E[Y |X = x, T = 1] − E[Y |X = x, T = 0] (2)

Causal and conditional uplifts are equivalent if treatment was administered
at random:

T |= X ⇒ U(x) ≡ u(x)

Note that it is always possible to learn a predictor of u(x) using traditional
approaches in supervised learning, even though we only observe treatment and
outcome coming from a natural experiment. But in order to interpret the uplift
predictions as causal (especially for taking actions like exposing users to ads or
taking medicine) the model must be learned on data for which U(x) ≡ u(x).
Therefore we assume a dataset composed of i.i.d. samples of the joint covariates
X, label Y and treatment T variables:

D = {Xi, Yi, Ti}i=1...n ; Ti |= Xi,∀i

Learning algorithms have access to D and can learn any distributions (we
will see that there are multiple possible choices). We consider a binary outcome:
at inference time the model performs a prediction of the form û(x) = P̂T (Y =
1|X = x) − P̂C(Y = 1|X = x), that is with the same x the model predicts
the difference between two potential outcomes, if the subject is treated or not,
respectively.

3 Proposed Approaches

In this section, we present two uplift prediction methods for large-scale data case
which attempt to take advantage of the relatedness of response in treatment and
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control groups during the learning process. We posit that this general idea is
useful when the amount of data varies drastically between groups.

Dependent Data Representation (DDR) approach is based on a Clas-
sifier Chains method [9] originally developed for multi-label classification prob-
lems. The idea is that if there are L different labels, one can build L different
classifiers, each of which solves the problem of binary classification and at the
training process each next classifier uses predictions of the previous ones as extra
features.

We use the same idea for our problem in two steps. At the beginning we train
a first classifier on control data:

PC = P (Y = 1|X = x, T = 0),

then we use predictions PC as an extra feature for the classifier learning on the
treatment data, effectively injecting a dependency between the two datasets:

PT = P (Y = 1|X = x, P̂C(x) = p, T = 1).

To obtain uplift for each individual we compute the difference:

ûDDR(x) = P̂T (x, P̂C(x)) − P̂C(x)

Intuitively, the second classifier is learning the difference between the
expected outcome in treatment and control, that is the uplift itself. Examination
of the weights of this uplift classifier could also lead to interesting information
on the role of different features in explaining the treatment outcome.

Shared Data Representation (SDR) approach for uplift prediction is
based on a popular implementation of the multi-task framework [1]. A predictor
is learned on a modified features representation that allows to learn related tasks
jointly and with a single loss. We specialize this approach considering predicting
outcomes in control and treatment groups as the related tasks.

The general form of the model is given by

P (Y |T = t,X = x) = f(〈w0, x〉 + 1[t=1]〈wt, x〉 + 1[c=1]〈wc, x〉) (3)

with f an arbitrary link function. Practically speaking we augment the
dataset by stacking the original features with a conjunction of the treatment
group indicator and the same features. Letting DT and DC be the covariates
from treatment and control groups respectively such that DT ∪ DC = D we
obtain the following shared learning representation:

DSDR
train =

[
DT DT 0
DC 0 DC

]

So a single vector of weights w is learned jointly as w = [w0 wT wC ] where
w0 is a vector of weights that relate to the original features and wT and wC are
corresponding to treatment/control conjunction features.
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At inference time we compute the difference between predicted probabili-
ties using two representations of the individual features, corresponding to the
counterfactual outcomes:

ûSDR(x) = P̂ (Y = 1| [x x 0
]
) − P̂ (Y = 1| [x 0 x

]
)

An advantage of this method is the possibility to assign different regulariza-
tion penalties for w0 (λ0) and wT / wC (λ1). In this way it is possible to control
the strength of the connection between the tasks. As reported by Chapelle, it
is equivalent to rescaling the conjunction features by

√
λ0/λ1. Intuitively this

model allows to learn a common set of weights for predicting the global, aver-
age outcome whilst keeping enough capacity to express the peculiar influence of
features in the treatment or control conditions.

4 Related Work

We review existing uplift prediction methods first to highlight links and dif-
ferences with the proposed methods and will then proceed to the evaluation
metrics.

4.1 Learning Approches

Here we describe current methods for uplift prediction and explain the advan-
tages and drawbacks of them.

The most basic method to predict uplift is Two-Model method, which uses
two separate probabilistic models - first one fits on treatment group and predicts
probability PT (Y = 1|X) while second one uses control group and predicts
PC(Y = 1|X). Uplift then can be computed as û2m(x) = P̂T (Y = 1|X =
x) − P̂C(Y = 1|X = x). For this method any classification model can be used
and if both of classifiers perform well, uplift model will also perform highly. At
the same time the main goal of the models is to predict outcomes separately but
not exactly the uplift. In cases where the average response is low and/or noisy
there is a risk that the difference of predictions would be very noisy too.

DDR can be seen as an extension of the two-model approach, the difference
in interpretation is that adding an extra feature to the classifier learned on
treatment group we add a knowledge about control group, thus we learn directly
to transfer uplift to the unobserved, counter-factual case.

Jaskowski and Jaroszewicz [3] propose a Class variable transformation
or Revert Label method for adapting standard classification models to the
uplift case. Authors create a new label Z as follows: Z = Y T + (1 − Y )(1 − T ),
and for uplift prediction in case of balanced treatment-control subgroups they
obtain: PT (Y = 1|X) − PC(Y = 1|X) = 2P (Z = 1|X) − 1.

As in the two-model method, any classifier can be used to predict P (Z =
1|X). New label Z unites two subgroups with different outcomes, so it is not
clear how difficult it would be for a model to find optimal weights, especially
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on the imbalanced outcomes case. Another drawback is that all capacity of a
model is spent for direct uplift prediction, without any assumptions connected
with treatment and control subgroups.

Other methods include some transformed variants of SVM [4,13] and
tree-based algorithms [8,10,11]. SVM algorithms designed for uplift prediction
have specific tasks such as construction of two separating hyperplanes instead
of one or optimizing of ranking measure between pairs of examples. Tree-based
methods incur finding splits in the data that optimize local variants of uplift.
Both families of methods have in common that they are generally not trivial to
scale in terms of either learning or inference time.

4.2 Metrics

We now describe the two major uplift metrics. As both are based on an ordering
of samples according to their predicted uplift scores we assign following nota-
tions: for a given model let π be the ordering of the dataset satisfying:

ûπ(xi) ≥ ûπ(xj), ∀i < j

we note π(k) the first k samples sorted according to the descending predicted
uplift ûπ(x):

π(k) = {di ∈ D}i=1,...,k

thus satisfying û(xi) ≥ û(xj),∀i < j and û(xl) ≤ û(xi)∀l > k, i ≤ k.
To define the uplift prediction performance let Rπ(k) be an amount of positive

outcomes among the first k data points:

Rπ(k) =
∑

di∈π(k)

1[yi = 1],

and we define RT
π (k) and RC

π (k) as the numbers of positive outcomes in the
treatment and control groups respectively among the first k data points:

RT
π (k) = Rπ(k)|T = 1, RC

π (k) = Rπ(k)|T = 0

To define a baseline performance let also R̄T (k) and R̄C(k) be the numbers
of positive outcomes assuming a uniform distribution of positives:

R̄T (k) = k · E[Y |T = 1], R̄C(k) = k · E[Y |T = 0].

Finally, let NT
π (k) and NC

π (k) be the numbers of data points from treatment
and control groups respectively among the first k.

Area Under Uplift Curve (AUUC) [4] is based on the lift curves [12]
which represent the proportion of positive outcomes (the sensitivity) as a func-
tion of the percentage of the individuals selected. Uplift curve is defined as the
difference in lift produced by a classifier between treatment and control groups,
at a particular threshold percentage k/n of all examples.
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AUUC is obtained by subtracting the respective Area Under Lift (AUL)
curves:

AUUCπ(k) = AULT
π (k) − AULC

π (k) =
k∑

i=1

(
RT

π (i) − RC
π (i)

)

︸ ︷︷ ︸
uplift

− k

2

(
R̄T (k) − R̄C(k)

)

︸ ︷︷ ︸
baseline

(4)

The total AUUC is then obtained by cumulative summation:

AUUC =

1∫
0

AUUCπ(ρ)dρ ≈ 1
n

n∑
k=1

AUUCπ(k)dk (5)

Uplift curves always start at zero and end at the difference in the total
number of positive outcomes between subgroups. Higher AUUC indicates an
overall stronger differentiation of treatment and control groups.

Qini coefficient [7] or Q is a generalization of the Gini coefficient for the
uplift prediction problem. Similarly to AUUC it is based on Qini curve, which
shows the cumulative number of the incremental positive outcomes or uplift
(vertical axis) as a function of the number of customers treated (horizontal axis).
The formluation is as follows:

Qπ(k) =
k∑

i=1

(
RT

π (i) − RC
π (i)

NT
π (k)

NC
π (k)

)
︸ ︷︷ ︸

uplift

− k

2
(
R̄T (k) − R̄C(k)

)
︸ ︷︷ ︸

baseline

(6)

A perfect model assigns higher scores to all treated individuals with positive
outcomes than any individuals with negative outcomes. Thus at the beginning
perfect model climbs at 45◦, reflecting positive outcomes which are assumed to be
caused by treatment. After that the graph proceeds horizontally and then climbs
at 45◦ down due to the negative effect. In contrast, random targeting results in
a diagonal line from (0, 0) to (N,n) where N is the population size and n is
the number of positive outcomes achieved if everyone is targeted. Real models
usually fall somewhere between these two curves, forming a broadly convex curve
above the diagonal. Given these curves we can now define the Qini coefficient
Q for binary outcomes as the ratio of the actual uplift gains curve above the
diagonal to that of the optimum Qini curve:

Qπ =

n∑
k=1

Qπ(k)dk

n∑
k=1

Qπ∗(k)dk
(7)

where π∗ relates for the optimal ordering. Therefore Q theoretically lies in the
range [−1, 1].

Choice of metric for this task can seem unclear at first since both Eqs. 4
and 6 share the same high level form: a cumulative sum of uplifts in increasing
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share of the population penalized by subtracting a baseline corresponding to a
random model.

A first difference is that Qini corrects uplifts of selected individuals
with respect to the number of individuals in treatment/control using the
NT

π (k)/NC
π (k) factor. Imagine a model selecting majorly treated individuals at a

given k. The uplift part of AUUC(k) can be maximized by accurately selecting
positive among treated, even if there is a large proportion of positives in selected
control individuals. Contrarily, Q(k) would penalize such a situation. We observe
in practice that Qini tend to be harder to maximize but should be preferred for
model selection as it is robust to this group selection effect. Also, given that at
inference time uplift models are used to predict both counter-factual outcomes
we should prefer a metric that evaluates accordingly.

A second advantage of Qini is that it is normalized (7) and thus more compa-
rable when datasets are updated over time, a typical case in some applications.
We report Qini metrics in the rest of this paper.

5 Experiments

In this section we define a benchmark for the experiments, present a comparison
between proposed and other uplift prediction methods.

5.1 Benchmark

It is difficult to obtain data for learning an unbiased uplift prediction model (i.e.
data from random treatment assignment). We only know of two unbiased, large
scale datasets. Hillstrom dataset [2] contains results of an e-mail campaign for
an Internet based retailer. The dataset contains information about 64,000 cus-
tomers involved in an e-mail test who were randomly chosen to receive men’s,
women’s merchandise e-mail campaigns or not receive an e-mail. We use the no-
email vs women e-mail split with “visit” as outcome as in [8]. Our second dataset
is CRITEO-UPLIFT11 which is constructed by assembling data resulting
from incrementality tests, a particular randomized trial procedure where a ran-
dom part of the population is prevented from being targeted by advertising. It
consists of 25M rows, each one representing a user with 12 features, a treatment
indicator and 2 labels (visits and conversions).

For the experiments we firstly preprocess datasets, specifically we binarize
categorical variables and normalize the features, for the classification we use
Logistic Regression model from Scikit-Learn [6] Python library as it has fast
learning and inference processes. Then we do each experiment in the following
way: we do 50 stratified random train/test splits both for treatment and control
groups with a ratio 70/30, during learning process we tune parameters of each
model on a grid search. For DDR and SDR we use the regularization trick that
we explained earlier, we tune additional regularization terms on a grid search
as well. To check statistical significance we use two-sample paired t-test at 5%
confidence level (marked in bold in the tables when positive).
1 this dataset will be released shortly at http://research.criteo.com/outreach.

http://research.criteo.com/outreach
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5.2 Performance of Dependent Data Representation

We compare DDR with a Two-Model as first is an extention of the second, results
are shown on Table 1. We use Hillstrom dataset with a “visit” outcome and cover
three cases: firstly we compare approaches on a full dataset, then reduce control
group randomly choosing 50% of it and for the last experiment we randomly
choose 10% of control group to check how methods will perform with imbalanced
data case. Indeed it is usually the case that the control group is kept to a
minimum share so as not to hurt global treatment efficiency (e.g. ad revenue).
As we can see, DDR significantly outperform Two-Model on imbalanced cases.

Table 1. Performances of Two-Model and DDR approaches measured as mean Q.

Balanced T/C Imbalanced T/C Highly imbalanced T/C

(50% of C group) (10% of C group)

Two model 0.06856 0.06292 0.03979

DDR 0.06866 0.06444 0.04557

Different directions of DDR. As DDR approach is based on a consecutive
learning of two classifiers, there are two ways of learning - to fit first model on
treatment group and then use output as a feature for the second one and fit it on
a control part (we denote it as T → C), or vice versa (C → T ). Table 2 indicates
that both approaches are comparable in the balanced case but C → T direction
is preferable in other cases (at least with this dataset). Since the test set has
more treated examples it makes sense that the stronger predictor obtained on
this group by using information from predicted uplift on control performs best.

Table 2. Comparison of directions of learning in DDR approach (Q).

Balanced T/C Imbalanced T/C Highly imbalanced T/C

(50% of C group) (10% of C group)

DDR (T → C) 0.06895 0.06394 0.03979

DDR (C → T ) 0.06866 0.06444 0.04557

Complexity of Treatment Effect with DDR
To investigate complexity of the link between treatment and control group we use
a dummy classifier (predicting the average within-group response) successively
for one of treatment or control group while still using the regular model for
the remaining group. Intuitively if the treatment effect is a constant, additive
uplift then a simple re-calibration using a dummy model should be good enough.
Conversely if there is a rich interaction between feature and treatment to explain
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outcome a second, a dummy classifier would perform poorly. Table 3 indicates
that the rich interaction hypothesis seems more plausible in this case, with maybe
an even richer one in treated case.

Table 3. Comparison between different variants of DDR approach.

Balanced T/C

DDR 0.06866

DDR (dummy for C group) 0.04246

DDR (dummy for T group) 0.01712

5.3 Performance of Shared Data Representation

Here we compare SDR approach with Revert Label because of a similar nature
of the uplift prediction. Revert Label model is learned with samples reweighting
as in the original paper. Table 4 indicates that SDR significantly outperforms
Revert Label on imbalanced cases. Note that due to heavy down-sampling in
the imbalanced cases it is not trivial to compare Q values between columns.

Table 4. Performances of Revert Label and SDR approaches measured as mean Q.

Balanced T/C Imbalanced T/C Highly imbalanced T/C

(50% of C group) (10% of C group)

Revert label 0.06879 0.06450 0.05518

SDR 0.06967 0.06945 0.08842

Usefullness of Conjunction Features
In order to check usefulness of conjunctions features with SDR we compare it
with a trivial variant in which we simply add an indicator variable for treatment
instead of the whole feature set. This allows the model to learn only a simple re-
calibration of the prediction for treated/control. Table 5 indicates that it strongly
degrades model performance.

Table 5. Comparison between variants of SDR in balanced treatment/control condi-
tions.

SDR (standard) SDR (T/C indicator)

Q 0.06967 0.02706
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Performance in Imbalanced Outcome Condition
We also compare SDR approach with Revert Label on CRITEO-UPLIFT1
dataset with conversion as outcome on a random sample of 50,000. Ratio between
C and T group is 0.18 so it is highly imbalanced case as well but the outcome
is also imbalanced with average level at only .00229. Table 6 indicates that SDR
again significantly outperforms Revert Label in this setting.

Table 6. Performances of Revert Label and SDR in highly imbalanced conditions for
both treatment and outcome.

Revert Label SDR

Q 0.25680 0.54228

6 Conclusion

We proposed two new approaches for the Uplift Prediction problem based on
dependent and shared data representations. Experiments show that they out-
perform current methods in imbalanced treatment conditions. In particular they
allow to learn rich interaction between the features and treatment to explain
response. Future research would include learning more complex (highly non-
linear) data representations permitting even richer interactions between features
and treatment.
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Abstract. Since 2013, the São Francisco River has being through a low
hydraulicity period. In other words, the rain intensity is below average.
Consequently, it has being necessary to operate at a minimal flow rate. It
is far below the ones established at the operation licence, which is 1300
m3/s. Due to this hydraulic crisis, the actual operational flow rate is 700
m3/s at São Francisco River, characterizing this situation as critical. In
this work, it was proposed to use Reservoir Computing (RC), Long Short
Term Memory (LSTM) and Deep Learning to predict Sobradinho’s flow
rate for 1, 2 and 3 months ahead using macroclimatic variables. After
having the results for each one of them, a comparison was made and
statistical tests where executed for evaluation.

Keywords: Artificial Neural Network · ANN · Reservoir Computing
RC · Long Short Term Memory · LSTM · Deep learning · Flow rate
Prediction · Forecast · São Francisco River · Macrolimatic variables

1 Introduction

A water reservoir is used to store water from wet periods, when the natural
affluence is greater than the demand, to be used in the dry periods, when it is low
compared to the demand. Thus, the decision process in operation of reservoirs
seeks to establish the optimal value of the volume of water to be withdrawn from
the reservoir at each time of operation [1]. In order for the operation of these
reservoirs to be efficient, it is essential to know in advance the volume of water
expected in that period so that it is possible to calculate the flow required in
relation to the demand.

Flow forecasting is a key tool in water resource studies, since the models
used to perform this task provide estimates of the future flow of water from the
reservoir. A flow forecast is an important component for sustainable river basin
planning and management [2]. With information of this type, it is possible to
minimize the damage caused by extreme changes, such as floods or droughts,
and to optimize the generation of energy in a hydroelectric plant, for example.
c© Springer Nature Switzerland AG 2018
L. Cheng et al. (Eds.): ICONIP 2018, LNCS 11305, pp. 58–69, 2018.
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The control of water storage for electric power generation in the Brazilian
Northeast is concentrated in two accumulation dams situated on the São Fran-
cisco River, which are the Três Marias and Sobradinho Power Plants [3]. Since
2013, the São Francisco River has been undergoing a period of low hydraulicity,
that is, the rainfall intensity is below average. This has made it necessary to prac-
tice minimum flows much lower than the planning established in the operating
license, which is 1300 m3/s. Due to this hydraulic crisis, it is practicing in the
lower São Francisco flows of the order of 700 m3/s, characterizing this situation
as critical [4]. In this way, it is of fundamental importance for the managers of
the basin to have a forecast of flow more accurate and as advanced as possible.

In addition, since macroclimatic information has been used as an indicator
element of critical situations for several river basins, including for the São Fran-
cisco River basin, they will also be used in this work. These variables present
relevant climate information such as precipitation rate and air temperature, for
example.

Thus, in order to contribute to this scenario, this work proposes to investigate
and analyze the performance in the prediction of flow rate using Artificial Neural
Network (RNA) techniques together with macroclimatic variables. Subsequently,
the results will be compared to each other and it will be possible to know what
kind of architecture might be suitable to solve the problem.

2 Macrolimatic Variables

In this section, each selected macroclimatic variable will be presented, highlight-
ing the definitions, importance and weather impact.

2.1 Air Temperature

The air temperature is a measure to define if the air is hot or cold. It is the most
common measure in climatology. It describes the kinetic energy of the air gases.
As the air molecules move faster, the air temperature increases. It is commonly
measured in Fahrenheit (◦F) or Celsius (◦C) [5].

The air temperature of a given location is the result of a momentary com-
bination of certain factors. In the urban environment, the spatial and temporal
scale of the factors involved in the climatic configuration presents particularities
derived from both the greater heterogeneity related to the use and occupation
of the soil, and the greater speed and diversity of human activities in relation to
the agricultural and rural environment [6].

The knowledge of air temperature is fundamental in several areas of research,
especially in meteorology, oceanography, climatology and hydrology [7]. The air
temperature acts on the evapotranspiration process, due to the fact that the solar
radiation absorbed by the atmosphere and the heat emitted by the cultivated
surface raise the air temperature [8]. It affects the rate of evaporation, relative
humidity, precipitation, and wind speed/direction, and thus impacts the amount
of water that will arrive at the [5] power plants.
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2.2 Outgoing Longwave Radiation (OLR)

Virtually all energy in the Earth’s system comes from solar radiation (Short-
wave Radiation), there being a near-perfect balance between incident solar radi-
ation and Earth-to-space radiation (Long-wave Radiation) [9]. Thus, Outgoing
Longwave Radiation (OLR) is an electromagnetic radiation in the form of heat
that is emitted into space by the planet Earth and its atmosphere. Its energy is
measured in W/m2 [10].

OLR at a given site is affected primarily by surface temperature, surface
spectral emissivity, atmospheric vertical temperature and water vapor. In the
heights, they would be the spectral emissivity of several layers of clouds [10].

It is believed that precipitation is directly related to OLR, since for the
tropical region, where the Sea Surface Temperatures (SST) varies modestly over
the annual cycle, the greatest OLR variations result from changes in the amount
and height of the clouds. This direct connection with clouds caused OLR to be
used to quantitatively estimate precipitation [9]. This was the main reason for
adding this variable in this work.

2.3 Precipitation Rate

Precipitation is the phase of this cycle responsible for transporting the waters
from the atmosphere to the earth’s surface. The quantitative knowledge of its
spatial variability over the regions, or watersheds, must be understood as essen-
tial to the efficient planning and management of water resources [11].

The availability of precipitation in a basin during the year is a determining
factor to quantify, among others, the need for crop irrigation, domestic/industrial
water supply and hydroelectric power generation. Determination of precipitation
intensity is important for flood control and soil erosion. Due to its capacity to
produce runoff, rainfall is the most important type of precipitation for hydrology
[12].

2.4 Sea Surface Temperature (SST)

Sea surface temperature is a widely used indicator in the atmospheric sciences for
analyzing patterns of climate variability. Its measurement is carried out through
readings of photographs captured by satellites, boats and meteorological buoys
(both on the surface and submerged), infrared or photographs made by air-
craft, among others. These measures are interpreted, analyzed, interpolated, re-
analyzed and published in the public domain for the use of atmospheric science
institutions found throughout the world [13].

The ocean interferes with the climate system because of its large capacity
to store heat, and, like the atmosphere, it distributes energy from the solar
radiation that reaches the equator towards the poles. The variability patterns
of sea surface temperature at interannual and interdecadal time scales are the
result of the combination of oceanic-atmospheric coupled processes [13].
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3 Neural Network Techniques

In general, it is possible to define an Artificial Neural Network (ANN) as a system
built by interconnected processing elements, called neurons, which are arranged
in layers (one input layer, one or many intermediate layers and one output layer)
and are responsible for the network non-linearity and memory [14].

ANN is a popular method among the machine learning based load forecasting
methods. There are several ANN based forecasting methods reported in the
literature [15].

For this research, three neural network techniques were selected: Reser-
voir Computing (RC), Long Short Term Memory (LSTM) and Deep Learning.
Despite being all neural networks, each one of them has its own peculiarity and
will be explained in this section.

3.1 Reservoir Computing (RC)

Additionally to feedforward models, for instance the Multi-Layer Perceptron,
largely applied in time-series prediction, Recurrent Neural Networks (RNR)
began to appear. In this network architecture, recurring connections were imple-
mented to the existing feedforward topology. As a result of the presence of these
connections, the system becomes more complex, dynamic and even more ade-
quate for solving temporal problems [16].

In 2001, suggested by Wolfgang Maass under the name Liquid State Machine
(LSM) and Jaeger [17] with the name Echo State Networks (ESN), a new pro-
posal for RNR design and training [18] was divulged. Verstraeten then proposed
the combination of these two approaches in a single term called Reservoir Com-
puting (RC) [19].

The reservoir and the linear output layer are the main parts of a RC system.
With a recurring topology of processing nodes, reservoir is a non-linear

dynamic system. The connections are randomly generated and are globally re-
scaled aiming to achieve a suitable dynamic state. Due to the fixed weights of the
reservoir, the training is not necessary for the reservoir layer. That is an impor-
tant property of this architecture. The training occurs only at the output layer
and for this reason it has an output function which might be a linear classifier
or a regression algorithm, for example [19].

Capable of internally creating the memory needed to store the history of
the input patterns through their recurring connections, RNRs are a powerful
computational model [16]. This particularity is interesting for practical prob-
lems involving time series, since in this type of scenario the historical values are
essential for the predictions that one wishes to make. Thus, if RNRs are capable
of storing these values, they theoretically present better results than if another
technique were used without this feature. For this reason, this technique was
chosen in this work to be used in the comparison of the results.
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3.2 Long Short-Term Memory (LSTM)

The Long Short-Term Memory, or LSTM, is a recurring neural network trained
using backpropagation through time (BPTT), which is the application of the
backpropagation algorithm for the RNRs applied in time series [20], and over-
comes the problem of gradient disappearance. This problem occurs when each
weight of the neural network receives an update proportional to the error and this
update is very small, causing that the weight does not change. In the worst case,
this may even impede the learning of the neural network. Thus, by overcoming
this problem, LSTM can be used to create large recurring networks which, in
turn, can be used to solve difficult sequence problems in machine learning [21].

Unlike other networks that have neurons, LSTMs have memory blocks con-
nected by their layers. Each block has components that make it smarter than
a classic neuron plus a memory for recent sequences. This block contains gates
that administer its state and its output. It operates on an input sequence and
each port within a block uses sigmoid activation units to control whether they
are triggered or not, causing the state change and addition of information to
flow through the conditional block [21].

Gates within each unit:

– Memory Gate: decides what information from the block should be disre-
garded. If it is closed, no old memory will be kept. If it is completely open,
all the old memory will pass on;

– Input Gate: decides which input values should update the memory, i.e. how
much of the new memory should influence the old memory;

– Output Gate: decides what should be generated from the input and the mem-
ory block.

Each unit is like a mini state machine where the unit doors have weights that
are calculated during the training procedure. In this way, sophisticated learning
and memory can be obtained from only one layer of LSTMs [21].

The LSTM can handle noise, distributed representations and continuous val-
ues. In contrast to finite-state automata or hidden Markov models, the LSTM
does not require an a priori choice of a finite number of states. In principle, it
can handle unlimited state numbers. For this network, there seems to be no need
for fine-tuning parameters. It works well on a wide range of parameters such as
learning rate, input gate bias, and bias of the output gate. In addition, constant
error propagation within the memory cells results in the LSTM’s ability to fix
very long delays [22].

Taking into account the facts mentioned above, it became relevant to choose
the LSTM for the possible solution of the problem presented in this work.

3.3 Deep Learning

Since 2006, deep structured learning, more commonly called deep learning or
hierarchical learning, has emerged as a new area of research in machine learning.
Over the last few years, techniques developed from deep learning research are
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already impacting a large amount of information and signal processing work,
increasing scopes that include key aspects of machine learning and artificial
intelligence [23].

Deep learning can be defined as a class of machine learning techniques that
exploits multiple layers of nonlinear information processing for supervised or
unsupervised extraction and transformation of attributes, pattern analysis, and
classification [23].

Modern deep learning provides a powerful framework for supervised learning.
By adding more layers and more units to a layer, a deep network can represent
functions of increasing complexity [24].

However, they are often used with inadequate approximations in inference,
learning, prediction, and topology design, all stemming from the intractability
inherent of these tasks for most real-world applications [23].

Deep learning is based on the philosophy of connectionism: while an indi-
vidual biological neuron or an individual characteristic in a machine learning
model is not intelligent, a large population of these neurons or characteristics
acting together can expose intelligent behavior. It is important to emphasize
the fact that the number of neurons must be large. One of the major factors
responsible for improving the accuracy of the neural network and for improving
the complexity of the tasks that can solve between the 1980s and today is the
dramatic increase in the size of the networks we use. Because the size of neu-
ral networks is critical, deep learning requires high-performance hardware and
software infrastructure [24].

Considering the properties of the deep networks, it was decided to integrate
this model in the comparative of this work in order to verify if this type of
network is able to extract the necessary characteristics to obtain an accurate
forecast with the use of macroclimatic variables.

4 Methodology

4.1 Database

The data bases used in the experiments were created from the monthly aver-
age Sobradinho flow, provided by the Brazilian Companhia Hidroelétrica do São
Francisco (Chesf) or Hydroelectric Company of San Francisco, and the macrocli-
matic variables extracted from the National Oceanic and Atmospheric Admin-
istration (NOAA) [25]. Chesf is a subsidiary company of Eletrobras [26] and
its main activity is the generation, transmission and sale of electric power [27].
NOAA is an American scientific agency within the US Department of Com-
merce that focuses on the conditions of the oceans, the main waterways and the
atmosphere [25].

Since data sets might contain redundant or irrelevant information and incon-
sistent formats of data may disturb the extraction process [28], variable selection
techniques were executed. To select the macroclimatic variables and their geo-
graphical locations that are most related to our problem, a search was performed
based on the Linear Correlation [29] and Entropy (Random Forest algorithm
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[30]). The variables selected and the number of filtered locations are described
in Table 1. Both Chesf and NOAA data are monthly from January 1948 through
December 2016.

Table 1. Macroclimatic variables

Variable name Locations

Air temperature 2592

Outgoing Longwave Radiation (OLR) 2592

Precipitation rate 2295

Sea Surface Temperatures (SST) 2281

Several databases were built for the experiments, each with Sobradinho flow
and different combinations of the 4 selected variables, resulting in 15 different
bases. For example, one base showed the flow with only the air temperature,
another contained the flow, air temperature and OLR, and so on.

In addition to the macroclimatic variables, the last 4 Sobradinho outflows
were also used to predict the next 3 months.

4.2 Pre-processing of Data

Normalization of values is the first step in the stage of pre-processing data. It
avoids the high values from overly affecting the ANN’s calculations and at the
same time it prevents low values going unseen. It is important to assure that
the variables at distinct intervals are presented with the same consideration for
training. Furthermore, the variables values should be proportionally adapted to
the borderline of the activation function applied in the output layer. If it is the
logistic sigmoid, the values are defined between [0 and 1], later the data are
commonly normalized between [0.10 and 0.90] and [0.15 to 0.85] [14].

To calculate the normalized value, the following equation is used:

y =
(b− a)(xi − xmin)

(xmax − xmin)
+ a (1)

where y = output normalized value; a e b = limits chosen; xi = original
value; xmin = minimum value of x and xmax = maximum value of x. The chosen
limits were a = 0.15 e b = 0.85.

4.3 Measure Network Performance

The Mean Absolute Percentage Error (MAPE) was defined to measure the net-
work performance in this work. MAPE expresses accuracy as a percentage:

MAPE =
100%
n

n∑

t=1

∣∣∣∣∣
At − Ft

At

∣∣∣∣∣ (2)

where At = actual value; Ft = forecast value and n = number of fitted points.
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4.4 Neural Networks Parameters

Each neural network used in this work has several parameters that require con-
figuration. These settings may not be considered ideal due to the recentness of
this field of research and is often performed empirically. Proper weights initial-
ization will place the weights close to a good solution with reduced training time
and increase the possibility of reaching a good solution [31].

The number of entries is the same for all topologies in order to run statistical
tests in the future. This number is the sum of all the geographical positions
described in Table 1 that are related to the variables used in the chosen base and
the flows of the previous 4 months. For example, if the base in question is the
one that uses precipitation and air temperature, there will be: 2592 + 2295 +
4 = 4891 entries. The number of outputs is related to the number of months to
be predicted, which in this case are 3. All the ANN techniques used in this work
will present this same number of neurons in the output layer.

RC. During this work, the RC algorithm used was developed by students of the
University of Pernambuco (UPE).

RC network parameters:

– Number of neurons in the reservoir: 100;
– Activation function of the reservoir: logistic sigmoid;
– Activation function of the output layer: linear;
– Initialization of weights: warm up;
– Connection rate of the reservoir: 20%;
– Number of warm up cycles: 10 cycles;
– Stopping criterion: cross-validation (50% training, 25% cross-validation and

25% testing).

LSTM. The LSTM implemented in this work is based on the Brownlee [21]
model created with Keras [32] in Python [33]. It has been adapted to support
intermediate layers and increase the number of neurons in the output layer.

LSTM network parameters:

– Number of neurons in each intermediate layer: for the first intermediate layer
is 512 and for each additional layer in the model, this number is reduced by
half the previous layer;

– Initialization of weights: random;
– Batch size: 100;
– Activation function: Adam optimizer [34];
– Stopping criterion: 50 epochs.

Deep Learning. The deep network implemented in this work is based on the
Heinz [35] model which is a deep MLP created with Tensorflow [36] in Python
[33]. The model was adapted to support multiple intermediate layers and increase
the number of neurons in the output layer.



66 B. Santos et al.

Deep learning network parameters:

– Number of neurons in each intermediate layer: for the first intermediate layer
is 1024 and for each additional intermediate layer in the model, this number
is reduced by half of the previous one;

– Initialization of weights: TensorFlow’s initializer (tf.variance scaling
initializer()) which is the default bootstrap strategy since the distribution
is uniform [36];

– Activation function: Adam optimizer [34];
– Stopping criterion: 1000 epochs.

4.5 Statistical Tests

To evaluate which one of the techniques has the lowest MAPE when predict-
ing flow rate or even if they are statistically equivalent, statistical tests were
performed on each neural network result after 30 training cycle [37].

The Wilcoxon Rank-Sum test was chosen, among various tests in the lit-
erature, as a result of being a non-parametric statistical hypothesis test that
can be used to determine whether two dependent samples were selected from
populations having the same distribution.

5 Results

For each neural network architecture chosen in this work, a ranking of the medi-
ans of the 30 calculated MAPE was created. The best results for all the databases
were those that presented only one macroclimatic variable at a time. Whenever
a second, third or fourth variable was added to the base, MAPE increased.

Among those results, the ones that presented lower MAPE were those that
only used the precipitation rate as macroclimatic entry. The best results for each
network can be observed in Table 2.

Table 2. MAPE results

Network Variable combination MAPE median

RC Precipitation rate 8.67%

LSTM Precipitation rate 10.43%

DeepMLP Precipitation rate 6.59%

The Wilcoxon test was run using the software R [38], which uses a significance
level of 0.05 and the result pointed out that p-value is much smaller than the
level of significance, as shown in Table 3.

Thus, the hypothesis which supports that all the architectures are considered
statistically equivalent is rejected.
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Table 3. P-value results

Networks P-value

RC e LSTM 5.55−10

RC e DeepMLP 1.10−6

LSTM e DeepMLP 4.98−9

As the results are not equivalent, the best will be the one with the lowest
MAPE. In this case, it is also the one that presents the lowest median of MAPE:
the DeepMLP. Since the output is a forecast to predict 1, 2 and 3 months ahead
and they are very similar, we will only display the comparison graphs for the 3
months ahead, as it is shown in Fig. 1.

Fig. 1. Sobradinho’s 3 months ahead forecast using precipitation rate and DeepMLP
architecture.

6 Conclusion and Future Work

The objective of this work was to predict Sobradinho flow for one, two and three
months ahead using three different neural network techniques combined with
macroclimatic variables. In order to reach this objective, a Reservoir Computing
previously implemented by the students of the University of Pernambuco was
used as well as an LSTM (Keras) and a deep learning model (Tensorflow) that
were implemented during this research.

In addition, a database provided by Chesf was used in combination with the
macroclimatic variables collected by the NOAA. After a considerable number
of simulations were performed for each neural network model, the results were
statistically compared. The results proved that the lowest MAPE was indeed
achieved by the DeepMLP.
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As future work, an improvement on the parameters’ selection of all networks
can be performed in order to find greater settings. More accurate values, as
well as other macroclimatic variables, can positively impact the network per-
formance (specially for LSTM). To achieve lower MAPE values it is possible to
consider changing the weight initialization technique, trying other optimizers for
an improved convergence and adjusting both depth and wideness of the network.

It is also important to investigate the phenomenon of the accuracy decreasing
when more variables are simultaneously added to the database. Finally, it is
relevant to apply this methodology to other databases aiming to determinate if
the deep model can still achieve the same results.
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Máximos Afluentes ao reservatório de Sobradinho
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Brasileira de Engenharia Agŕıcola e Ambiental, pp. 140–147 (2006)

8. Embrapa: http://www.agencia.cnptia.embrapa.br/Agencia22/AG01/arvore/
AG01 79 24112005115223.html

9. Bomventi, T.N., Wainer, I.E.K.C., Taschetto, A.S.: Relação entre a radiação de
onda longa, precipitação e temperatura da superf́ıcie do mar no oceano atlântico
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Abstract. Perturbation of the binding pattern of one or more DNA-binding
proteins, called transcription factors, plays a role in many diseases including, but
not limited to, cancer. This has prompted efforts to characterise transcription
cofactors i.e., transcription factors that work together to regulate gene expres-
sion. The Overlap Correlation Value (OCV), ranging from 0 (no correlation) to
1 (highly correlated), has been previously reported as a measure of the statistical
significance in the overlap of binding sites of two transcription factors and thus a
measure of the extent to which they may act as cofactors. In this study, we
examined the variation in the OCV due to the peak caller employed to identify
transcription factor binding sites. We identified that the significance of corre-
lation between two transcription factors was unaffected by the peak-caller
employed to identify transcription factor binding sites (Spearman R = 0.98).
Furthermore, we used OCV measurements to develop a novel network map to
study the correlation between twelve breast cancer cell-line datasets. Our pro-
posed novel map revealed that transcription factor FOXA1 influenced the
binding of six other transcription factors: JUND, P300, estrogen receptor alpha
(ERa), GATA3, progesterone receptor (PR), and XBP1. Our model identified
that binding sites that were targeted by PR were different under progesterone
agonist (R5020 or ORG2058) or antagonist (RU486) treatment. Interestingly
ERa had a significant OCV with PR when stimulated by anti-progestin, while it
showed no significant overlap with PR when simulated with progestin. Our
proposed network map drawn using OCV measurements is feature rich, more
meaningful, and is better interpretable then using Venn diagram. The network
map can be used in all scientific domains.
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1 Introduction

Transcription factors (TFs) regulate gene expression by either binding directly to
specific DNA sequences or through the recruitment of other DNA binding co-factors
by a tethering mechanism [1–3]. Therefore, if two TFs that are endogenously co-
expressed, co-locate to the same genomic locations, or if the genomic locations of the
TFs are very close to each other, it is reasonable to hypothesize that the two tran-
scription factors may act together to regulate gene expression, by forming a complex or
otherwise interacting, rather than acting independently. Targeting transcription factors
via protein-protein interactions can also offer a novel strategy for cancer therapy. For
example, in many human cancers, MDM2 binds to tumour suppressor transcription
factor p53 and impairs p53 function. This led to the discovery of Nutil, a small
molecule inhibitor that perturbs the interaction between MDM2 and p53 and thus
restores p53 function [4]. Thus, by identifying interacting or partner TFs, new targets
for therapy can also be identified.

Another example of TF cooperation can be seen in human liver hepatocellular
carcinoma cells (HepG2) where the analysis of binding sites for FOXA1 and FOXA3
identified co-location of FOXA1, FOXA2, and FOXA3, suggesting that these FOXA
family factors formed a complex. Further analysis using co-immunoprecipitation
identified that FOXA2 interacted with FOXA1 and FOXA3. However, FOXA1 and
FOXA3 did not interact [5].

Previously various computational approaches such as the definition of degenerate
consensus binding sites using positional weight matrices (PWMs) were proposed to
identify overlapping motifs [2, 3]. Transcription factors usually bind to thousands of
genomic locations and their binding is influenced by various factors in addition to their
consensus motifs. Therefore, in recent years chromatin immunoprecipitation (ChIP)
with sequencing (ChIP-seq) has been a commonly used method for identifying tran-
scription factors binding sites (TFBS) genome-wide and predicting their cofactor
associations [6]. Briefly, raw sequencing reads are aligned to the reference genome
assembly. In theory, as the origins of the sequence reads are the binding sites of the
transcription factor isolated by ChIP, the mapped reads will aggregate to the positions
within the genome where the transcription factor binds. Thus, the transcription factor
binding sites may be identified by software tools, known as “peak callers” that identify
these regions of aggregation that can be visualized as “peaks” of mapped reads. We
refer to sets of TFBS as genomic region datasets, having information about chromo-
some, start and end positions. In statistical colocalisation analysis (overlap or spatial
proximity), if the genomic regions of two TFs significantly overlap then it can be
inferred that the two TFs interact either directly or via a tethering mechanism [7, 8].

It is widely acknowledged that different peak-calling tools employ different com-
putational algorithms to call peaks and therefore their results can vary in the number
and locations of the called peaks. This, in turn, can affect any downstream co-
occurrence analysis [9]. Therefore, firstly we investigated the variation in significance
of overlap among datasets (genomic regions) when the datasets were generated with
two widely used peak-callers, HOMER and MACS [10, 11]. In addition, we propose a
novel network map drawn using OCV by which we modelled transcription factor co-
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localisation networks in the T-47D breast cancer cell line by calculating the statistical
significance of overlap of various transcription factor binding sites (TFBS).

2 Methods

Our previously published BiSA tool reports the statistical significance of overlap in the
genomic binding sites of two transcription factors through a summary statistic called
the Overlap Correlation Value (OCV) [12, 13]. Briefly the BiSA tool analysis outputs a
text file with all the query regions in the first column and an overlapping (or closest)
reference region in the second column, the significance (p-value) [14] of each overlap is
saved in the last column. The OCV is defined as:

OCV ¼ n
q

ð1Þ

Where n is the number of regions in query dataset having p-values less than a defined
significance (say 0.05) and q is the total number of regions in query dataset. Therefore,
the OCV is changed if the total number of query regions is changed or if n is changed
due to change in reference regions. The OCV ranges from 0 to 1. The significance of
the overlap becomes stronger as the value of the OCV moves closer to one.

2.1 Investigating Variation in OCV Due to Peak-Callers

To investigate the influence of peak-caller tool on the variation in OCV, ChIP-Seq
datasets for the HepG2 liver cancer cell line were downloaded from the ENCODE
(www.encodeproject.org) or Gene Expression Omnibus (GEO) websites, and, if nec-
essary, converted to FASTQ format using the SRA Toolkit. FastQC (v0.11.3) was used
to check the quality of the sequencing reads. In accordance with the ENCODE ChIP-
Seq guidelines and practices [15], datasets with less than 10,000,000 mapped reads
with a minimum average Phred quality score of 20 were removed. Moreover, the
remaining datasets were checked for quality control by using Cutadapt (v1.9.dev4)
[16]. Reads were trimmed using a quality threshold of 20 and reads which became
shorter than 25 bp after trimming were removed. The processed sequencing reads were
then mapped to the human genome (hg38) with Bowtie (v1.1.2) [17]. Subsequently,
duplicated reads were removed using the MarkDuplicates tool available in the
PicardTools package. Peak-calling was performed using both MACS 2 [11] and
HOMER [10], employing their standard parameters. For this analysis, we selected
transcription factors for which we called a minimum of 10,000 genomic transcription
factor binding sites (TFBS). Finally, sixteen transcription factors were selected
(Table 1), namely ARID3A, CEBPB, CTCF, ELF1, FOXA2, HDAC2, HNF4G,
JUND, MAZ, SMC3, TBP, USF1, YY1, ZBTB7A, ZNF143, and ZNF384. We cal-
culated the OCV pair-wise, selecting one dataset of TFBS as the query factor while the
other acted as the reference.
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3 Results

3.1 Validation of the Overlap Correlation Value (OCV)

We previously proposed the use of OCV analysis to study the correlation among TFBS.
However, the OCV is subject to change due to changes in the location and number of
binding sites. Therefore, we investigated the impact of the peak caller employed, on the
resulting OCV.

The most common peak caller used to generate the datasets in the BiSA database
was MACS. Approximately 82% (825/1005) of the ChIP-seq datasets within the BiSA
database were generated using MACS. Furthermore, many of the remaining studies
validated their peak-calling with MACS. The second most commonly used peak-caller
was HOMER, with 4.2% (42/1005) datasets in the database generated with this peak-
caller. As these were the two most widely used peak-calling applications, we inves-
tigated the change in OCV due to variation in calling peaks with these two widely used
tools.

Generally, HOMER called a greater number of peaks (TFBS) than MACS, with the
exception of the TBP dataset (Table 1). For example, HOMER called 56,466 peaks for
CEBPB while for the same dataset MACS called 50,112 peaks. This confirmed that the
number of TFBS generated using the two peak-callers varied. We investigated that how
much this variation of total number of regions affected the OCV. Using BiSA, the pair-
wise OCVs for all transcription factors were calculated for four combinations. (i) Both

Table 1. Transcription factor bindings sites (TFBS) and sample ID for sixteen selected HepG2
datasets.

Transcription factor Number of TFBS Difference b − a ENCODE sample ID
HOMER (a) MACS (b)

ARID3A 32378 24761 7617 ENCFF000XOS
CEBPB 56466 50112 6354 ENCFF000XQN
CTCF 54064 46853 7211 ENCFF000PHE
ELF1 36277 31906 4371 ENCFF000PHM
FOXA2 25543 16435 9108 ENCFF000PIT
HDAC2 42317 22265 20052 ENCFF000PJD
HNF4G 41361 34475 6886 ENCFF000PKH
JUND 44180 42006 2174 ENCFF000PKR
MAZ 26556 26044 512 ENCFF000XUN
SMC3 34383 27727 6656 ENCFF000XXY
TBP 21801 23413 −1612 ENCFF000XZI
USF1 22817 15203 7614 ENCFF000PSA
YY1 27589 20516 7073 ENCFF000PSD
ZBTB7A 35203 22865 12338 ENCFF000PTF
ZNF143 31418 26687 4731 ENCFF001YXH
ZNF384 37907 31755 6152 ENCFF001YXE
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(query and reference) datasets were generated using MACS (ii) MACS generated
datasets as query and HOMER generated datasets as reference, (iii) HOMER generated
datasets as query and MACS generated datasets as reference and (iv) both datasets
generated using HOMER.

We identified minor variations in calculated OCVs among the four groups. The
change was negligible and was not noticeable on the heat plots (not shown).
Since MACS was the most widely used peak-caller, we studied the correlation between
OCVs obtained from MACS generated datasets against the other three groups. Using
the D’Agostino-Pearson omnibus test we identified that data were not normally dis-
tributed, therefore, a non-parametric Spearman correlation was used to identify cor-
relations among the four groups. We identified a high correlation among the groups
(R � 0.98). This high value of correlation showed that the correlation between the
locations of binding sites of the two factors was independent of the two peak-callers.

3.2 Transcription Factor Networks in T-47D Breast Cancer Cell Line

We further studied the application of the OCV to disease-specific datasets to evaluate
how well the method described the existing knowledge and if we can hypothesize novel
interactions based on the results. We studied publicly available T-47D breast cancer
cell line datasets, as breast cancer is one of the leading causes of cancer related deaths
in the world [18]. T-47D is an ERa and PR positive breast cancer cell line. These
steroid hormone receptors play a critical role in the development and progression of
breast cancer, therefore, using the OCV, we studied the correlation between the cis-
tromes of ERa, PR and nine other transcription factors in T-47D breast cancer cells
from published studies in BiSA database. Briefly, progesterone receptor (PR) binding
sites were collected from three studies, Yin et al., Ballare et al. and Clarke and Graham
[19–21]. Yin et al. generated PR binding sites by treatment with anti-progestin RU486
(mifepristone), labelled as PR-RU486 in our analysis.

Table 2. Datasets in the first column were selected as query and the datasets from other columns
were selected as reference in the calculations of OCV. Treatment is shown after a hyphen against
the transcription factor name.

Query
datasets

Reference datasets

FOXA1-
DMSO

FOXA1-
E2

PR-
R5020

PR-
ORG2058

PR-
RU486

JUND CTCF P300 ERa-
E2

GATA3 JARID1B XBP1

FOXA1-
DMSO

1 0.37 0.25 0.23 0.47 0.16 0.13 0.27 0.2 0.25 0.31 0.16

FOXA1-E2 0.57 1 0.23 0.22 0.39 0.14 0.14 0.27 0.23 0.24 0.36 0.14

PR-R5020 0.42 0.26 1 0.7 0.53 0.15 0.1 0.25 0.22 0.25 0.21 0.19

PR-
ORG2058

0.34 0.22 0.64 1 0.44 0.14 0.09 0.21 0.21 0.22 0.17 0.17

PR-RU486 0.65 0.32 0.37 0.33 1 0.15 0.11 0.25 0.2 0.25 0.28 0.16

JUND 0.96 0.67 0.43 0.45 0.86 1 0.05 0.78 0.56 0.74 0.28 0.37

CTCF 0.26 0.17 0.11 0.1 0.18 0.06 1 0.1 0.08 0.11 0.75 0.1

P300 0.94 0.61 0.43 0.4 0.8 0.37 0.11 1 0.45 0.52 0.5 0.32

ERa-E2 0.65 0.57 0.39 0.41 0.58 0.29 0.08 0.47 1 0.5 0.29 0.28

GATA3 0.63 0.39 0.32 0.32 0.55 0.25 0.11 0.36 0.33 1 0.28 0.23

JARID1B 0.44 0.32 0.18 0.16 0.3 0.09 0.35 0.21 0.14 0.17 1 0.12

XBP1 0.6 0.35 0.36 0.35 0.55 0.22 0.12 0.37 0.28 0.34 0.36 1

74 M. Khushi et al.



Ballare et al. and Clarke and Graham treated with agonist (10 nM R5020 (60 min)
and 10 nM ORG2058 (45 min), labelled as PR- R5020 and PR-ORG2058, respectively
in our analysis. Estrogen receptor alpha (ERa), JUND, CTCF, and P300 were taken
from Joseph et al. and Gertz et al. [22–24]. FOXA1 datasets were taken from a study by
Joseph et al. [22]. GATA, JARID1B, and XBP1 TFBS were collected from Adomas
et al., Yamamoto et al., and Chen et al. respectively [25–27].

A total of 12 datasets for the T-47D cell line were selected to study the statistical
significance of their co-localisation with each other (Table 2) and a hierarchical clus-
tering heat map was drawn using the R package gplots (Fig. 1). The OCV is changed
when the query and reference datasets are swapped (Eq. 1), and a high correlation
(>0.5) can become weaker (<0.5). We showed this relationship graphically by an arrow
going from one factor to another (Fig. 2). When the OCV of a query factor is equal to
or greater than 0.5 we consider the binding of a query factor to be highly correlated and
its binding might be enhanced/facilitated by the binding of a reference factor by either
direct interaction, tethering mechanism or by remodelling chromatin. This is illustrated
graphically by drawing an arrow from the reference factor towards the query factor. For
example, when JUND was selected as the query transcription factor against P300 as the
reference transcription factor, the OCV was significant (0.78), however, when P300
was selected as the query against JUND as the reference, then the OCV did not meet
the threshold (0.37). Thus, the relationship between the two transcription factors was
drawn as a one-way arrow pointing from P300 to JUND (Fig. 2-i). This notation
provides rapid visualisation of the relationship between the query and the reference
factor depicting that the majority of binding sites for the query factor overlap with the
reference factor while the reference may bind uniquely to a large set of additional sites.

Fig. 1. Hierarchical clustering heat map showing correlation of 12 datasets in T47D cells using
OCV calculated in Table 2.
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A two-way arrow was used to represent two-way co-localisation. For example, there
was significant two-way co-localisation of PR binding sites when treated with R5020
or ORG2058 (Fig. 2-ii). Using the above concept a transcription factor directionality
network map was drawn (Fig. 2). This network map visualisation facilitates easy
identification of potentially interesting interactions between transcription factors.

ERa binding stimulated by E2 revealed a significant correlation (OCV = 0.58) with
PR binding stimulated with RU486 (anti-progestin) in comparison to PR binding
stimulated by progestin treatment (OCV = 0.33). ERa binding also showed a signifi-
cant correlation with FOXA1 and GATA3 when ERa was selected as the query factor.
On the other hand, ERa binding influenced JUND binding when JUND was selected as
the query factor (OCV = 0.56). JUND query also revealed a significant correlation with
ERa, P300, PR-RU486, FOXA1 and GATA3.

When P300 was selected as the query factor it showed a significant correlation with
PR-RU486, FOXA1 and GATA3. P300 is a transcription co-activator which plays a
critical role in cell growth, proliferation, oncogenesis, apoptosis progression and
development of disease [28]. Unlike transcription factors, P300 does not bind directly
to DNA, and contains a number of structural domains such as a histone acetyltrans-
ferase (HAT) domain, and a C-terminal glutamine-rich domain which enables it to
interact with nuclear receptors such as ERa/PR and other transcription factors such as
GATA3, JARID1B and JUND (Figs. 1, 3). The P300 dataset demonstrated strong
correlation with PR-RU486 OCV (0.8) and was almost twice the value reported by PR-
R5020 (OCV = 0.43) or PR-ORG2058 (OCV = 0.4). P300 OCV with ERa-E2 was
also low (OCV 0.45).

FOXA1 is a pioneer factor that facilitates the binding of ERa and other factors [29].
When the FOXA1 dataset was selected as the query against all other factors the OCV

Fig. 2. Representation of the degree of transcription factor overlap as a network diagram.
Treatment to transcription factor is shown with a hyphen, TFBS are shown within brackets.
(A) When comparing the binding sites of JUND and P300, the OCV meets the 0.5 threshold
when JUND is selected as the query (0.78) but not when P300 was selected as the query. The
JUND-P300 relationship is thus shown as a one-way arrow pointing to JUND. (B) When
considering the effect of three treatments on the transcription factor binding sites for PR, there are
six possible combinations. The three relationships having an OCV over 0.5 are shown. The
relationship between PR-R5020 and PR-ORG2058 met the threshold when either factor was
selected as a query factor. Thus, this is shown by a two-way arrow.
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was not significant. This statistical analysis confirmed previous findings that FOXA1
was a pioneer factor and its binding was independent of binding of other factors. On the
other hand, co-location of JUND, P300 and ERa with FOXA1 datasets (DMSO and E2
treatment) revealed a significant OCV. Co-location of XBP1, GATA3 and PR-RU488
only revealed a significant co-location with the FOXA1-DMSO dataset. Therefore in
summarising these relationships in Fig. 2, we used the FOXA1- DMSO dataset to show
the relationship with other factors that significantly facilitate binding of JUND, P300,
ERa, GATA3, PR-RU486, and XBP1.

CTCF is a silencing factor and its co-location with cohesin components SA1 and
RAD21 is known [30]. CTCF binding revealed no significant overlap with other factors
except JARID1B. Therefore, our data are consistent with other studies that demonstrate
that CTCF forms homodimers by binding to itself, and it’s binding to DNA results in
tightly bound chromatin where these regions become unavailable for binding of other
factors [31, 32]. JARID1B also known as PLU-1 was found highly expressed in some
cancers including breast cancer [33], therefore, the significant co-location (OCV = 0.75)
of CTCF with JARID1B identified an interesting biological correlation which should be
analysed further.

4 Discussion

In this study we showed that the calculation of OCV is insensitive to employed peak-
callers even though they report slightly different DNA genomic regions. A high value
of OCV identifies globally interacting partner factors, as we previously reported a high

Fig. 3. Transcription factor network in T47D breast cancer cell line. Arrow head points towards
a query factor whose OCV was greater than 0.5.
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value (OCV = 0.79) for interacting factors such as SA1 and CTCF and a low value
(OCV = 0.21) for non-interacting factors such as ZNF263 and c-Fos [12]. However,
we acknowledge that a low OCV value between two factors does not prove that the
factors do not have any interaction in regulating a specific subset of genes. Other
possible explanations for low OCV could be that the cooperation of factors could be
limited to certain genomic locations such as promoter or enhancer regions, the factors
might have different partners or work independently and happen to co-locate on HOT
(high-occupancy target) regions as suggested by Li et al. [34].

Using the OCV, we studied the global overlap of 12 datasets of various factors
under different treatment conditions and used this information to generate a network
diagram. The network map of these factors revealed interesting biological interactions
among various factors. FOXA1 was predicted to influence the binding of seven other
transcription factors: JUND, P300, ERa, GATA3 and PR-RU486, XBP1, however, its
own binding was independent of other factors. Interestingly, ERa met the OCV
threshold with PR when stimulated by anti-progestin (RU-486) while ERa showed no
significant overlap with PR when simulated with synthetic progestins (R5020 or
ORG2058).

RU486 (Mifepristone) also abbreviated as MFP, is a selective PR modulator. This
synthetic compound binds to PR and exhibits phenotypes ranging from agonism and
antagonism [35]. Our analysis showed that the binding sites targeted by PRwere different
according to whether the cells were treated with progestin or mifepristone. However,
there were 8801 common regions between PR-RU486 and PR-R5020. This supports
previous results that mifepristone acts as a partial agonist in the absence of progesterone.

The ERa treated with E2 significant overlap with PR treated with RU486
(OCV = 0.65) may indicate an important biological cooperation among the two factors.
We further explored the cis-regulatory interaction between agonist treated ERa and PR
in detail and identified that their colocation and convergence on a subset of genomic
locations are statistically significant [36]. In addition, statistically significant binding of
CTCF with JARID1B identified an important biological correlation which should be
explored further in laboratory.

Conventionally, researchers use Venn diagrams to represent shared properties
visually among few factors, however, the diagram does not work well for large number
of DNA-binding proteins (transcription factors). We proposed novel OCV-based arrow
directionality network diagram (Fig. 3) to show interaction among TFs. An arrow
pointing to a factor shows that the TFBS of the pointed factor highly correlate to other
factor. Our proposed network map is easy to expand for large number of TFs and is
more feature rich, meaningful, and is better interpretable then using Venn diagram. We
believe that he network map is useful in all scientific domains.
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Abstract. Recent advances in graph convolutional networks have sig-
nificantly improved the performance of chemical predictions, raising a
new research question: “how do we explain the predictions of graph con-
volutional networks?” A possible approach to answer this question is
to visualize evidence substructures responsible for the predictions. For
chemical property prediction tasks, the sample size of the training data
is often small and/or a label imbalance problem occurs, where a few
samples belong to a single class and the majority of samples belong to
the other classes. This can lead to uncertainty related to the learned
parameters of the machine learning model. To address this uncertainty,
we propose BayesGrad, utilizing the Bayesian predictive distribution, to
define the importance of each node in an input graph, which is computed
efficiently using the dropout technique. We demonstrate that BayesGrad
successfully visualizes the substructures responsible for the label predic-
tion in the artificial experiment, even when the sample size is small. Fur-
thermore, we use a real dataset to evaluate the effectiveness of the visu-
alization. The basic idea of BayesGrad is not limited to graph-structured
data and can be applied to other data types.

Keywords: Machine learning · Deep learning · Interpretability
Cheminformatics · Graph convolution

1 Introduction

The applications of deep neural networks are expanding rapidly in various fields,
including chemistry and biology. Graph convolutional neural networks, which can
handle graph-structured data (e.g., chemical compounds) as inputs, have opened
the door to end-to-end learning for chemical prediction. Many variants of graph
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convolutional neural networks have been proposed, which are now improving
the performance of various chemical prediction tasks, including physical property
prediction [4], toxicity prediction [7], solubility and drug efficiency prediction [2],
and total energy prediction [11].

Deep neural networks automatically learn useful features for prediction,
which sometimes outperform hand-engineered features carefully designed by
domain experts, enabling these neural networks to find new knowledge about
molecular properties. However, the complex non-linear operations in deep neu-
ral networks make it prohibitively difficult to understand their behaviors.

Sensitivity map, also known as saliency map or pixel attribution map, is a
common approach used to explain the reasons for the predictions of neural net-
works. The map assigns an importance score to each substructure of an instance,
which reflects the influence of the substructure on the final prediction, and visu-
alizes high-scored substructures. The gradients are commonly used to measure
the importance. A naive way entails using the size of the norm of the gradi-
ent [13] (we call this approach VanillaGrad). Sensitivity maps generated by this
approach are typically noisy. As a result, SmoothGrad has been proposed to
address this issue by adding noise to input samples and taking the mean values
of the gradients [14].

The existing approaches do not take into account the uncertainty in the
prediction of the model. The uncertainty becomes particularly apparent in the
chemical domain, because the sample size of the chemical dataset is often small
and/or a imbalance problem occurs, where only a few samples belong to a single
class and the majority of the samples belong to the other classes. In such cases,
it is difficult to estimate which substructures are responsible for a prediction.

In this paper, we propose BayesGrad, a novel sensitivity map algorithm that
can deal with model uncertainty. Our key idea is to quantify the uncertainty of a
prediction utilizing its Bayesian predictive distribution. We implement the idea
using the dropout, a common regularization technique for deep neural networks,
because the outputs obtained using this technique approximate the expected
value with respect to the Bayesian predictive distribution [3,9].

We conducted experiments using a synthetic compound dataset labeled with
a particular substructure, and quantitatively evaluated the validity of our impor-
tance score. BayesGrad achieved superior performance, especially when the num-
ber of training data is small. We also use real datasets to visualize the bases of
the predictions, and found that the visualized substructure is consistent with
the known results. Although we present the formalization of BayesGrad in the
context of graph-structured data and demonstrate its efficiency in the chemical
domain, BayesGrad is a general framework and, thus, can be applied to other
data types such as images.

Our contributions to the literature are summarized as follows:

1. Bayesian approximation for sensitivity map visualization: We pro-
pose a novel method that uses the dropout technique to quantify model
uncertainty.
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2. Application of gradient-based sensitivity map visualization for
graphs: Most of the existing gradient-based sensitivity map algorithms are
evaluated on image classification tasks.

3. Quantitative evaluation in the chemical domain: We quantitatively
evaluated the performance of the gradient-based method to visualize the basis
of a prediction.

2 Preliminaries

We begin with the problem setting for sensitivity map visualization in graph pre-
diction, followed by a brief review of several existing sensitivity map generation
methods.

2.1 Problem Definition

We assume that we have an (already trained) regression or classification model
f : G → R, where G = (V,E) ∈ G is a graph consisting of a set of nodes V and
a set of edges E, and the output of the model indicates the regression result or
the classification score. Note that in the case of the binary classification model,
the output of f is the raw score in R, not a value transformed by the sigmoid
function. In the graph neural network f , a node vi is associated with a feature
vector φi.

Given the model f and a target input graph G, our goal is to assign an
importance score si to each node vi ∈ V .

2.2 VanillaGrad

There have been several recent attempts to interpret the predictions made by
complex neural network models. Although these methods focus on images, they
are easily applied to graphs. The gradient of f with respect to feature φi is often
used as the importance score of an input (i.e., a node) [13]:

si =
∥
∥
∥
∥

∂f(φ;W )
∂φi

∥
∥
∥
∥

. (1)

To simplify the calculation, we often use the 2-norm, but we can also use another
norm such as the 1-norm. We call the importance score defined in Eq. (1) Vanil-
laGrad.

2.3 SmoothGrad

It is known that sensitivity maps generated by VanillaGrad are likely to be noisy.
To address the problem, SmoothGrad [14] calculates the expected value of the
gradient (1) over the Gaussian noise added to the input:

si = Eε∼N (0,σ2)

[∥
∥
∥
∥

∂f(φ + ε;W )
∂φi

∥
∥
∥
∥

]

. (2)



84 H. Akita et al.

We approximate the value of Eq. (2) using sampling. SmoothGrad first gen-
erates M noisy inputs {φ̌m

i }M
m=1 by adding noise to the original input φi; that

is, φ̌m
i is given as:

φ̌m
i = φi + εm, (3)

where εm is a sample from a Gaussian distribution N (

0, σ2
)

with a mean of zero
a variance of σ2. The importance score of a noisy input φ̌m

i is then calculated as

šm
i =

∥
∥
∥
∥

∂f(φ̌m;W )
∂φi

∥
∥
∥
∥

. (4)

Finally, the importance score of the original input si is estimated as the average
of {šm

i }M
m=1:

si ≈ 1
M

M∑

m=1

šm
i , (5)

which is called SmoothGrad. Note that both of the variance of the Gaussian
noise σ2 and the sample size M are hyperparameters to be tuned. In the original
paper, σ is tuned as a relative scale from the range of the input value φ. However
we used a fixed value of σ for each input, because this was more stable in our
experiment.

2.4 Importance Score Calculation Using Signed Values

In the previous discussion, the sensitivity map only gives how much each atom
impacts on the prediction, but does not give whether the atoms have positive
or negative effects on the prediction. To address this, Shrikumar et al. [12] used
the product of the input and the gradient instead of the norm to evaluate how
the atoms affect the output:

(φi − bi)� ∂f(φ;W )
∂φi

, (6)

where b denotes the baseline vector. The above formula represents the effect on
function f when we change the i-th input from φi to bi. It can be understood as
(the negative of) the first-order term of the Taylor expansion of f at φ, which
is evaluated at b. Note that there is a freedom of choice of the baseline b; it is
often set to 0, which corresponds to a black image in the image domain. As we
discuss in the experimental section, this technique gives us richer information in
certain cases.

3 Proposed Method

Existing approaches do not consider the uncertainty of the prediction by the
model. To address this issue, we propose BayesGrad, which quantifies the uncer-
tainty of the sensitivity map using Bayesian inference. We first describe the
formulation of BayesGrad, and then explain the practical implementation using
the dropout technique.
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3.1 BayesGrad

The existing methods are formulated in the framework of the maximum likeli-
hood estimation of the neural network parameter W . However, the learned W is
not necessarily stable and can vary with addition or deletion of a small portion
of the training data sample.

In our formulation, we consider the uncertainty of the parameter W by using
the posterior of the neural network parameter p(W |D) given the training data D.
We consider the expected value of the importance score with respect to p(W |D):

si = EW∼p(W |D)

[∥
∥
∥
∥

∂f(φ;W )
∂φi

∥
∥
∥
∥

]

. (7)

We approximate this using sampling as

si ≈ 1
M

M∑

j=1

s
(j)
i , (8)

where s
(j)
i is the j-th importance score computed from the j-th sample W (j) ∼

p(W |D) (j = 1, · · · ,M) as

s
(j)
i =

∥
∥
∥
∥

∂f(φ;W (j))
∂φi

∥
∥
∥
∥

. (9)

We call the importance score computed by Eq. (8) BayesGrad. BayesGrad
has a sample size M as a hyperparameter.

3.2 Dropout as a Bayesian Approximation

In order to implement BayesGrad, we need to take samples from the poste-
rior distribution p(W |D). In general, the exact computation of the posterior is
intractable, in which case we resort to approximation methods such as Markov
chain Monte Carlo methods or variational Bayesian approximations. In partic-
ular, we utilize the dropout technique which can be interpreted as a variational
Bayesian method because of its relatively small computational cost. Dropout is
originally introduced as a regularization technique to prevent overfitting [5,15],
but recent studies show that dropout can be viewed as a kind of variational
Bayesian inference [3,9]. We use the “Dropout as a Bayesian Approximation
(DBA)” technique to calculate the uncertainty of the model using dropout.
It approximates the posterior distribution p(W |D) using variational distribu-
tion q(W ; η), where η is a parameter to best approximate p(W |D). In DBA,
q(W ; η) has a special form. W ∼ q(W ; η) is given as an Hadamard product of an
adjustable constant matrix W̃ and the random mask matrix, and the stochas-
ticity lies in each element of the random mask matrix that take the values either
zero or one, typically with equal probability.
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3.3 Comparison Between SmoothGrad and BayesGrad

In contrast with SmoothGrad that takes the expectation of the gradient over
possible fluctuations in the input variable, BayesGrad smooths gradients over
fluctuations in the model parameter W that follows the (approximate) posterior
distribution p(W |D). Validity of adding the Gaussian noise to the input depends
on the task. In the image domain, even if some noise is added to the original
image, the noisy image still looks similar to the original one, and is still consid-
ered natural. However, in the chemical domain, the input is the feature vector
of each atom which is originally a discrete object; hence, the noisy input does
not correspond to a real atom anymore. The similar discussion also applies in
other domain as well, e.g., word embedding in natural language processing.

Another benefit of BayesGrad is emphasized when the training data is few.
Model training tends to be unstable in such cases, and the model predictions
tend to be stochastic. BayesGrad can treat this type of uncertainty by exploiting
the Bayesian inference.

Note that the idea behind SmoothGrad taking the expectation in the input
space and that of BayesGrad taking the expectation in the model space are not
mutually exclusive, and we can combine both techniques to calculate a sensitivity
map (as BayesSmoothGrad).

4 Experiments

We demonstrate the effectiveness of our approach in the chemical domain, where
the sample size could be small and there is high demand for substructure visu-
alization. We first validate the methods using a synthetic dataset where the
ground-truth substructures correlated with the target label are known. In addi-
tion, we demonstrate the method using the real datasets and discuss its effec-
tiveness.

We used Chainer Chemistry which is an open-source deep learning frame-
work providing major graph convolutional network algorithms [10]. We slightly
modified the neural fingerprint method [2] and the gated-graph neural net-
work (GGNN) [8] in the library by including the dropout function to perform
BayesGrad. Our code used in this experiment is available at https://github.com/
pfnet-research/bayesgrad. Please refer the code for how to reproduce our result,
including the hyperparameter configuration.

4.1 Quantitative Evaluation on Tox21 Synthetic Data

Tox21 [6] is a collection of chemical compounds including 11,757 training, 295
validation, and 645 test data samples. Each compound is associated with some
of 12 toxicity type labels; we used only the training and validation data in our
experiment since the test dataset has no label information.

Since the original tox21 dataset does not have the information of what sub-
structure actually contribute to their toxicity labels, We first used synthetic

https://github.com/pfnet-research/bayesgrad
https://github.com/pfnet-research/bayesgrad
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labels to quantitatively evaluate the different evidence visualization methods.
We assigned the label 1 to compounds that contain pyridine (C5H5N) and 0
to the remainder, which resulted in 760 label-1 compounds and 10,997 label-0
compounds in the training dataset.

We trained the GGNN with the dropout function to predict whether the
input compound contains pyridine. The GGNN has a gating architecture that
enables the model to set the weights for important information. After training
the model, the ROC-AUC scores for both the training and the validation data
were as high as 0.99, which suggests that the model was successfully trained.

The validation dataset was used for testing. There are 28 molecules that
contain a pyridine substructure in the validation dataset. We expect atoms that
belong to pyridine rings to have a higher importance score than the others;
hence, we selected the atoms in descending order of the importance scores after
calculating the importance scores by each method. We calculated the gradient of
the output of the pre-final layer just before applying the sigmoid function that
gives probability values, because the sigmoid function squashes the gradient and
therefore the performance became worse if we took the gradient after the sigmoid
function.

Fig. 1. The precision-recall curve for each algorithm. All methods record high precision-
recall curve.

Figure 1 shows the precision-recall curve, where the precision indicates the
proportion of the atoms consisting of pyridine rings in the extracted substruc-
ture, and the recall indicates the proportion of the extracted atoms in all
the atoms in the pyridine rings. We used M = 100 for the SmoothGrad and
BayesGrad calculations.

Figure 2 shows the sensitivity map visualization for each method. All of the
methods successfully extracted the substructure containing the pyridine ring.
This result implies that the gradient-based sensitivity map calculation is effective
in extracting the substructure responsible for the target label in chemical predic-
tion tasks. Note that even though BayesGrad seems to outperform SmoothGrad
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(a) VanillaGrad (b) SmoothGrad (c) BayesGrad

Fig. 2. Examples of extracted substructure. The important atoms are highlighted. All
methods successfully focuses on pyridine (C5H5N) substructure at the top-left and the
top-right.

Table 1. PRC-AUC score between algorithms. The value before and after ± represent
the mean and the standard deviation of PRC-AUC score calculated by 30 different
models. Fixed value of σ = 0.15 is used for SmoothGrad, M = 100 is used for both
SmoothGrad and BayesGrad.

Algorithm PRC-AUC score

VanillaGrad 0.506± 0.044

SmoothGrad 0.514± 0.042

BayesGrad (Ours) 0.544± 0.019

BayesSmoothGrad (Ours) 0.536± 0.028

or VanillaGrad in Fig. 1, this result is not deterministic owing to the stochas-
tic behavior of SmoothGrad and BayesGrad. To compare the performance of
the methods, we consider a slightly difficult case with a small dataset. This
reflects a practical situation where limited data are available and the model’s
prediction tends to be uncertain. To test that BayesGrad can deal with the
uncertainty of the prediction, we randomly select 30 different subset consisting
of 1000 compounds from the original training dataset and obtained 30 differ-
ent models. We calculated the mean and standard deviation of their PRC-AUC
scores. The results are summarized in Table 1. BayesGrad records statistically
higher PRC-AUC scores than both VanillaGrad and SmoothGrad. We also tested
BayesSmoothGrad method, which uses both dropout and noise; however, its per-
formance did not improve in this experiment.

4.2 Visualization on Tox21 Actual Data

We also performed a toxicity prediction task experiment using the Tox21 dataset
where each compound has some of 12 toxicity labels We trained the prediction
model for each of the labels, and visualized the grounds for prediction of the
label SR-MMP with the highest prediction accuracy (0.889 ROC-AUC in test
data).

Figure 3 shows some interesting results; Tyrphostin 9 (Fig. 3(a)) is a tyrosine
kinase inhibitor and is known to be a potent uncoupler of oxidative phosphoryla-



BayesGrad: Explaining Predictions of Graph Convolutional Networks 89

tion, which has a strong influence on the mitochondrial membrane potential (SR-
MMP). Terada et al. [16] examined the effect of the mitochondrial function of the
acid-dissociable group using Tyrphostin 9 and a derivative, modified by methy-
lation of its phenolic OH group. They confirmed that the acid-dissociable group
is essential for uncoupling. We computed sensitivity maps for these compounds,
as shown in Fig. 3(a) and (b). Our visualization results are consistent with their
experimental results. We also found similar compounds in the Tox21 dataset,
with an acid-dissociable group, as shown in Fig. 3(c) and (d). We confirmed that
our visualization method has the potential to detect these essential substructures
accurately.

Fig. 3. Visualizing the sensitivity map for SR-MMP toxicity prediction with
BayesGrad. (a) Chemical structure of Tyrphostin 9 and our model highlighted the
phenolic OH (acid-dissociable) group, which is confirmed to be essential for uncou-
pling [16]. (b) O-methylated derivative of Tyrphostin 9 does not induce uncoupling.
(c), (d) We found some compounds with similar sub-structure. Our model detected the
same phenolic OH group.

4.3 Evaluation on Solubility Dataset

Solubility is an important property in drug design because sufficient water-
solubility is necessary for drug absorption. It is well known that some functional
groups such as the hydroxyl group and primary amine group contribute to the
hydrophilic nature, whereas other groups such as the phenyl group and ethyl
group contribute to the hydrophobic nature. In addition, molecular weight has a
strong correlation with solubility. Medicinal chemists need to modify the chem-
ical structure by adding charged substituents, reducing the hydrophobic groups
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Fig. 4. The scatter plot between measured solubility and our model output. The cor-
relation coefficient is 0.851 and the mean absolute error is 1.024.

Fig. 5. Sensitivity maps for solubility prediction with BayesGrad. The atoms with
positive contributions to solubility are highlighted in red, and those with a negative
contributions are highlighted in blue. Our results are mostly consistent with fundamen-
tal physicochemical knowledge. (a) Positive score is assigned to a primary amine and
negative scores is assigned to benzene rings, which are compatible with the facts that
polycyclic aromatic hydrocarbon (PAH) has a hydrophobic nature and primary-amine
is negatively charged, respectively. (b) Ester is detected as the important substructure
for hydrophilicity, which is known to have low polarity. (c) Halogen substituents make
a compound more lipophilic and less water-soluble. On the other hand, the hydroxyl
group is negatively charged and expected to contribute to hydrophilicity. (Color figure
online)

and the molecular weight, to improve solubility. However, if the molecule has a
complicated structure, it becomes difficult to identify which part of structure is
significant for the chemical property. Thus, our motivation is to provide a way
to visualize which parts of a chemical structure are significant for the solubility.
We demonstrated the effectiveness of our approach using a publicly available
dataset.

We used the ESOL dataset [1] to evaluate our approach. This dataset contains
1,127 compounds with measured log solubility. We used the signed importance
score explained in Sect. 2.4 to discriminate the positive/negative contributions to
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solubility. The choice of the baseline b is not trivial in chemical prediction tasks,
where we consider the embedded feature vector space of atom representation
as input. In our experiment, we used the baseline b = 0, which corresponds to
the mean of the prior distribution of the embedded feature vector. We used the
neural fingerprint model [2] to evaluate this task.

Figure 4 shows the prediction result, where the model achieved good perfor-
mance for the solubility prediction. Figure 5 shows examples of the visualization
for solubility prediction. Our approach accurately assigns positive importance
scores to the hydrophilic atoms, and negative scores to the hydrophobic atoms,
even for such compounds with complicated structures.

5 Conclusion

We proposed a method to visualize a sensitivity map of chemical prediction tasks.
While existing methods focus on the visualization on image domain, our quan-
titative evaluation with the tox21 dataset showed that BayesGrad outperforms
the existing methods. BayesGrad exploits the Bayesian inference technique to
handle the uncertainty in predictions, which contributes to a robust sensitiv-
ity map, especially for small datasets. Furthermore, we obtained the promising
experimental results on the real datasets, which accord with the well-known
chemical properties.

Elucidating the chemical mechanism is challenging research. We believe the
proposed algorithm will lead to a better understanding of the chemical mech-
anism. Our idea is easily applicable to other deep neural networks in other
domains, which we leave to future research.
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Abstract. Predicting the concentration of air pollution particles has
been an important task of urban computing. Accurately measuring and
estimating makes the citizen and governments can behave with suitable
decisions. In order to predict the concentration of several air pollutants at
multiple monitoring stations throughout the city region, we proposed a
novel deep multi-task learning framework based on residual Gated Recur-
rent Unit (GRU). The experimental results on the real world data from
London region substantiate that the proposed deep model has manifest
superiority than shallow models and outperforms 9 baselines.

Keywords: Deep learning · Recurrent neural networks
Neural networks · Air quality prediction · Urban computing

1 Introduction

In recent years, along with economic development, air pollution in developing
countries has become a serious issue [1]. Air pollutants comprise molecule (e.g.,
PM2.5 and PM10) and harmful gas (e.g. NO2) are threatening the public health
[4]. For monitoring real-time air pollution, Chinese governments have built the
amount of air quality monitoring stations and collect air quality data every hour
in recent years [19]. Besides monitoring, there is a rising demand for forecasting
future air quality index (AQI). Accurately measuring and estimating the concen-
tration of air pollution particles makes the citizen and governments can behave
with suitable decisions, such as reducing outdoor activities, to remarkably reduce
the adverse results of air pollution.

Air quality prediction methods mainly fall into two categories: classical dis-
persion models and data-driven models [17,18]. Classical dispersion models iden-
tify the root cause of air pollution from chemical, emission, climatological and
combinations of these factors. These models are most a numerical function of
emissions from industry and vehicular, meteorology, and other factors. However,
it is very difficult to get all these factors completely and accurately. Thus, the
c© Springer Nature Switzerland AG 2018
L. Cheng et al. (Eds.): ICONIP 2018, LNCS 11305, pp. 93–103, 2018.
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prediction accuracy is hard to be guaranteed. Also, the computation complexity
is very high.

Data-driven approaches, e.g. artificial neural networks, forecast air pollutions
based on massive observed data. Deep learning, as a cutting-edge technique
of machine learning, has made great success in computer vision tasks and is
very suitable and robust when modeling complicated spatio-temporal data e.g.,
videos. Inspired by this, more and more researchers begin to improve and apply
it to solve urban computing problems and achieve considerable results. In this
paper, we propose to use a novel deep learning model to predict the concentration
of air pollutants. Following are the major contributions of this paper.

1. We introduce a novel Residual-GRU based on vanilla GRU for short-term
air pollutants. Experimental results demonstrate this model can speed up
convergence and perform better during the test.

2. We formalize the air pollutants prediction into a multi-task end-to-end frame-
work. Previous related studies are single-task which predict only for one sta-
tion or only one pollutant but our method can forecast for all stations and
all pollutants at one time.

The rest of the paper is organized as follows: In Sect. 2, we first explain
some basic variants of recurrent neural networks (RNN) and then introduce the
proposed model in more details. Then, we experimentally evaluate our proposed
prediction models and compare them with other baselines in Sect. 3. In Sect. 4,
we present related works. Finally, conclusions and future works are given in
Sects. 5 and 6, respectively.

2 Recurrent Neural Networks

In this section, we introduce the different versions of RNN and our proposal, the
improved model Residual-GRU. For simplicity, all bias terms are omitted.

Vanilla RNN. This model is specially designed to incorporate sequential infor-
mation and has achieved great success particularly in NLP tasks. The formulas
of vanilla RNN are shown as below:

ht = f(Whhht−1 + Wxhxt)
yt = f(Whtht)

where xt is the input at time t, W is the transformation weights, f is the
element-wise activation function such as tanh, and ht and yt is the hidden state
and output at time t respectively. A serious drawback of vanilla RNN is it can
hardly capture long-term sequential dependency due to vanishing gradients.
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LSTM. To overcome the drawback of vanilla RNN, LSTM is designed as below:

it = σ(W i
hhht−1 + W i

xhxt)

ft = σ(W f
hhht−1 + W f

xhxt)
ot = σ(W o

hhht−1 + W o
xhxt)

C̃t = tanh(W g
hhht−1 + W g

xhxt)

Ct = σ(ft � Ct−1 + it � C̃t)
ht = tanh(Ct) � ot

where i, f, o are input, forget and output gates, respectively. � is the Hadamard
product. Such a three-gates mechanism can effectively alleviate vanishing gradi-
ents problems.

GRU. GRU could be regarded as the light LSTM. It only utilizes two gates to
control information flow, which is shown as below:

zt = σ(W z
hhht−1 + W z

xhxt)
rt = σ(W r

hhht−1 + W r
xhxt)

h̃t = tanh(Wh
hh(rt � ht−1) + Wh

xhxt)
ht = zt � h̃t + (1 − zt) � ht−1

where zt is called update gate and rt is called reset gate.

Proposed Residual-GRU. Based on GRU, inspired from residual convo-
lutional networks [3], the proposed Residual-GRU combines residual learning
with GRU. The unique difference between Residual-GRU and GRU resides in
ht = zt�h̃t+(1−zt)�ht−1+W res

xh xt. By providing a shortcut path (i.e., W res
xh xt)

between adjacent layer outputs, it could release gradient flow more smoothly
and accelerate the training process. Please note that W res

xh can be omitted if the
dimension of xt is equal to ht−1 and h̃t, that is, ht = zt�h̃t+(1−zt)�ht−1+xt. In
our experiments, we set the their dimension equal, and hence omit the W res

xh . The
graphic framework is shown in Fig. 1. Particularly, the involved hyper-parameters
include

1. Input length is set as 5, i.e., we use the previous 5-hours vector sequences
as inputs to predict next time vector. At each timestamp, the dimension of
the input vector is 19 ∗ 3 = 57, which means 19 monitoring stations times
by 3 pollutants concentration (PM2.5, PM10, NO2). In this way, we can
implement a multi-task learning in a unified end-to-end framework.

2. Number of layers and hidden states are set as 2 and 53 respectively. The last
timestamp is furthermore followed by fully connection with 53 nodes for deep
representation learning.

3. Epochs and batch size are set as 100 and 32 respectively.
4. Activation functions are all set as tanh except the output layer with sigmoid.
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Fig. 1. The framework of Residual-GRU, where the dash line means the residual con-
nection and xi is the input vector. Dense means the fully connected layer.

3 Experiments

3.1 Dataset

The hourly concentration data of three air pollutants, i.e., PM2.5, PM10, and
NO2 at London region from 1st/Mar/2017 to 27th/Mar/2018 were downloaded
from KDD CUP of Fresh Air. This dataset includes 9385 timestamps for 19 sta-
tions. We first impute the missing value with historical mean and then use max-
min to normalize features into [0, 1]. In our experiments, we split data as 0.8/0.2
for training and test.

3.2 Baselines

Our baselines are generally separated into 2 categories, i.e., classic machine learn-
ing methods and deep learning models. The classic machine learning methods
mainly include:

– SVR. SVR is the support vector machine designed for regression. The kernel
function usually includes ‘rbf’, ‘linear’, ‘poly’ and so on.

– LASSO. Lasso is a regression analysis method that performs both variable
selection and regularization.

– RandomForest. Random forest is a popular ensemble method for classifica-
tion and regression. The main drawback of it is time-consuming for prediction.

The deep learning baselines include:

– Residual-LSTM. This baseline just replaces the GRU unit with LSTM to
demonstrate the superiority of GRU.

https://biendata.com/competition/kdd_2018/data/
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– LSTMs-100-100. This baseline removes residual connections and consists
of 2-layers-depth LSTM and 100 hidden states for each layer by which we can
observe the effectiveness of residual learning.

– LSTM-100. This 1-layer-depth LSTM is devised to check the effect of depth.
– Dense-100 LSTM-100. Different from LSTM-100, we add a time dis-

tributed fully connected layer for each time step. Hence this model introduces
more powerful learning ability and might be with weaker generalization.

3.3 Evaluation Metric

We measure our method by Root Mean Square Error (RMSE) and Mean Abso-
lute Error (MAE).

RMSE =

√
1
z

∑
i

(xi − x̂i)2 (1)

MAE =
1
z

∑
i

|xi − x̂i| (2)

where x̂ and x are the predicted value and ground truth, respectively; z is
the number of all predicted values.

3.4 Results

We train all deep models on a server with Quadro P5000 GPU and the program-
ming environment is Keras with TensorFlow backend. Table 1 shows the exper-
imental results which illustrate our proposed model is state-of-the-art. Figure 2
reveals the loss variation during training and test. Please note that we do not
fine-tune the hyper-parameters exhaustly. There are some important conclusions
we can summarise:

1. Above all, we can see that classic machine learning methods are not very
suitable than deep learning models. This demonstrates the effectiveness and
importance of deep learning for complicate spatio-temporal feature extract.

2. Residual-GRU performs better than Residual-LSTM. This may be GRU mod-
ule has fewer parameters and hence make it easier for learning in this spatio-
temporal task.

3. By comparing LSTMs-100-100 with LSTM-100, we conclude more layers do
not always mean better performance, the learning process can be difficult due
to the deeper layers.

4. By analyzing LSTM-100-100 and Dense100-LSTM100, we find that even
though time distributed fully connected layers induce more powerful learning
ability, it degrades with poor generalization.

5. Figure 2a reflects the residual connect can boost convergence, especially in
the first few epochs. From Fig. 2b, we can see that Residual-GRU has better
learning ability i.e., with less loss at the end of training. Figure 2c demon-
strates the proposed has better generalization capability during the test.
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6. By observing yellow, blue, and red loss curves from Fig. 2b and c, we know
that less training loss does not mean better generalization. However, the pro-
posed model has both the lowest loss in the trade-off. This indicates the
effectiveness of Residual-GRU for air pollutants prediction.

Table 1. RMSE and MAE among different models

Model RMSE MAE

Train Test Train Test

Residual-GRU 1.59 1.85 0.96 1.15

Residual-LSTM 1.62 1.87 0.98 1.16

LSTM-100 1.65 1.90 1.00 1.18

LSTMs-100-100 1.66 1.97 1.02 1.23

Dense100-LSTM100 1.59 1.91 0.97 1.18

SVR-rbf 10.69 10.43 8.91 8.55

SVR-poly 10.61 10.35 8.83 8.46

SVR-linear 10.36 10.09 8.67 8.30

LASSO 3.88 4.64 2.33 2.76

RandomForest 2.11 2.69 1.29 1.64

4 Related Works

4.1 Deep Spatio-Temporal Learning

Inspired by deep learning on computer vision, [16] firstly applied deep learn-
ing to crowds flow prediction and proposed DeepST. This model adopted 3
deep CNNs to capture closeness, period and seasonal trend respectively. Besides
spatio-temporal data, it also fused different source data such as weather for a bet-
ter generalization. Furthermore, [15] proposed ST-ResNet which is an improved
version of DeepST. To add deeper layers and get better precision, it introduced
residual convolutional neural networks (CNN). With the similar philosophy as
predicting citywide crowds flows, [9] adopted deep CNN on grid-based spatio-
temporal data to make transportation network speed prediction. [10] applied ST-
ResNet to real-time crime forecasting. [13] proposed a deep multi-view network
(DMVST-Net) to predict taxi demand based on the hybrid of CNN, LSTM, and
fully connected networks. By fusing different models, [5] proposed fusion convo-
lutional LSTM (FCL-Net) to forecast passenger demand under on-demand ride
services. They also suggested a random forest employed for feature selection can
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(a) MAE loss of the first 10 epochs during training

(b) MAE loss of the last 10 epochs during training

(c) MAE loss of the last 10 epochs during test

Fig. 2. Training MAE loss (Color figure online)
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(a) Concentration prediction of PM2.5

(b) Concentration prediction of PM10

(c) Concentration prediction of NO2

Fig. 3. Concentration prediction at one certain station
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save training time without losing much accuracy. [12] creatively integrated con-
volution and LSTM together and introduced ConvLSTM for precipitation now-
casting. [2] proposed LSTM-based spatio-temporal learning for wind speed fore-
casting. [11] proposed short-term traffic flow forecasting with spatial-temporal
correlation in a hybrid deep learning framework (CLTFP).

4.2 Air Quality Forecasting

[20] proposed the concept of spatial partition and aggregation and a hybrid
shallow model based on multi-view learning to implement real-time air qual-
ity prediction over future 48 h. [7] developed a stacked auto-encoder network to
extract deep representations of the concentration of PM2.5 and then use a logis-
tic regression to predict. Such a two-stage training and fine-tuning framework is
tedious and cannot learn from end-to-end. [6] used two vanilla LSTMs to predict
the concentration of O3 and NO2 respectively. They furthermore transformed
the predictive results into category label according to the AQI thresholds and
measure results from accuracy. [14] introduced a new distributed fusion frame-
work to fuse heterogeneous multi-source data, which can simultaneously capture
the individual and overall effects from all influential factors for AQI prediction.
[8] proposed GeoMAN using a multi-level attention-based RNN that considers
multiple sensors and information fusion. The main contribution is the multi-level
attention mechanism, i.e. local attention and global attention. A clear difference
between previous works and ours is that the previous study is single-task but
Residual-GRU can implement multi-task at one time. To the best of our knowl-
edge, we are the first to utilize residual GRU to implement multi-task learning
for air quality prediction.

5 Conclusion

In this paper, we propose a deep multi-task learning model to predict air quality.
This model integrates residual connections into GRU and can predict multiple
concentrations of pollutants at all sites simultaneously. We evaluate our method
based on a real-world dataset and extensive experiments show the superiority of
our method against 9 baselines.

6 Future Works

In the future, we will extend our method to solve the problem of long-term
prediction and design more metrics for different considerations. Moreover, we
will incorporate more external factors (e.g., weather) and explore new processing
techniques such as fuzzy granulation.
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Abstract. The influencing factors of the ice hockey match result are
complex, and there is a nonlinear relationship with the relevant predic-
tive indicators. The input characteristics and parameter selection of the
model have important influence on the prediction performance. Based
on this, this paper proposes a support vector machine ice hockey sit-
uation prediction model based on principal component analysis, hybrid
genetic algorithm and particle swarm optimization. This model uses prin-
cipal component analysis to perform principal component analysis on the
original features, this can reduce the dimensions of the original features
effectively. Using hybrid genetic algorithm and particle swarm algorithm
to optimize the parameters of support vector machine to establish a
predictive model. The simulation results show that when principal com-
ponent analysis is used to reduce the input features, the running time of
the SVM prediction model based on principal component analysis, hybrid
genetic algorithm and particle swarm optimization is reduced. Compared
to a single genetic algorithm optimization parameter or a particle swarm
optimization parameter support vector machine prediction model, the
prediction accuracy and stability are significantly improved.

Keywords: SVM · Hybrid GAPSO algorithm · Prediction
Principal component analysis · Parameter optimization

1 Introduction

Ice hockey is a combination of changeable skating skills and skillful hockey skills,
one of the more antagonistic collective ice sports, and a formal event for the Win-
ter Olympic Games [1]. With the approaching of the Beijing Winter Olympics
in 2022, the attention of ice hockey competition in China has increased signif-
icantly. The success of the competition is influenced by many factors [2], such
as physical ability, psychology, technology, tactics and competition environment,
in which the technical and tactical levels directly affect the result of the com-
petition. So they are listed as the core factor of winning the competition in the
event group theory of sports training. However, there is a complex nonlinear
c© Springer Nature Switzerland AG 2018
L. Cheng et al. (Eds.): ICONIP 2018, LNCS 11305, pp. 104–115, 2018.
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relationship between the competition results and these core factors. Therefore,
by analyzing these core factors, we can predict the situation of ice hockey match.

Machine learning algorithm has been widely applied to solve various complex
forecasting problems. Kong and Xia [3,4] put forward the use of BP neural net-
work to predict the situation of the match, which achievs good prediction results.
However, the BP neural network algorithm theory itself has shortcomings, such
as the slow learning speed, the selection of network structure without standard,
the number of learning samples has great influence on the prediction accuracy,
algorithm complexity and generalization ability [5]. Zeng, Gao and et al. [6,7]
put forward the use of support vector machine (SVM) to predict sports events
and solve the problem of small sample input of raw data, but simply using SVM
does not achieve good prediction results. Ardjani, Yu and et al. [8,9] think that
the input parameters of the model have great influence on the prediction preci-
sion when the support vector machines predict the complex nonlinear relation, so
we propose to use the evolutionary algorithm to optimize the parameters of the
SVM prediction model. The prediction accuracy is obviously improved, but the
stability and time efficiency of the prediction results are significantly reduced.

SVM is a machine learning tool, which can better handle small sample, non-
linear and high dimensional pattern recognition problems. The model parameters
are few and perform good in both learning accuracy and generalization learning
ability. The penalty factor C and kernel parameter g of SVM have a great influ-
ence on the prediction effect, but the theory itself does not give the best method
to obtain the value. Genetic algorithm (GA) can search multiple local best opti-
mum and have good performance of global optimization, so it can effectively use
historical information to speculate on the advantage set which the performance
is expectedly improving of the next generation [10]. Particle swarm optimization
(PSO) is a global intelligent optimization method. It has the advantages of fast
searching speed, high efficiency, simple algorithm, and is suitable for real value
processing [11].

Because of the complex influence factors of the competition results and the
nonlinear relationship with the related prediction indexes and the less actual
samples, the support vector machine model is used to predict the competition in
this paper, beside the theory of principal component analysis is considered [12–
14]. The main components are extracted from a large number of original indexes,
and the model input is simplified to reduce the operational complexity of SVM in
high dimensional space and the reduce the running time of the prediction model.
And we also use hybrid GAPSO to optimize the penalty factor C of SVM and
the kernel function parameter g. Based on principal component analysis and
hybrid GAPSO, a support vector machine hockey racing condition prediction
model (PCA-GAPSO-SVM) is proposed and applied to ice hockey prediction.
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2 Establishment of Ice Hockey Condition Prediction
Model Based on Support Vector Machine

2.1 Principal Component Analysis

Suppose that X1,X2, ...,Xp is the P original index to represent the ice hockey
racing prediction model based on support vector machine, denote as X =
(X1,X2, ...,Xp)

T. Σ is the covariance matrix of the input vector X of ice
hockey prediction model based on support vector machine. The eigenvalues of
and corresponding orthogonal unit eigenvectors are λ1 ≥ λ2 ≥ . . . ≥ λp ≥ 0
and e1, e2, . . ., ep, The i principal component of the input eigenvector X is
Yi = eT

i X = ei1X1 + ei2X2 + ... + eipXp, of which i = 1, 2, ..., p. The ratio of
information extracted from a principal component to total information is called
contribution rate, and the contribution rate of Y1 is the largest, which indicates
that Y1 has the strongest ability to synthesize original variable information. The
sum of the contributions of the former m principal components Y 1,Y2, . . .,Ym

is the cumulative contribution rate.
In practical applications, we usually set m < p, so that the cumulative con-

tribution rate of the former m principal components reaches a higher proportion
(for example, 85% to 90%). The former m principal component Y 1,Y2, . . .,Ym

is used to replace the original index X1,X2, ....,Xp of the ice hockey racing con-
dition prediction model based on support vector machine, it does not lose much
information because the dimension of the original index. The PCA algorithm
description is shown in Table 1:

Table 1. The frame diagram of prediction algorithm

Input: sample set D = {x1, x2, ..., xn, y};
Dimension of low dimensional space m

Process:
1: Centralization of all the samples Y 1,Y2, . . .,Ym

2: Calculated covariance matrix of the sample XXT ;
3: Eigenvalue decomposition for covariance matrix XXT

4: Feature vectors corresponding to the maximum m
eigenvalues w1, w2, ..., wm.
Output: projection matrix W = (w1, w2, ..., wm)

After the dimensionality reduction, the dimension m of low dimensional space
is usually specified beforehand, or selected by cross validation of the k nearest
neighbor classifier in a low dimension space with different m values. You can also
set a reconstruction threshold from the perspective of reconfiguration, and then
select the minimum m value for the lower set:

∑m
i=1 λi∑m
i=1 λi

≥ t (1)
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2.2 Support Vector Machine

The samples after PCA dimension reduction were divided into two groups: train-

ing set and test set. Suppose that
T = {(x1, y1), (x2, y2), ..., (xN , yN )}

yi ∈ {−1,+1} is a set

of training samples, where Xi is the input vector, and Yi is the output vector,
that is, the winner and the negative of the main team. N is the total number of
training sample data points. SVM uses the next formula to estimate the function:

f(x) = ω · φ (x) + b (2)

where φ (x) is a nonlinear mapping from the input space to the high dimensional
feature space. For a given set of sample sets T, and ε ≥ 0 makes |yi − f (x)| ≤ ε,
then f (x) is ε- linear regression of the sample set T, and the coefficients w and
b are estimated by minimizing J:

J = c
1
n

n∑

i=1

Lε (yi, f (xi)) +
1
2
‖ω‖2 (3)

where c 1
n

n∑

i=1

Lε (yi, f (xi)) is an empirical risk, Lε is a loss function, 1
2‖ω‖2 is

a regularized item to improve generalization ability of estimation function. c is
a penalty factor, which determines the balance between empirical risk and reg-
ularized items. In order to find coefficients of and b, we introduce relaxation
variables ξi and ξi

∗. The value of the relaxation variable actually indicates how
far the corresponding point is, and the larger the value of the relaxation vari-
able, the farther the corresponding point is from the classification plane, Thus
obtained:

J = min
{

1
2‖ω‖2 + c

n∑

i=0

(ξi + ξi
∗)

}

s.t.

⎧
⎨

⎩

ω · φ (xi) + b − yi ≤ ε + ξ∗
i

−ω · φ (xi) + b − yi ≤ ε + ξ∗
i

ξi, ξi
∗ ≥ 0

(4)

By using duality theory, the upper form can be transformed into a two pro-
gramming problem and establishing Lagrange equation and making K(x, y) =
φ(x) · φ(y), the duality of optimization problem can be obtained:

J = min

{

1
2

n∑

i,j=1

(a∗
i − ai)(a∗

j − aj)K(xi, xj) −
n∑

i=1

[a∗
i (yi − ε) − ai (yi + ε)]

}

s.t.
n∑

i=1

(a∗
i − ai) = 0, a∗

i , ai ∈ [0, c]

(5)
where ai

∗, ai is the Lagrange coefficient, the solution can be obtained. Also

because of b =

⎧
⎪⎪⎨

⎪⎪⎩

yi + ε −
n∑

i,j=1

(ai − a∗
i )K(xi, xj), ai ∈ (0, c)

yi − ε −
n∑

i,j=1

(ai − a∗
i )K(xi, xj), ai ∈ (0, c)

, finally, we can get
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the classification result, that is, the expression of ice hockey results is:

f(x) = ω · φ(x)

=
n∑

i=1

(ai − a∗
i )φ(xi) · φ(x) + b

=
n∑

i=1

(ai − a∗
i )K(xi, x) + b

(6)

where K(xi, x) is a kernel function, it can be any positive definite function
satisfying the Mercer condition. In this paper, the radial basis function is selected
for the kernel function, the expression can be expressed as:

K (x, y) = exp
(
−g‖x − y‖2

)
(7)

3 Improved Hybrid GAPSO Algorithm and Process
Design of Ice Hockey Condition Prediction Model

The classification accuracy of SVM is related to training parameters [15]. There-
fore when using the prediction model of the hockey condition based on support
vector machine, if the selection of the parameters of the kernel function or the
penalty factor C is unreasonable, the accuracy of the prediction model of the
hockey condition based on support vector machine will be reduced The opti-
mal is C changes with the difference of the characteristic subspace. When the
C exceeds a certain value, the complexity of the SVM reaches the maximum
allowable value of the sample space, and the empirical risk and generalization
ability hardly change.

For the radial basis kernel function, the larger the parameter g is, the wider
the sample’s output response interval is, the smaller the structure risk of the
optimal classification surface is, while the experience risk will increase; However
the smaller the g is, the narrower the output response interval of the sample is,
and the smaller the empirical risk will be, while the structural risk will increase,
and it will easily lead to the over fitting phenomenon and reduce the performance
of the SVM. Thus, a support vector machine classifier with superior performance
can be obtained by selecting the appropriate support vector machine parameters,
which can improve the accuracy of the prediction model based on the support
vector machine (SVM) [16].

3.1 Hybrid GAPSO Algorithm

Compared with GA, PSO algorithm is simple because of no selection, crossover
and mutation operation. However, the particle position in the algorithm mainly
evolute by comparing its own position and the current optimal position in the
surrounding group particles. The pattern is single, so it makes the convergence
speed is not high in the later period of calculation and also it is easy to fall
into the local extremum. The diversity of the solution is improved because of
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the existence of the selection, cross and mutation of GA which often leads to a
large number of useless iterations, and lower time of calculation, when the GA
is solved to a certain extent. Therefore, hybrid GA-PSO algorithm is proposed
to optimize SVM parameters and improve the efficiency of the ice hockey pre-
diction model based on support vector machine. PSO converges fast and has few
adjustable parameters, but it is easy to fall into local optimal solution [17]. GA
is relatively complex, with many adjustable parameters and binary encoding.
However, due to the mutation operation, the probability of getting into the local
optimal solution is smaller than that of PSO [18].

Considering that both PSO and GA have commonalities on optimizing by
iterative, and to make use of the fast convergence ability of PSO and the local
search ability of GA, we proposes a hybrid GAPSO algorithm to optimize the
parameters C and G of SVM and train the training samples in this paper. The
algorithm searches the overall optimal solution by comparing the optimal solu-
tions of each group of two algorithms.

The concrete implementation steps of the hybrid GAPSO algorithm are
described as follows:

Step 1. Initialize the relevant parameters of population GA and PSO. They con-
tain maximum evolutionary algebra, population maximum number, cross proba-
bility in GA, mutation probability, particle local search capability (C1) in PSO,
global search capability (C2), cross validation times, and output parameters C,
G and so on.

According to the variation range of the initialized C and G, we can determine
the number of chromosomes, and then R = unidrnd (N, m, n) is used to produce a
group of discrete, uniform random integers with only 0 or 1, that is we generate
a GA population by doing binary coding for the population; Besides the GA
population is decoded to generate PSO population, and the PSO particle velocity
is initialized.

Step 2. Taking SVM training classification accuracy rate as individual fitness,
the GA population chooses the best solution [C, G], and PSO population updates
the individual optimal solution pbest, and global optimal solution gbest.

Step 3. According to the optimal solution of the two populations, the overall
optimal solution is generated. If the termination condition is satisfied, turn to
Step5, and end parameter optimization utilize the assignment rules proposed in
this paper to assign between the two algorithm.

Assignment rules: If the fitness of the PSO optimal solution is higher than
that of GA, then the fitness of PSO will be taken as the overall optimal solution
and assigned to the worst chromosome in the genetic algorithm. If the fitness
of the PSO optimal solution is lower than that of GA, then the chromosome
with the highest fitness in GA will be used as the overall optimal solution and
assigned to the worst particle in the PSO algorithm.

vi = w × vi + c1 × rand() × (pbesti − xi) + c2 × rand() × (gbesti − xi) (8)
xi = xi + vi (9)
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where i = 1, 2, ..., N , N is the total number of particles in the population. w
is the inertia factor, its value is non-negative; vi is the velocity of the particle;
rand() is a random number between 0 and 1; xi is the particle’s position; c1 is
the particle’s own cognitive coefficient; c2 is the particle’s cognitive coefficient
to the population;

Step 4. GA population chooses parent population to perform crossover and
mutation operations; PSO population updates particle velocity and location,
Return to Step2. Particle velocity and position update rules:

Step 5. Output the overall optimal solution of C and G.
Where the algorithm’s terminating conditions include: 1. Reaching the objec-

tive function to achieve the convergence precision; 2. The number of iterations
is up to N which is the maximum number we set.

Finally we get C and G which are optimized parameters of SVM classifier.

3.2 Prediction Process of Ice Hockey Condition Prediction Model
Based on Support Vector Machine

The process of predicting race conditions is to establish a nonlinear relationship
between competition results and representation indicators. To sum up, the pre-
diction model of ice hockey condition based on support vector machine is set up,
and this model is used to predict the situation of ice hockey.

The first stage is data preprocessing, as shown in Fig. 1, is to reduce the
input index by principal component analysis. Then in the second stage, the
hybrid GAPSO algorithm is used to optimize the parameters of the support
vector machine. And in the third stage, SVM is used to train and predict the
results. Some details are shown in Fig. 1:

4 Case Experiment

4.1 Evaluation Standard

In this part, we utilize the effect of the confusion matrix of classification results to
measure the prediction, as Table 2 showing. In order to verify the effectiveness
of the proposed method, and consider that most of the error optimization is
completed by GA. The PSO is used to complete stability of the prediction results.
To prove the running time is reduced by using hybrid GAPSO algorithm, we
compare the hybrid GAPSO with GA-PCA-SVM, and PSO-PCA-SVM. Also
we compare hybrid GAPSO-PCA-SVM. Finally we do simulation experiment to
verify it.

4.2 Experimental Results and Analysis

In our experiment, the largest evolution algebra of the hybrid GAPSO population
is defaulted set as 200, which is limited in the general value range [100,500]; The
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Fig. 1. The frame diagram of prediction algorithm

maximum number of population is defaulted set as 20 which is also limited in
the value [20,100]; PSO’s parameter local search capability which is defined as
c1 is initially set as 1.5, The initial global search capability of the parameter
which is denoted as c2 is 1.7; Besides, we set the number of cross validation as
5 and the run 20 times. Then the average accuracy and running time of each
algorithm are shown in Table 3.

Accuracy =
TP + TN

TP + FP + FN + TN
(10)

The following Fig. 2 (the abscissa of the figure below represents the number
of runs and the ordinate represents the accuracy) is found, The stability of the
prediction of SVM parameter selection by using Grid Search and the prediction
result of SVM parameter optimization by PSO have little difference, but the
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Table 2. Confusion matrix

Actual positive Actual negative

Predicted positive TP FP

Predicted negative FN TN

Table 3. The prediction accuracy and running time of different algorithms are com-
pared

Algorithm Accuracy rate Running time

GA-SVM 79.6 152.635

PSO-SVM 75.8 262.408

GAPSO-SVM 81.5 526.103

GAPSO-N-PCA-SVM 83.2 471.627

accuracy of prediction is very different. At the same time, GA-SVM has a higher
prediction accuracy than PSO-SVM. After improving the optimized parame-
ter algorithm, using GAPSO to select SVM parameters not only improves the
prediction accuracy, but also improves the stability of the single GA prediction.

Fig. 2. Comparison of prediction accuracy of different parameter optimization algo-
rithms

Figure 3 shows that the accuracy of different parameter optimization algo-
rithm varies with the number of operations and Fig. 4 presents the run time of
these four algorithms. As we observed, running time of the algorithm is shortened
after using the PCA algorithm. However, it has no influence on the prediction
results and stability of the model.



Research on the Prediction Technology of Ice Hockey Based on SVM 113

Fig. 3. Comparison of accuracy of mixed GAPSO and different parameter optimization
algorithms

Fig. 4. Algorithm run time bar chart

5 Conclusion

In this paper, we focus on the selection of input variables and model parameters
of the prediction model. To predict the situation of ice hockey match. To predict
the situation of ice hockey match, we propose support vector machine prediction
method based on principal component analysis and hybrid GAPSO algorithm.
The result are showed as follow:

(1) Using the normalization and principal component analysis, the factors of
the squadron affecting the competition condition are reduced, and the input
of the simplified model is used to get some important variables covering the
initial data. The results show that the input of the optimized prediction
model can achieve the effect of reducing the running time.

(2) Comprehensive utilization of PSO’s fast convergence ability and GA’s local
search capability. In this paper, hybrid GAPSO algorithm is proposed to
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optimize the parameters of SVM. The measurement proves that the predic-
tion accuracy and stability of the prediction model are improved.

(3) Compared with the traditional GA-SVM and PSO-SVM, the prediction
accuracy is increased by 3.6% and 7.4% respectively.

The method proposed in this paper is a relatively new application in the field of
support vector machines, so the theoretical contribution of this paper is limited.
In other cases, whether the method proposed in this paper can work well is a
problem to be solved in the future.
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Abstract. This paper proposes a novel method of predicting daily peak
power demands using the deep structure of Gaussian kernel function
networks (GKFNs). For the prediction model, the whole time series is
divided into multiple parts and each part is trained using a GKFN. Then,
the trained GKFNs are combined using the deep structure of GKFNs to
minimize the mean square errors (MSEs) of prediction model. As a con-
sequence, the proposed deep structure of GKFNs provides an improved
performance of prediction accuracy compared with canonical GKFNs.
The simulation for predicting daily peak power demands in Korea reveals
that the proposed prediction model has the merits in prediction per-
formances compared with the GKFN model and also other prediction
models such as the k-NN and SVR.

Keywords: Daily peak power demand · Prediction model
Gaussian kernel function network · Deep structure

1 Introduction

In managing electric power plants, producing more power than necessary pro-
duces waste, and producing less than necessary power results in catastrophic
consequences such as power failure or emergency power supply. In this respect,
accurate prediction of short-term power demand is an essential factor for ensur-
ing stability and efficient operation of the power system. It has been known that
electric power load series can be treated as the nonlinear and non-stationary time
series dependent upon the seasonal trend and also economic situation. Accord-
ing to [1], power load forecasting is classified into three types according to the
period: they are up to 1 day for short-term load forecasting (STLF), 1 day to 1
year for medium-term load forecasting (MTLF), and 1–10 years for long-term
load forecasting (LTLF). In this paper, a new prediction model for SLTF is
investigated; that is, predicting peak power demands in the next day.

The SLTF method can be classified into four types [2]: they are statistical
techniques, artificial intelligence (AI) techniques, knowledge based expert sys-
tems, and hybrid techniques. In the case of statistical techniques, the regression
c© Springer Nature Switzerland AG 2018
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model [3] or stochastic time series method such as ARIMA model [4] is usually
used. The artificial neural networks (ANNs) are usually used as an AI technique
[5,6]. The applications of ANNs began in the early 90s. Since then, a consider-
able amount of research has been done in this area [2]. Knowledge based expert
systems make decisions based on expert experiences in a rule-based way and
predict power demands through decision trees [7]. Finally, hybrid approaches
combine two or more approaches to overcome the drawbacks of the original
method [8,9]. In the majority of these cases, they use environmental features
such as the weather information for power load prediction [3–9]. When pre-
dicting data that have a large impact on power usage or a large area of load
forecasting, the complexity of predictions increases due to various weather infor-
mation and the prediction accuracy is significantly influenced by the settings of
environmental features. From this context, this paper proposes a novel method
of predicting the maximum power demands in the next day only by using the
maximum power demand series without using environmental features. For this
purpose, a Gaussian Kernel Function Network (GKFN) [10] is selected since this
model can be applied to various function approximation problems. In this model,
the input structure for the given prediction model of daily peak power demands
is searched by the analysis of daily peak power demand series. Then, in order
to reduce the variance of the prediction model, the deep structure of GKFNs
is investigated. As a consequence, the proposed model provides an improved
performance of prediction accuracy compared with canonical GKFNs and also
other prediction models such as the k-NN and support vector regression (SVR).
To demonstrate the effectiveness of the proposed method, the daily peak power
series from June 2014 to August 2017 in Korea is collected and used for the
training of prediction model. The proposed approach of deep learning model is
applicable to various problems of time series prediction or regression problems.

2 Analysis of Daily Peak Power Demand Series

For the analysis of daily peak power demand series, the dynamic structure of
generating time series should be investigated. In this analysis, the delay coor-
dinate embedding theory [11,12] is usually used. However, these methods only
consider the attractor in the phase space, not the prediction model. In this con-
text, this paper presents a method of determining the input structure of time
series prediction models. Let the daily peak power demand series in discrete time
be x(i), where i represents the time index. Then, the previous E data includ-
ing the current data x(i) can be collected using the delay time τ ; that is, the
E-dimensional vector is described as

xτ, E(i) = (x(i), x(i − τ), . . . , x(i − (E − 1)τ)), i = (E − 1)τ, · · · (1)

Here, the prediction model f is described as

x(ti + P ) = f(xτ, E(i)), (2)

where P represents the prediction step.
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For the estimation of prediction model, an estimation function f̂ should be
trained for the target function f . In this case, the proper input structure (or
the embedding parameters τ and E) of f should be determined because the
performance of the prediction model is significantly influenced by the choice of
embedding parameters. For the determination of the embedding dimension E,
the estimation of correlation dimension of the dynamical system [13] can be
used. However, this method of determining the embedding dimension E can be
applied only to the attractor in the phase space, not the prediction model. In this
context, a new method of determining the embedding parameters is suggested
using the smoothness measure for predicting daily peak power demands.

Fig. 1. The plot of smoothness measure for predicting daily peak power demands: (a)
and (b) represent the 3D plot and contour map of smoothness measure. The selected
embedding dimension E = 5 and the delay time τ = 19 is indicated as a dot.
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First, let us represent the nearest neighbor of the vector as xτ,E(k) by
x1

τ,E(k). Then, the gradient of f at each point xτ,E(k) is described by

Δf(x1
τ, E) =

∣
∣f(xτ, E(i)) − f(x1

τ, E(i))
∣
∣

||xτ, E(i) − x1
τ, E(i)|| , (3)

where the norm in the denominator represents the Euclidian distance in RE .
From this definition of gradient, the smoothness measure S(τ, E) [14] of a target
function f is described by

S(τ, E) = 1 − 1
n − (E − 1)τ

n−1∑

i=(E−1)τ

Δf(x1
τ,E(i)). (4)

Here, the optimal the embedding parameters τ and E can be determined by
searching the region with higher values of smoothness measure (usually, near
the smoothness value of 0). In this region, the smallest embedding dimension is
preferred to reduce the sample complexity of training models. For the analysis
of predicting daily peak power demands, the smoothness measure of (4) is calcu-
lated for every delay time τ between 1 and 20, and every embedding dimension E
between 2 and 10. Here, the smoothness measure for predicting daily peak power
demand series is calculated and shown in Fig. 1. For this prediction problem, the
smallest embedding dimension E with positive value of smoothness measure is
selected first; that is, the average gradient value in the phase space is less than 1.
Then, for the selected E, the value of delay time τ is selected when smoothness
measure has the maximum value. As a result, for the daily peak power demand
series, the one step prediction model can be described by

x(t + 1) = f(x(t), x(t − 19), x(t − 38), x(t − 57), x(t − 76)). (5)

From this time series analysis, it is demonstrated that the input structure of 5
data with the delay time of 19 provides a good prediction model for training the
data of daily peak power demands.

3 Deep Structure of GKFNs

For the prediction of peak power demands, a network with Gaussian kernel func-
tion is selected since this network is good for function approximation problems.
Here, the prediction model f̂ is given by

f̂(x) =
m∑

i=1

wiψi(x), ψi(x) = e−||x−µi||2/2σ2
i , (6)

where m represents the number of kernel functions, wi represents the connection
weight between the output and the ith kernel function ψi, and µi, and σi rep-
resent the mean and standard deviation of the ith kernel function, respectively.
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In (6), the number of kernels m and also kernel parameters wi, µi, and σi

should determined. For kernel parameters, [10] suggested an efficient estimation
method to minimize the mean square error (MSE). The optimal number of ker-
nels [15] can be determined by comparing the trained MSE with the estimated
noise variance. In this prediction problem, the future (or target) value x(tk +P )
is described by

x(ti + P ) = f(xτ,E(i)) + ε, (7)

where f represent a prediction function for the given input xτ,E(i) and ε repre-
sents a random noise with mean 0 and variance σ2.

Then, for the target value x(ti+P ), the predicted value x̂(ti+P ) is described
by

x̂(ti + P ) = f̂(xτ,E(i)). (8)

The expected risk (or MSE) between the target and predicted values is deter-
mined by

E[(x̂ − x)2] = E[(f̂ − f)2] + V ar(ε), (9)

where E[(f̂−f)2] represents the regression error and V ar(ε) represents the noise
variance.

Fig. 2. Deep structure of GKFNs: each GKFN in the first layer is combined to reduce
the variance of prediction model.
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Then, the regression error is further decomposed by

E[(f̂ − f)2] = E[(f̂ − E[f̂ ] + E[f̂ ] − f)2]

= E[(f̂ − E[f̂ ])2] + E[(f̂ − f)2]

= V ar(f̂) + Bias2(f̂). (10)

Suppose there are k similar prediction models f̂1, f̂2, · · · , f̂k; that is, the bias
terms of k prediction models are small and similar. Then, the optimal combina-
tion of these prediction models to minimize the MSE is described by

f̃ =
1

∑k
i=1 1/V ar(f̂i)

k∑

i=1

f̂i

V ar(f̂i)
. (11)

In this case, the V ar(f̃) is always less than the minimum value of V ar(f̂i), i =
1, 2, · · · ,K; that is,

V ar(f̃) =
1

∑k
i=1 1/V ar(f̂i)

< min
i=1,2,··· ,k

V ar(f̂i). (12)

However, in the regression model, V ar(f̂i) is changed according to the input
pattern x; that is, V ar(f̂i) is small near the center of input data distribution
and vice versa. From this context, the average distance between the input pattern
and center points of kernel functions of the jth prediction model rj is defined as
the representative of input position:

rj(x) =

(

1
mj

mj∑

i=1

||x− µij ||2
)1/2

, (13)

where mi and µij represent the number of kernel functions and the mean of the
jth prediction model, respectively. Then, for k prediction models, the represen-
tative of input position r is described by

r(x) = (r1(x), r2(x), · · · , rk(x)) (14)

and a vector y as k predicted values is described by

y(x) = (f̂1(x), f̂2(x), · · · , f̂k(x)). (15)

From these vectors of r and y, an unified vector z is defined by

z(x) = (r(x),y(x)). (16)

Then, for the combination of k prediction models of (11), another nonlinear
model is suggested using m̃ Gaussian kernel functions as

f̃(x) =
m̃∑

i=1

wiψi(z(x)). (17)
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As a result, the deep structure of GKFNs is constructed as illustrated in Fig. 2.
For the training of the combination model of (17), the training patterns of z(x) =
(r(x),y(x)) are applied after the training of k prediction models for the purpose
of minimizing the variance of prediction model. From this context, the deep
structure of GKFNs is constructed using the following learning algorithm:

Learning Algorithm of Deep Structure of GKFNs

Step 1. For the given time series x(t) and the prediction step P , the optimal
embedding parameters τ and E are determined by the smoothness measure
of (4). Then, the target function is described by

x(t + P ) = f(x(t)), x(t) = (x(t), x(t − τ), · · · , x(t − (E − 1)τ).

Step 2. For the selected values of E, τ , and P , make training patterns as

(x(ti), x(ti + P )), i = 0, 1, · · · , n − 1

and divide the training patterns evenly into k sets.
Step 3. Determine the GKFN model as (6) and each set of training patterns is

applied for the training of each GKFN using the learning algorithm of [10].
Then, k GKFNs are obtained after the training of k sets of training patterns.

Step 4. For the whole training patterns, obtain the input training vectors of

z(x(ti)) = (r(x(ti)),y(x(ti))), i = 0, 1, · · · , n − 1

of (16) using k trained GKFNs.
Step 5. Determine the GKFN model in the upper layer as (17) and the GKFN

is trained for the training patterns of

(z(x(ti)), x(ti + P )), i = 0, 1, · · · , n − 1

using the learning algorithm of [10].

The proposed learning algorithm provides the reduction of the variance of the
prediction model by combining k GKFNs and it contributes the improvement of
prediction accuracy (or the reduction of MSE).

4 Simulation

For the simulation for predicting daily peak power demands, the series of peak
power data from June 2014 to August 2017 in Korea were collected for the
prediction model. Among them, the data from June 2014 to May 2017 were
used as the training data set, whereas the rest of data from May 2017 to June
2017 were used as test data set. The training data set was equally divided into
three parts in which each part was divided into training and validation data sets;
that is, the first 11 month data were used as the training data set, whereas the
last one month data were used as validation data set as described in Table 1.
These data were also normalized to a value between 0 and 1. For the prediction
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Table 1. Division of daily peak power demand series into the training, validation, and
test data sets.

Name Period

Train data set 1 June 2014 ∼April 2015

Validation data set 1 May 2015

Train data set 2 June 2015 ∼April 2016

Validation data set 2 May 2016

Train data set 3 June 2016 ∼April 2017

Validation data set 3 May 2017

Test data set June 2017 ∼August 2017

model, the proper input structure (embedding dimension E and delay time τ)
were determined by the smoothness measure of (4) for the amount of prediction
time P = 1; that is, one-step prediction. As a consequence, the prediction model
has the form of (5).

For the evaluation of prediction models, the following performance measures
were used: the root mean square error (RMSE) defined by

RMSE =

(

1
l

l−1∑

i=0

(y(ti) − ŷ(ti))2
)1/2

, (18)

where y(ti) and ŷ(ti) respectively represent the target and estimated values, and
l represents the number of test data, and the coefficient of determination R2

defined by

R2 = 1 −
(

l−1∑

l=0

(y(ti) − ŷ(ti))2/
l−1∑

l=0

(y(ti) − ȳ)2
)

, (19)

where ȳ represent the sample mean of y(ti). Here, the R2 is a normalized measure
between 0 and 1 indicating how well the regression model explains the variation
of time series data.

Table 2. Comparison of prediction performances using the k-NN, SVR-RBF, and
GKFN prediction models.

k-NN SVR-RBF GKFN

RMSE 0.104822 0.101392 0.099322

R2 0.694397 0.714068 0.725625

For the comparison of the proposed method, the prediction models using the
k-nearest neighbor (k-NN), support vector regression with radial basis function
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Table 3. Comparison of prediction performances using the GKFN prediction models
with the deep GKFN (DGKFN) prediction model.

GKFN GKFN1 GKFN2 GKFN3 DGKFN

RMSE 0.099322 0.169867 0.099125 0.118739 0.093130

R2 0.725625 0.197452 0.726716 0.607863 0.758772

kernel (SVR-RBF) and GKFN were also trained for the same data. In the case
of k-NN method, the nearest neighborhood k was searched using the validation
set in such a way of minimizing the coefficient of determination R2. As a result,
the value of k was selected as 11 for this data set. In the case of SVR, the kernel
functions were selected as Gaussian functions and the penalty parameter C and
kernel parameter γ were also searched using the validation set in such a way of
minimizing the coefficient of determination R2. Here, the SVR is trained using
the Scikit-learn toolkit [16]. As a result, the parameter values were determined
by C = 100 and γ = 2.

In the case of GKFN, the proper number of Gaussian kernel functions was
searched using the validation set in such a way of minimizing the coefficient of
determination R2 and the parameters of GKFN were trained for the training
data set [10]. As a result, the number of kernel functions was determined by 67.
After training these prediction models, the prediction performances of the RMSE
and R2 were collected and listed in Table 2. These simulation results showed that
the GKFN provided the merits in prediction performances of RMSE and also
R2. This is mainly due to the fact that the GKFN training includes the proce-
dure of adjusting kernel parameters as well as weight parameters through fine
tuning method. Then, the GKFN was compared with the proposed deep GKFN
(DGKFN). For this purpose, three GKFNs (GKFN1, GKFN2, and GKFN3) were
trained for the train data set 1, 2, and 3, respectively. In this training of each
GKFN, the number of kernel functions was selected using the assigned valida-
tion data set. Then, three GKFNs were combined using the deep structure of
GKFNs. For this combination, the GKFN of the upper layer was trained for the
whole training data set. After training GKFNs, the prediction performances of
the RMSE and R2 were collected and listed in Table 3. These simulation results
showed that the prediction performances of GKFN1, GKFN2, and GKFN3 were
similar or less than the prediction performance of the single layer GKFN trained
for the whole training data set, whereas the proposed DGKFN provided the
better prediction performances than the single layer GKFN by combining the
partially trained GKFNs (GKFN1, GKFN2, and GKFN3). This implies that the
proposed combination method using the deep structure of GKFNs is effective
in improving the prediction performances of prediction models with Gaussian
kernel functions. This is mainly from the fact that the variance of the proposed
prediction model (DGKFN) is reduced by combining various GKFNs and it
contributes to reduce prediction errors.
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5 Conclusion

In managing electric power plants, accurate prediction of short-term power
demand is an essential factor for ensuring stability and efficient operation of
the power system. From this context, this paper proposes a novel method of pre-
dicting daily peak power demands using the deep structure of Gaussian kernel
function networks (GKFNs). For the prediction model, the whole time series is
divided into multiple parts and each part is trained using a GKFN. Then, the
trained GKFNs are combined using the deep structure of GKFNs to minimize
the mean square errors of prediction model. As a consequence, the proposed deep
structure of GKFNs has an improved performance of prediction accuracy com-
pared with canonical GKFNs. The simulation for predicting daily peak power
demands in Korea reveals that the proposed prediction model has the merits in
prediction performances compared with the GKFN model and also other predic-
tion models such as the k-NN and SVR. The proposed deep structure of GKFNs
is applicable to various problems of time series prediction or regression problems.
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Abstract. Single-nucleotide polymorphisms (SNPs) are genetic markers that
empower researchers to examine for genes associated with complex diseases.
Several efforts have been contributed by researchers to study the interaction
effects between multi-locus SNPs for discerning the status of complex diseases.
However, the current conventional machine learning techniques are still left with
several caveats. Deep learning is a new breed of machine learning technique that
elucidates the hidden structure of the raw data by transforming it into multiple
high levels of abstractions, using the power of parallel and distributed com-
puting. It promises empirical success in the number of applications including
bioinformatics to drive insights of biological complexities. The deep learning
approach in the multi-locus interaction studies is yet to meet its potential
achievements. In this paper, a convolutional neural network is trained to identify
true causative two-locus SNP interactions. The performance of the method is
evaluated on hypertension data. Highly ranked two-locus SNP interactions are
identified for the manifestation of hypertension.

Keywords: Convolutional neural network � SNP-SNP interactions
Deep learning � Multi-locus � Epistasis � Gene-gene interactions

1 Introduction

In this era of rapid development of high-throughput sequencing data, researchers
gradually shifted the focus on genome-wide association studies (GWAS) for identi-
fying the genetic variants associated with a complex disease. A Single nucleotide
polymorphism (SNP) is a commonly occurring (>1%) genetic variation in a single
nucleotide (A, T, G, and C) of a DNA sequence [1, 2]. SNPs are functionally
insignificant compared with mutants (rare variants), however, recent studies in GWA
explores a considerable effect in changing the functionality of proteins [2]. Predomi-
nantly, these studies are univariate, which leads to missing heritability problem in
genetic epidemiology [3]. In reality, complex disease occurs due to the influence of
individual or combined effect of genetic variants. Studying these combined effects of
genetic variants is extremely complex due to high dimensionality problem, population
stratification, biological complexities, presence of genetic heterogeneity and pheno-
copy. The previous study reviewed the current approaches in the literature, and
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addressed number of challenges to be considered while designing new approaches [4].
Some of the well-established approaches are Multifactor Dimensionality Reduction
(MDR) [5], LogicFS [6], AntEpiSeeker [7], Epistatic module detection (epiMODE) [8],
Bayesian Epistasis Association Mapping (BEAM) [9], Boolean Operation-based
Screening and Testing (BOOST) [10], Genetic Programming optimized Neural Net-
work (GPNN) [11], SVM based Generalized MDR [12], PILINK [13], and Random
Jungle [14]. However, these approaches are yet to produce remarkable results in
searching for subset of informative SNPs.

In this new era of machine learning, application of deep learning into bioinfor-
matics have been achieving great success [15, 16]. The deep learning in identifying
SNP interactions is yet to meet its potential achievements. In the previous study, DNN
is trained to identify highly ranked multi-locus SNP interactions, and compared with
the previous approaches [17, 18]. The experimental results over simulated and real
datasets showed potential results compared with other conventional methods. However,
it was observed that training DNN for the multi-locus genome data became tedious and
challenging due to huge number of network parameters. In this study, a convolutional
neural network (CNN) has been explored to overcome the inherent problem [19].
CNNs uses convolution, a mathematical linear operation, instead of matrix multipli-
cation at least in one of their hidden layers. The main features of CNN are to share the
weights, and extract useful features with its trained weights. Hence, CNNs are con-
sidered to be less complex and use less memory compared with DNNs. These features
of CNN motivated authors to incorporate it into this work for improving learning
efficiently.

A CNN is trained to detect informative two-locus SNP interactions associated to a
complex disease. The trained network is validated under different simulated scenarios.
Further, the method is evaluated on hypertension data. The predictive performance of
the optimal models is observed in terms of accuracy, and performance metrics of the
models. The experimental evaluations show remarkable results for predicting the subset
of informative SNP interactions over some of the previous approaches, such as, MDR,
RF, support vector machine (SVM), neural networks (NN), Naïve Bayes’, classification
based on predictive association rules (CPAR), logistic regression (LR), PART, lazy
associative classifier (LAC), generalised linear model (GLM), and Gradient Boosted
Machines (GBM). Further experimentations are conducted by tuning the model’s
parameters to improve the accuracy of the optimal model. Top 20 highly ranked subset
of two-locus causative SNP interactions are identified for the manifestation of hyper-
tension in human.

Rest of the paper is organized as follows: Sect. 2 presents the method and a basic
background of CNN. This section further includes data preparation and evaluation of
the methods for various simulated and a real dataset. Experimental evaluations and
discussions are provided in Sect. 3. Finally, the conclusion and future work is pre-
sented in Sect. 4.
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2 Model Design

The main goal of the proposed method is to search for subset of informative interacting
SNPs in high-dimensional genome by incorporating the capabilities of Convolutional
neural networks. The workflow diagram of the proposed method is presented in Fig. 1
as ready reference (updated from [20]). There are six stages in the workflow of the
proposed method. In the first stage, the case-control based datasets are represented by
n-factors, whose examples determine their exposure to a disease. These n-factors are
combined in n-dimensional space in the second stage. For example, four-locus com-
binations (each SNP have three genotyping factors due to bi-allelic in nature) will have
64 possible four-locus genotyping combinations. In stage three, the high-dimensional
combinational data is reduced to low-dimensional data using PCA as a data prepro-
cessing step. The case-control datasets are split, using 10-fold cross validation for
training and testing purposes in step four. A deep multilayered convolutional stage is
included, in which, a convolutional neural network is trained to obtain the useful
knowledge from the data. Further in this stage, the models are optimized by tuning the
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CVnCV1 CV2 ...
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Fig. 1. Overview of the CNN model for predicting SNP interactions
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hyper-parameters. Finally, the optimal models are evaluated in stage six for various
simulated datasets, and a real data (hypertension patients’ data [21]) application. The
performance metrics of the models are observed in terms of accuracy, logloss, mse, and
cross-validation consistency. The models with the highest accuracy and the lowest
classification errors are chosen to be the best models, and compared with the previous
approaches.

2.1 Convolutional Neural Networks

Convolutional neural networks (CNNs) are inspired by visual cortex of the brain [19]. In
the visual cortex, there are simple neurons that respond to primitive patterns in the visual
field, and complex neurons that respond to large intricate forms. CNNs leverages the
idea of sparse interactions, parameter sharing and equivariant representations to improve
machine learning [19]. Figure 2 represents an example of a basic structure of CNN that
consists of an input layer, convolution layers, nonlinear layers, pooling/sub sampling
layers, fully connected layers for the classification, and an output layer. CNN uses the
notion of convolution, a mathematical linear operation, instead of matrix multiplication
at least in one of their hidden layers. The input data is modeled as multidimensional
arrays and Kernel with multidimensional array of learnable parameters [22]. Convo-
lutional layer consists of several convolutional kernels that are used to determine the
feature maps. Each neuron of the previous layers is connected to the neurons of a feature
map. Consider a three-dimensional SNPs S as input with three-dimensional kernal
K. The convolution output y, which is commutative, and is expressed as [19]:

SNP1
SNP2
SNP3
SNP4
SNP5

.

.

.
SNPN

Convolution Max
Pooling

Input Layer Convolutional 
Layer

Pooling 
Layer

…..

SoftMax

Fully Connected 
Layer
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Layer

Output

Fig. 2. An example of a basic structure of a convolutional neural network
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y p; q; r½ � ¼ S � Kð Þ p; q; r½ � ¼
X

h

X

i

X

j

S p� h; q� i; r � j½ �K h; i; j½ � ð1Þ

The new feature map is obtained by convolving the input with the learned kernel.
A non-linear activation function is applied on the convolved output y.

y p; q; r½ � ¼ r y p; q; r½ �ð Þ ð2Þ

where r :ð Þ is a non-linear activation function. Activation function tanh is used in this
method and is represented as:

tanh y p; q; r½ �ð Þ ¼ 2
1þ e�2y p;q;r½ � � 1 ð3Þ

The output of the activation function is given as the input to the pooling layer. It
achieves shift-invariance by reducing the factors of the feature map and minimizes the
calculations of the network. Each feature map is operated by a pooling layer inde-
pendently by using max pooling. The fully connected layers take the input from
pooling layers, and compute the output y of c dimensional vector of class by using
softmax activation [19]. Fully connected layers are traditional multilayered neural
networks, where every neuron in the previous layer is connected to all the neurons in
the next layer. Softmax activation function computes probability for each class by
interpreting its confidence value. The total error e of the output layer is calculated by
using cross-entropy function as follows:

e ¼ � 1
N

X

s

ðln y � y0 þ ln 1� yð Þ � ð1� y0ÞÞ ð4Þ

Where y is the predicted output obtained from softmax, and y0 is the desired output.
Gradients of the error with respect to weights in the network are computed by using
backpropagation [22]. Stochastic gradient descent (SGD) is used to compute the partial
derivative of each network parameters with respect to cross entropy loss function. It
minimizes the loss function by optimizing the best fitting parameters using mini-batch
strategy. The parameters of the CNN model are updated for every epoch from time t to
t + 1.

w0  w� g
@e
@w

ð5Þ

Where, @e
@w is the partial derivative of loss function with respect to w and g is the

learning rate, g[ 0.

2.2 Data Preparation

Case-control datasets consists of s samples with n factors along with a class label. The
class label can be either 0 for controls or 1 for cases. Each factor is considered to be a
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SNP at a locus. As SNPs are bi-allelic in nature, there are three genotyping factors at
each locus. For example, SNP at locus Z will have genotypes ZZ (common
homozygous), Zz/zZ (heterozygous), and zz (variant homozygous). Their corre-
sponding numerical representations are 0, 1, and 2. Various two-locus simulated
datasets and a real dataset (Hypertension patient data) are prepared for the validation of
the models.

Simulated Datasets. Various case-control based simulated datasets are generated for
six two-locus epistasis models that exhibits combined effects [23] for different pene-
trance values and allele frequencies (p and qÞ. Where p is a frequency of a minor allele
and q is a frequency of an alternative allele [24]. These datasets are generated using
GAMETES tool in the absence of main effects [24, 25]. All the simulated datasets are
generated according to Hardy-Weinberg proportions, and they are replicated in the
previous studies [26].

Real World Data. Hypertension data is obtained from the National Taiwan University
hospital between July 1995 to June 2002 from the outpatient clinic [21]. The data
consist of 443 Taiwanese residents’ samples, in which there are 313 cases and 130
controls. The study considered eight SNPs in four genes, rs5050, rs5051, rs11568020,
and rs5049 at AGT 5’, rs4762, and rs699 at AGT, rs5186 at AT1-R, and rs4646994 at
ACE. The genotypes are numerically represented by 0, 1, and 2 respectively, and
hypertensives are represented by 1 and non-hypertensives as 0.

2.3 Data Evaluation

The datasets are split into equal parts of m for training and independent testing without
losing the data. That is, in m fold cross validation, m� 1 splits are used for training and
remaining one split is used in testing. The method runs m times on training data by
excluding different split each time for testing. In the proposed method, 10-fold cross
validation is used for the validation of the proposed method. The performances of the
models are validated by observing the metrics of the models. Further, the models are
evaluated by varying parameters and changing non-linear activation functions. The
optimal model is selected with the highest prediction accuracy and cross validation
consistency (CVC), and the lowest prediction error. The final experimental results are
evaluated statistically by determining the statistical significance of the findings, whose
p values are less than 0.05.

3 Experiments and Discussions

The proposed CNN method is implemented and trained in R [27, 28]. Several
experimental results are studied over various simulated scenarios. Consistently, the
accuracy of the CNN based method on simulated studies is much encouraging over the
existing conventional methods. The method is further validated on a real world data
application [21]. Hypertension patients’ dataset is evaluated on the proposed CNN
based method, and the performance of the optimal models is observed by determining
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the subset of informative SNP interactions. PCA computes the singular value
decomposition of the gram matrix by using power method [29]. Figure 3 represents the
eigenvectors of PCA over the multi-factor combinational data.

Preliminary studies of the method are evaluated for various non-linear activation
functions, such as, rectifier, tanh, softmax, and maxout, and optimising hyper-
parameters (using grid and random grid search). Further, the performance of the pro-
posed method is validated for various non-linear activation functions with and without
dropouts. These experimental results showed that tanh has highest prediction accuracy
with low classification error. Various experiments are performed by tuning parameters,
such as, epochs, momentum, learning rate, and hidden layers, using grid and random
grid search methods. Even though, the grid search performed well in the large hyper-
parameter space, it is sensitive in few parametric combinations. It exhaustively searches
for all the models in the grid. However, random grid performed better than grid search
by reducing the execution time. This is due to random selection of hyper-parameters
rather than best guess. Figure 4 illustrates the accuracy metric of the proposed CNN
model by varying momentum and learning rate. The best model with the optimal hyper-
parameters is chosen for improving the model’s predictive accuracy. The experimental
observations showed that the accuracy is high for learning rate g ¼ 0:02 and
momentum ¼ 0:9: The highest prediction accuracy attains saturation as number of
epochs/iterations is increased for almost all g and momentum values.

Fig. 3. PCA on two-locus combinations data
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Figure 5 illustrates the performance of metrics of the optimal model with respect to
accuracy, mean square error (mse), root mean square error (rmse), root mean square
logarithmic error (rmsle), and mean absolute error (mae), during training. It is observed
that rmse and mae decreased as number of epochs increased with lowest error rate of
0.684. This figure further illustrates roc curve (sensitivity vs specificity) during testing.
Figure 6 plots top 20 two-locus SNP interactions responsible for manifestation of

Fig. 4. Accuracy metric for the proposed CNN model by varying learning rate and momentum.

Fig. 5. Performance analysis of CNN model for two-locus interactions
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Hypertension. Figure 7 illustrates the accuracy bar chart of CNN model along with the
previous methods in the area of machine learning. The proposed CNN based method is
compared with some of the existing machine learning approaches, such as, MDR, RF,

Fig. 6. Top 20 SNP interactions identified by CNN model on hypertension data

Fig. 7. Graphical representation of CNN model compared with some of the previous models
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GBM, GLM, LR, LAC, NB, SVM, PART, and NN. The CNN method identifies the
highly ranked two-locus SNP interaction between rs4762 (1) – rs699 (0), which has the
highest accuracy rate of 71.714 when compared with the other previous algorithms.

4 Conclusions

A CNN based method is proposed and trained to detect two-locus combined effects of
SNP in high-dimensional genome. Several experimental results are observed over
various simulated epistasis models and on a real dataset. In simulated studies, the
power of the models on identifying known SNP interactions was encouraging, when
compared with the traditional machine learning approaches. Hence, the performance of
the method was evaluated over hypertension data by analyzing model metrics of each
model. Top 20 highly ranked two-locus SNP interactions were identified for the
manifestation of hypertension. However, the performance of the method was low when
genetic heterogeneity, phenocopy and their combined effects were introduced in the
data. These observations will lead to find the way for implementing random forest
variable selection techniques into the method to improve the performance of the
models. Further, optimizing techniques and parallel algorithms can be incorporated to
improve the power of the method in searching for subset of informative SNPs from
high-dimensional genome.
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Abstract. The echo state network (ESN) is a dynamic neural network, which
simplifies the training process in the conventional neural network. Due to its
powerful non-linear computing ability, it has been applied to predict the time
series. However, the parameters of the ESN need to be set experimentally, which
can lead to instable performance and there is space to further improve its per-
formance. In order to address this challenge, an improved fruit fly optimization
algorithm (IFOA) is proposed in this work to optimize four key parameters of
the ESN. Compared to the original fruit fly optimization algorithm (FOA), the
proposed IFOA improves the optimization efficiency, where two novel particles
are proposed in the fruit flies swarm, and the search process of the swarm is
transformed from two-dimensional to three-dimensional space. The proposed
approach is applied to financial data sets. Experimental results show that the
proposed FOA-ESN and IFOA-ESN models are more effective (*50%
improvement) than others, and the IFOA-ESN can obtain the best prediction
accuracy.

Keywords: Echo state network � Fruit fly algorithm � Time series
Algorithm optimization

1 Introduction

The reservoir computing, one computation framework, is an extension of recurrent
neural networks, and has been successfully applied to the time series modeling tasks
[1, 2]. The echo state network (ESN) [3], liquid state machine [4] and backpropagation
decorrelation [5] are the common used reservoir computing methods. Comparing to the
traditional neural networks, the ESN has the advantages of the excellent convergence
speed, and the ability of avoiding local minimization etc. The core structure of the ESN
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is a reservoir which remains unchanged once it is randomly generated. Meanwhile, the
output weights are the only part to be adjusted, and the entire network only needs a
linear regression algorithm for training. The ESN has been applied to many applica-
tions, e.g. nonlinear time series prediction [6], voice processing [7], power load forecast
[8], short-term traffic flow forecast [9], pattern recognition [10], and financial stock data
predication [11] etc. Although the ESN has been used in these domains, it still has
some drawbacks, which seriously hinder the developments and applications of the
ESN. Firstly, a randomly initialized reservoir can only achieve good performance for
some tasks and it performs poorly on other specific data sets due to the randomness of
the reservoir initialization [12]. In the meantime, the performance of ESNs is greatly
affected by the parameters of the dynamic reservoir. However, these parameters are
generally determined based on the experimental tuning process and the experiences of
the researchers. In addition, due to the randomness of the reservoir and the black box
structure, it is difficult to clearly understand the dynamic characteristics of the ESN.
Hence, to determine the ESN parameters and the optimal reservoir structure are still
one challenge of the ESN research [2].

In order to address this challenge, this paper employs the improved fruit fly opti-
mization algorithm (IFOA) to optimize four key parameters of the dynamic reservoir.
Firstly on the basis of typical fruit fly optimization algorithm (FOA) [13], the IFOA is
proposed to improve the optimization efficiency, where two novel individuals are
injected into the fruit fly population, and the search path of the population is changed
from two-dimensional to three-dimensional. Then the IFOA is used to optimize the
ESN parameters in order to achieve a better performance than the original ESN. The
financial data sets, i.e. shanghai stock composite index and stock index option, are used
as the experimental applications for the aim of forecasting. The trends of these datasets
are predicted by using the proposed ESN with the IFOA model. Compared to the back-
propagation (BP) and Elman neural networks, the proposed model achieves a better
prediction accuracy. The rest is organized as follows. Section 2 introduces the ESN
model. Section 3 proposes the IFOA and uses it for the ESN parameters optimization.
Section 4 provides experimental results and Sect. 5 gives a conclusion.

2 ESN

The ESN is a special type of recurrent neural networks. It has three units, i.e. input,
internal and output units, as illustrated in Fig. 1, where the numbers of neurons in the
input, internal and output units are M, N and L, respectively.

In the ESN, the input units u nð Þ, internal state x nð Þ, and output units y nð Þ at time n
are calculated by

u nð Þ ¼ ½u1 nð Þ; u2 nð Þ; � � �; uM nð Þ�T
x nð Þ ¼ ½x1 nð Þ; x2 nð Þ; � � �; xN nð Þ�T
y nð Þ ¼ ½y1 nð Þ; y2 nð Þ; � � �; yL nð Þ�T

8<
: : ð1Þ
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The internal state x nð Þ and output units y nð Þ of the ESN are calculated by

x nþ 1ð Þ ¼ f W nð ÞþWinu nð ÞþWbacky nð Þð Þ; ð2Þ

and

y nþ 1ð Þ ¼ fout Wout x nþ 1ð Þ; u nþ 1ð Þ; y nð Þ½ � þWout
bias

� �
; ð3Þ

where W , Win, Wout are the internal state matrix, the connection weight matrixs of input
and output, respectively. Wback represents the feedback matrix,Wout

bias is the bias term.
Wout is the only variable that needs to be trained, and others (e.g. W ,Win,Wback) remain
unchanged. f and fout are the activation functions of the reservoir and output units,
respectively, where the hyperbolic tangent functions are commonly used. The reservoir
of the ESN is equivalent to a complicated nonlinear dynamic filter and changes with the
input.

The number of the reservoir neurons, N, is one of the most important parameters of
ESNs, and it determines the ability to simulate the complexity of the nonlinear system.
In general, the larger the reservoir size, the more complex the nonlinear high-
dimensional space the reservoir can generate, and the stronger the nonlinear simulation
capability. However, increasing the reservoir size leads to more computing. Moreover,
once the reservoir size reaches a certain level, it will cause the network over-training.
Thus the reservoir size should be carefully designed. In addition, the parameters
described below also should be designed efficiently.

The sparse degree (SD) is the proportion of the neurons which are connected to
other neurons in the reservoir, which equals to the number of non-zero elements in the
internal state matrix W . The SD is defined by

SD ¼ n=N; ð4Þ

where n is the number of neurons which connect to other neurons, and N is the number
of all the neurons in the reservoir. Using the sparse matrix as the internal reservoir, it is

u(n) y(n)

x(n)

Win

W

Wout

M Input units L Output units

Wback

N  Internal units

Fig. 1. The ESN structure. Black arrows represent the process of data-driven direction. The gray
arrows represent the feedbacks from the output units to the reservoir.
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possible to speed up the calculation and increase the update speed of the reservoir
status.

The spectral radius (SR) of the internal weight is another important parameter. It is
defined by

SR ¼ max abs E Wð Þð Þf g; ð5Þ

where E Wð Þ denotes the eigenvalue of the internal state matrix W . Only when
SR < 1, the ESN can demonstrate the echo state. If the SR is too large, it will cause
internal confusion and instable reservoir, and destroy the nature of the echo state. Thus
In order to avoid this, the internal state matrix W is usually randomly generated in the
range of [−1, 1], and follows the sparse matrix of the equally distributed distribution.
The SR is obtained from the internal state matrix W to ensure the stability of the
network.

The final important parameter is the input scale (IS) which is a scale factor. Gen-
erally, the input scale is a single value for the purpose of scaling the whole input weight
matrix Win. However if the channels of u nð Þ contribute differently to the task, different
scale factors will be used for the columns of input weight matrix Win separately [14].
Because the activation function of the ESNs is usually a sigmoid function, it is nec-
essary to scale the input data into the range of [−1, 1] to ensure that it is within the
scope of the activation function.

These aforementioned parameters are crucial for the ESNs. If these parameters are
not optimized, it will affect the network performance. Therefore, in this paper, an
improved fruit fly optimization algorithm is proposed which is used to optimize these
key parameters of the ESN and improve the network performance. The details of the
IFOA and the method to optimize the ESN parameters are presented in next section,
and Sect. 4 provides the experimental results and analyses the network performance
using the financial dataset as the benchmarking applications.

3 IFOA-ESN Model

Fruit fly is superior to other species in sensory perception, especially in the sense of
smell and vision [13]. It can easily smell the odor in the air, and even smell the food
from 40 km away [13]. Figure 2 shows the iterative food searching process of fruit
flies. It can be seen that fruit fly a initially smells the food by using its olfactory system.
It also sends and receives information from other individuals (e.g. fruit fly b, c and so
on), and compares the smell concentration (fitness value) of food with the current best
location. Fruit fly a identifies the smell concentration, and moves to the location with
the best smell concentration, and others have similar behaviors. Finally all individuals
will be around the best location in every iteration, and use the vision systems to fly
towards the target of food.

The FOA is based on the food searching behavior of the fruit fly. In the FOA, the
smell concentration Ci of the i-th fruit fly is calculated by loading the smell
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concentration value Si into the smell concentration judgment function F (fitness
function F), which is given by

Ci ¼ F Sið Þ: ð6Þ

During the iteration process, the current optimal location is constantly adjusted until
the FOA obtains the best optimal solution. The FOA is efficient for the computing and
is easier for implementation than other optimization algorithms. More details about the
FOA can be found in the approach of [13]. In this paper, four key parameters of the
ESN dynamic reservoir need to be optimized which has the potential to improve the
performance of the ESN model. However, the FOA has some limitations and cannot be
directly applied for the ESN optimization. These limitations include it can easily fall
into local optima and the searching path is too coarse. In order to address these
problems, an improved FOA is proposed in this approach and the improvements
include the following two-fold.

(a) Three-dimensional space search. The search space of the original FOA is in two
dimensions, which limits the search range and flexibility in the search process
[15]. In this work, the initial location of population is reset in three-dimensional
coordinates. Correspondingly, the FOA is also converted into three-dimensional
patterns. Hence, the flying range of fruit flies is calculated by

Xi ¼ Xo þ a � Xo � R
Yi ¼ Yo þ a � Yo � R
Zi ¼ Zo þ a � Zo � R

8<
: ; ð7Þ

where ðXo; Yo; Zo) is the initial location of the fruit fly, ðXi; Yi; Zi) is the updated
location of the i-th fruit fly, a is an adjustable parameter to control the flying distance,
and R is a random number in [0, 1]. So, the distance Di of the i-th fruit fly to the origin
is calculated by

Food

Fruit fly a

Fruit fly b

Fruit fly c

Dist1

Dist3

Fig. 2. The food search process of fruit fly swarm.
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Di ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
X2
i þ Y2

i þ Z2
i

q
: ð8Þ

In addition, when calculating smell concentration judgment value S, the perturba-
tion factor b is added to improve the local search performance of the FOA. The b and Si
of the i-th fruit fly is calculated by

b ¼ c � Di � 0:5� Rð Þ; ð9Þ

Si ¼ 1=Di þ b; ð10Þ

where c is a real number. Since the b only has a minimal interference, the value of c is
usually small.

Then the smell concentration is calculated by (6), and the fruit flies fly toward the
best smell concentration location, which can be described by

bs; bi½ � ¼ min Cð Þ; ð11Þ

Xo ¼ X bið Þ
Yo ¼ Y bið Þ
Zo ¼ Z bið Þ

8<
: ; ð12Þ

where bs is the best smell concentration of the population, and bi is the index of the
fruit flies with the best smell concentration values, and Xo, Yo, Zo denote the locations
of the fruit fly having the best smell concentration values obtained after iterations.

(b) Population diversification. In the original FOA, when a fruit fly finds the
location and direction of food, it passes the information to other individuals. Then
the population travels along the route which is provided by this fruit fly, i.e. all the
other fruit flies follow the first fruit fly (which found the food). Therefore, the
search process is mainly controlled by a few optimal individual fruit flies.
However if the objective function is multimodal, the optimal individual is not able
to obtain the global optimal solution directly in the long run, where a local
optimum is always obtained [16]. This is different to the real world. As in nature,
there are always some individuals which have different search pathways to the
majority of the population, and some new findings can probably be found by these
individuals. Therefore in this paper, inspired by the biology, two new novel fruit
flies are added by considering and simulating the actual biological phenomenon to
make other individuals have the opportunities to lead the search direction of the
population. They are the “reverse” fruit flies and “radical” fruit flies in this
approach, and their smell concentration judgment values are calculated by

Gr ¼ 1= MD þ Umax �MDð Þ � Rð Þ
Gi ¼ 1= Umin þ MD � Uminð Þ � Rð Þ

�
; ð13Þ

where Gr and Gi are the smell concentration judgment values of the “reverse” and
“radical” fruit flies, respectively, Umax and Umin are the upper and lower limits of the
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search range, and MD is the mean distance of all the current fruit flies to the origin. The
“reverse” fruit flies search reversely and hover in the back of population invariably, and
the “radical” fruit flies are flying in the front of the population and searching randomly.
In every iteration, their flying ranges will change as the mean distance MD changes, but
it is within the range of Umax and Umin. These individuals have the probabilities to
increase the population diversity and enhance the capability of global searching.

The improved FOA (IFOA) is used to optimize the key parameters of the ESN, and
the optimization process is given by Fig. 3 which includes the following steps.

(a) Initialize the parameters of IFOA (i.e. population location, iterations, population
size and flying range). The population size of fruit flies is one of the key
parameters, which determines the final prediction accuracy. If the population size
is too large, the prediction accuracy is higher, but it also consumes more com-
puting power. If the size is too small, the prediction accuracy decreases and the
convergence speed increases. In this paper, the parameters of the ESN (i.e.
reservoir size, sparse degree, spectral radius, and input scale) are used as the smell
concentration judgment values of fruit flies, the standard root mean square error
(NRMSE) of each of the predicted value and the actual value is used as the smell
concentration judgment function, and the minimum value of the function is
defined as the search target.

(b) Calculate the smell concentrations of the normal and novel individuals using (6).
Identify the individuals with the best smell concentration of the population. Keep
the best smell concentration judgment value and its coordinates, and fruit flies fly
to this location using vision.

(c) Iterative optimization is performed. The smell concentration judgment values and
the locations of these fruit flies are updated and adjusted repeatedly by IFOA, so
as to approach target values.

(d) When the conditions (e.g. reaching the maximum iterations or the target accuracy)
are met, the optimization process stops. The current optimal smell concentration
judgment values (which represent the ESN parameters) are obtained and will be
used for the ESN.

Initialize IFOA
parameters in the three-
dimensional coordinate

Calculate normal and 
novel individuals’ 

smell concentration

Find individual and 
group extremes

Location and smell 
concentration judgment 

values update 

Individual extremes 
and population 

extremes are updated

Calculate normal and 
novel individuals’ 

smell concentration

Meet the 
requirements?

Y

N

ESN model

Set ESN parameters to
fruit fly individuals

Fig. 3. The flow chart of the IFOA-ESN model.
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4 Experimental Results

In this paper, the financial data sets of the shanghai composite index and stock index
option, are used as the experimental applications for the testing. In the meantime, the
FOA-ESN and IFOA-ESN are compared with other approaches. The standard root
mean square error (NRMSE) and coefficient of determination (R2) are used as the
evaluation metric, and they are calculated by

NRMSE ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXN

t¼1

o tð Þ � ô tð Þð Þ2
N � r2

s
; ð14Þ

and

R2 ¼ 1�
PN

t¼1 o tð Þ � ô tð Þð Þ2PN
t¼1 o tð Þ � �oð Þ2 ð15Þ

where N is the total number of samples, ô tð Þ and o tð Þ are the actual and expected
values, r2 is the variance of o tð Þ, �o is the mean of the expected values and is calculated
by �o ¼ PN

t¼1 o tð Þ� �
=N.

4.1 Forecasting of Shanghai Composite Index

The shanghai stock composite index is a statistical indicator and reflects the overall
trend of stocks listed on the shanghai stock exchange. It is a dynamic non-linear system
with a variety of noise [17]. The data set comes from shanghai great wisdom and it has
4,579 sets where 80% is used for training and 20% is used for testing. The experiment
is a one-step prediction, where six financial indicators (i.e. open, high, low, close, daily
trading volume, and daily turnover) are used as input features, and the opening price of
the next day is the output. Hence, the input and output layer of the model have six
neurons and one neuron, respectively. In this work, the internal activation function is
tanh, and the output activation function is a linear function. In the IFOA, the maximum
iterations is set to 100, and the population size is set to 25, where the first 20 fruit flies
are normal individuals, and the last are “reverse” and “radical” fruit flies. The four key
parameters (i.e. reservoir size, sparse degree, spectral radius, and input scale) of the
dynamic reservoir are automatically generated by the IFOA, and the optimization result
is shown by Fig. 4.

When the system is iterated to 4 times, the NRMSE drops to 0.0227, which means
that a better smell concentration is found. The location of the current best smell
concentration is retained, and then the fruit flies fly to this location and continue to
search around. When iteration goes to 53 times, a new best smell concentration is
obtained, and the NRMSE drops to 0.0212. After 95 iterations, the NRMSE converges
to 0.0209. It should be noted that at the beginning of the iteration, the NRMSE is small,
i.e. 0.0233. This is mainly because a relatively good result has been obtained when the
best smell concentration of the fruit fly population is first calculated. In other words, a
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relatively good set of the ESN parameters has already been obtained at the initial
optimization. This is random event, as it cannot be guaranteed that the target is
approaching as much as possible before every iteration.

Based on the outputs of IFOA, the ESN is configured by the following parameters
to forecast the opening price of the shanghai stock composite index: the number of the
reservoir neurons is set to 56, the spectral radius (SR) of the internal weight is 0.3502,
the sparse degree (SD) is 0.0280, and the input scales (IS) of the input weight matrix
are set to 0.4816, 0.4646, 0.7067, 0.8900, 0.4912, and 0.1644, respectively. To verify
the superiority of the FOA-ESN and IFOA-ESN, this work uses three models (i.e. BP,
Elman, ESN) for the benchmarking. The comparison result is shown in Table 1.

The NRMSE of the ESN is reduced by 55% and 58% compared to the BP and
Elman models, respectively. In addition, the prediction accuracy of FOA-ESN and
IFOA-ESN is improved by 76% and 89% compared to the original ESN, where the
IFOA-ESN has an improvement of 56% than the FOA-ESN. The R2 of IFOA-ESN is
close to 1, which also indicates that the model has the best fitting accuracy. This is
mainly because the key parameters of the ESN are optimized by the IFOA and the
performance of the ESN model is significantly improved.

4.2 Forecasting of Stock Index Option

In the stock market, stock index option is an important basic financial derivative.
According to the nature of the option, the options can be divided into call options and
put options. Depending on the execution time of contracts, the options can be divided
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Iteration Number
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0.023

N
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Optimization process

Fig. 4. IFOA parameter optimization for the shanghai stock composite index forecasting.

Table 1. NRMSEs and R2 of different methods for the shanghai stock composite index
forecasting.

Method BP Elman ESN FOA-ESN IFOA-ESN (this work)
NRMSE 0.4461 0.4667 0.1974 0.0482 0.0213

0.8815 0.8566 0.9895 0.9976 0.9996
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into American and European options [18]. According to the Black-Scholes option
pricing formula [19], the price of the call option is affected by the following factors: the
strike price of the option, the current price of the index, the maturity time, the expected
volatility of the stock index, and the risk-free interest rate. Hence, these five indicators
are selected as the input features for the proposed model, and the price of the call option
is used as the target output. In this paper, the first 10,000 data samples are used for
training, and the rest 2,000 rows are used for testing. In the IFOA, the maximum
number of iterations is set to 300, and the population size is set to 20, where the first 15
fruit flies are normal individuals, and the others are “reverse” and “radical” fruit flies.

The parameters of the ESN are optimized by IFOA, and the optimization process is
shown in Fig. 5. When the system is iterated to 49 and 97 times, the NRMSE drops to
0.071 and 0.051, respectively. After the interactions of 100 times, the NRMSE con-
verges to 0.037. According to this result, the following ESN parameters are used to
forecast the price of the call option: the reservoir size is set to 264, the spectral radius is
0.4818, the sparse degree is 0.4848, and the input scale matrix are set to 0.3819,
0.3922, 0.4282, 0.5461, and 0.4215, respectively.

The FOA-ESN and IFOA-ESN are compared with the BP, Elman and ESN models.
The comparison result is shown in Table 2. The ESN, BP and Elman models have
similar NRMSEs, where the Elman model gets the lowest prediction accuracy. How-
ever, the FOA-ESN has 47%, 40% and 51% increases in accuracy over the original
ESN, BP and Elman models, respectively. Compared to FOA-ESN, the IFOA-ESN
achieves a better prediction accuracy, which is improved by 11%. In addition, the R2 of
IFOA-ESN also shows that the model has better fitting ability. Therefore, the IFOA-
ESN gets a better performance than these approaches due to the lowest NRMSE and
largest R2.
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Fig. 5. IFOA parameter optimization for the stock index option forecasting.
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5 Conclusions

In this work, a novel approach that combines the ESN and IFOA is proposed. Firstly,
the IFOA is proposed to improve the optimization efficiency of the FOA, where two
novel particles are designed in the fruit fly swarm, and the search process is performed
in three-dimensional space. Then the IFOA is employed to search four key parameters
of the dynamic reservoir in the ESN. The optimized ESN is used to predict financial
time series. Results show that both the FOA-ESN and IFOA-ESN have improved the
prediction accuracy than the BP, Elman and original ESN models. Therefore the FOA-
ESN and IFOA-ESN models are more suitable for the prediction of financial time series
data such as the shanghai stock composite index and stock index options.
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Abstract. Improving maintainability by refactoring is essentially being
considered as one of the important aspect of software development. For
large and complex systems, identification of code segments, which require
re-factorization is a compelling task for software developers. Develop-
ment of recommendation systems for suggesting methods, which require
refactoring are achieved using this research work. Materials and Meth-
ods: Literature works considered source code metrics for object-oriented
software systems in order to measure the complexity of a software. In
order to predict the need of refactoring, the proposed system computes
twenty-five different source code metrics at the method level and uti-
lize them as features in a machine learning framework. An open source
dataset consisting of five different software systems is being considered
for conducting a series of experiments in order to assess the performance
of proposed approach. LSSVM with SMOTE data imbalance technique
are being utilized in order to overcome the class imbalance problem. Con-
clusion: Analysis of the results reveals that LS-SVM with RBF kernel
using SMOTE results in the best performance.

Keywords: LSSVM · Kernels · Refactoring
Source code metrics · Smote

1 Research Motivation and Aim

Software refactoring is a disciplined technique for clarifying and simplifying the
internal structure of an existing source code without affecting its external behav-
ior [5,12]. Source code refactoring ruthlessly prevents rot, which in-turn helps in
improving code maintainability and reducing complexity [5,12], without affect-
ing semantics of the code. A series of refactoring techniques have been presented
c© Springer Nature Switzerland AG 2018
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by Martin Flower on a website called catalog1 of refactoring. For systems having
methods with identical results or subclasses, Pull Up Method refactoring tech-
nique is being considered. Detection of elements or regions of large and complex
systems in need of refactoring, is technically challenging for software developers.

Identification of appropriate method(s) in a class, which require refactoring
is the one of the prime objective of this research work. The proposed research
is motivated by the need for developing recommendation systems, which can
be integrated in the development environment and development processes of
software engineers keeping in mind the end goal to recommend methods in need
of refactoring. Previous research works emphasize on identification of classes and
regions in a source code in need of refactoring (refer to the Section on Related
Work). However, a deep study on the application of Machine Learning (ML)
techniques considering several open source object-oriented based Java projects
and furthermore utilizing software metrics as features or predictors is relatively
unexplored.

Research Contributions: In the context of previous work, the proposed work
exhibits several novel, unique and remarkable research contributions. The pro-
posed work is an extension to our previous work on class-level refactoring predic-
tion [11]. Computation of class-level metrics and prediction of the need of refac-
toring at class-level has been presented in the previous work [11]. The present
research work emphasizes on the need of refactoring and prediction using soft-
ware metrics at method-level. To the best of our knowledge, the work carried
out in the paper is the first study on method-level refactoring prediction using
5 open-source Java based projects (antlr4, junit, mct, oryx, titan).

2 Related Work

For identification of refactoring candidates, a class-based approach has been
introduced by Zhao et al. [15] considering a chosen set of static source code
metrics and furthermore, utilizing a weighted ranking method for predicting a
list of classes, which require refactoring. Al Dallal [2] presented a measure and
a prescient model to decisively identify, whether method(s) in a class needing
move method refactoring and achieved prediction accuracy of more than 90%.
An in-depth analysis on the effects of refactoring over different internal quality
attributes such as inheritance, complexity etc. have been presented by Chávez
et al. [4]. They considered the history about different versions of twenty-three
open source projects with more than 29,000 operations related to refactoring
process. Kosker et al. [9] proposed an intelligent system by analyzing the code
complexity in order to identify the class that require refactoring. Their app-
roach is based on creating a machine learning model using Weighted Nave Bayes
with InfoGain heuristic as the learner and conducted experiments on real world
software system. Bavota et al. [3] conducted an empirical evaluation about the
relationship between code smells and refactoring activities by mining more than
12000 refactoring operations.
1 https://refactoring.com/catalog/.

https://refactoring.com/catalog/


152 L. Kumar et al.

3 Experimental Dataset

The experimental dataset used in our study is freely and publicly available
at tera-PROMISE Repository2. The tera-PROMISE online resource is a well-
known software engineering research dataset repository consisting of experi-
mental datasets on several engineering topics such as source code analysis,
faults, effort estimation, refactoring, source code metrics and test generation
[1]. The tera-PROMISE repository dataset has been considered for experimen-
tal analysis purpose. This makes our work easily replicable and makes it easy
for other researchers to compare or benchmark their approaches with our pro-
posed method on the same dataset. The dataset used in our experiments is
manually validated by the authors Kadar et al. [6,7], who shared the dataset
on tera-PROMISE. The source code metrics have been created and dataset for
two subsequent releases of 7 well-known OSS (open source software) Java appli-
cations have been refactored by them. [6,7]. The 7 Java-based OSS systems are
available on GitHub3 repository. Kadar et al. used the RefFinder tool [8] for
identification of refactoring between two subsequent of releases of the source
code. They compute the source code metrics using the SourceMeter tool4. We
use the method level metrics in the work presented in this paper and not the
system level metrics. The class level metrics have been considered in our previous
work (refer to [10]) and the method level metrics of the same dataset have been
considered in proposed solution. Table 1 shows the list of Java projects, Number
of Methods (# NOM), Number of Refactored Methods (# NOMR), Number of
Non-Refactored Methods (# NONMR),and Percentage of Refactored Methods
(% RM). Table 1 reveals that the dataset is highly imbalanced as the % RM
values are 0.13%, 0.19%, 0.52%, 0.75% and 1.21% respectively.

Table 1. Experimental data set description

Project NOM NORM NONRM %RM

antlr4 3298 40 3258 1.213

junit 2280 12 2268 0.526

mct 11683 16 11667 0.137

oryx 2507 19 2488 0.758

titan 8558 17 8541 0.199

4 Experimental Results

The approach for this experiment is a multi-step process. Initially, significant fea-
tures using significance test is selected, followed by feature scaling using min-max
2 http://openscience.us/repo/.
3 https://github.com/.
4 https://www.sourcemeter.com/.

http://openscience.us/repo/
https://github.com/
https://www.sourcemeter.com/
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normalization technique and handling imbalanced data using SMOTE approach.
Then, LS-SVM learning algorithm with three different kernel techniques is con-
sidered in order to train the proposed model. Finally, with the help of AUC
and ROC curves, the proposed model is compared. 25 source code metrics are
considered as dataset for experimental evaluation process, which are computed
through the SourceMeter5 tool. The identification of a class as refactored or not
in the successive releases, can be obtained from the target class represented as
binary variable.

The proposed approach is initiated with a pre-processing phase, for identifi-
cation of subset of source code metrics affecting refactoring through a statistical
hypothesis test. The test dataset utilized in this proposed approach isn’t equi-
tably dispersed and exceptionally imbalanced. Trained imbalanced dataset can
prompt predisposition for the minority class. Hence, a notable procedure called as
SMOTE is considered in the proposed solution in order to deal with imbalanced
dataset. SMOTE approach tends to oversample minority class. The experimen-
tal dataset characteristics is depicted in Table 1. Through the proposed research
study, the effect of SMOTE technique over the classifier performance is inves-
tigated considering the results obtained from AUC values and ROC curves. As
feature ranges are varied in nature, hence in order to rescale and standardize the
features, a feature scaling method has been applied.

In order to scale down the all the features with in the range 0 to 1, the min-
max normalization approach has been considered. LS-SVM learning algorithm,
which is considered as one of the very popular method in software engineering
domain in order to handle problems related to classification and pattern recog-
nition [13,14], is applied in the proposed study to develop a model for predicting
refactoring. LS-SVM is a variation of SVM and can be seen as a least squares
adaptation of SVM. SVM and LS-SVM are non-linear machine learning tech-
niques, which maps the input feature space to a higher dimensional feature space.
A 10-fold cross validation is applied over the dataset in order to measure the
mean accuracy. The entire dataset is split into ten equal sizes, out of which nine
sets are used for training and tenth one for evaluation purpose. The computation
is performed for ten number of times and the final outcome of the experiment is
computed by taking the average of those ten different experimental results.

4.1 Source Code Metrics

We use the source code metrics computed using the SourceMeter6 for Java tool.
We make use of 25 different source code metrics such as McCabes Cyclomatic
Complexity (McCC), Clone Classes (CCL), Clone Complexity (CCO), Total
Lines of Code (TLOC), Total Number of Statements (TNOS), Number of Incom-
ing Invocations (NII) and Number of Outgoing Invocations (NOI). The list of
all the metrics shown in Fig. 1 is provided on the SourceMeter tool website.
The source code metrics are used as features or independent variables for the

5 https://www.sourcemeter.com/.
6 https://www.sourcemeter.com/resources/java/.

https://www.sourcemeter.com/
https://www.sourcemeter.com/resources/java/


154 L. Kumar et al.

machine learning algorithms. The input to the machine learning algorithms are
the source code metrics and the output is a binary class (whether a method
is need of refactoring or now). We conduct a metrics selection using Wilcoxon
rank-sum test and ULR (Univariate Logistic Regression). The graphs in Fig. 1
are represented using different symbols: filled circle: source code metrics selected
using Wilcoxon rank-sum test, black circle with bold circle: source code metrics
selected using Wilcoxon rank-sum test and ULR analysis. We perform metrics
selection to remove metrics which are not relevant. Through metrics selection,
we identify relevant metrics for the task of refactoring prediction.

Fig. 1. Selected set of metrics using Wilcoxon rank-sum test and ULR analysis

ROC Curve Analysis: In order to validate the developed prediction models,
some performance parameters need to compute and analyzed which indicate
the usefulness of the trained models for predicting refactoring at class level. In
this experiment, three different performance parameters such as Area Under the
Receiver Operating Characteristics (ROC) Curve, accuracy, and F-Measure have
been analyzed to select best model. The model having high value of these per-
formance parameters denotes a best model for prediction. Figures 2 and 3 depict
the ROC Curves for the trained model using different kernels with SMOTE and
without SMOTE dataset for different datasets. The ROC Curve is very popu-
lar performance measure used for determining the accurateness of the trained
models. It is used to find the performance of the model on the validated data.
ROC Curve is a pictorial representation of 1-specificity and sensitivity at various
cutoff points. In Figs. 2 and 3, 1-specificity and sensitivity are plotted on x-axis
and y-axis respectively. Thus, area under curve (AUC) measure computed using
ROC analysis has been considered to determine the performance of the kernels
methods and imbalance techniques.

The technical challenges for this experiment to build a classifier for refactor-
ing prediction is that the dataset is imbalanced. In this work, this issue has been
resolved using Synthetic Minority Over-sampling Technique (SMOTE). One of
the aspects of SMOTE is oversampling of the minority class. The objective
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(2.1) antlr4+ lin (2.2) antlr4+ Poly (2.3) antlr4+ RBF

(2.4) Junit+ lin (2.5) Junit+ Poly (2.6) Junit+ RBF

(2.7) Mct+ lin (2.8) Mct+ Poly (2.9) Mct+ RBF

(2.10) orxy+ lin (2.11) orxy+ Poly (2.12) orxy+ RBF

Fig. 2. Sensitivity and specificity values for without SMOTE
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to create the ROC curves for analyzing the performance of various kernel and
imbalance technique through visualization in addition to determine performance
value like AUC, accuracy, precision, and recall. The ROC curve shown in Figs. 2
and 3 depict the variation of 1-specificity value with sensitivity for different
threshold value. It can be observed from the Figs. 2 and 3 that ROC curves for
SMOTE having high upper left corner i.e., high values of 1-specificity value with
sensitivity as compare to without smote as shown in Fig. 2.

Performance Parameters Value: Tables 2, and 3 present the performance
results obtained after applying SMOTE and Without SMOTE. The tables show
that the AUC, F-Measure, and accuracy for different kernels, imbalance tech-
niques with different experimental dataset. The performance values shown in
Tables 2, and 3 depict that the performance values with the SMOTE technique
showing the best performance as compare to without smote. The experiment
results in Tables 2, and 3 also displays the variations in the performance depend-
ing on the classifier. For example, SMOTE results in better performance in com-
bination with LSSVM with RBF kerenl in comparison to other kernels.

Table 2. Performance results (without SMOTE)

Accuracy F-Measure AUC

Lin Poly RBF Lin Poly RBF Lin Poly RBF

antlr4 98.79 98.88 99.85 0.977 0.991 0.996 0.811 0.876 1.000

junit 99.47 99.47 99.47 0.989 0.991 0.996 0.757 0.734 0.720

mct 99.86 99.86 99.86 0.997 0.997 0.997 0.719 0.752 0.718

orxy 99.24 99.40 99.40 0.985 0.987 0.994 0.840 0.859 0.936

titan 99.80 99.83 99.80 0.996 0.997 0.996 0.550 0.654 0.739

Table 3. Performance results (SMOTE)

Accuracy F-Measure AUC

Lin Poly RBF Lin Poly RBF Lin Poly RBF

antlr4 95.57 98.20 99.14 0.977 0.991 0.996 0.825 0.942 0.995

junit 97.91 98.17 99.26 0.989 0.991 0.996 0.779 0.863 0.962

mct 99.45 99.45 99.45 0.997 0.997 0.997 0.727 0.751 0.726

orxy 97.03 97.54 98.79 0.985 0.987 0.994 0.851 0.882 0.967

titan 99.26 99.34 99.21 0.996 0.997 0.996 0.578 0.693 0.735
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4.2 Performance Visualization Using Boxplots

Figures 5 and 4 show the multiple boxplots for analyzing the degree of spread
or dispersion, outliers, skewness, interquartile range in the accuracy, F-Measure
and AUC performance metrics for the classifiers and data sampling techniques.
The red line in the boxplot of Figs. 5 and 4 marks the mid-point (median value)
dividing the box into two segments. From Figs. 4, it has been observed that the
median value for the AUC, F-Measure and Accuracy of RBF kernel is higher that
all other kernels. Similarly from Figs. 5, it has been observed that the median
value for the AUC for SMOTE is higher than without SMOTE and accuracy
and F-Measure are similar in both cases.

Fig. 4. Performance visualization using boxplots for kernels

Fig. 5. Performance visualization using boxplots for imbalance technique

4.3 Descriptive Statistics In-Terms of Accuracy, F-Measure and
AUC

Tables 4, 5, and 6 show the descriptive statistics of the overall performance for
LSSVM with linear kernel, polynomial kernel, and RBF kernel, SMOTE and
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without SMOTE techniques in-terms of accuracy, F-Measure and AUC. For each
kernel, we generate 5Datasets∗2imbalancetechniques = 10 data points consist-
ing of 10 accuracy, F-Measure, and AUC values. For with and without SMOTE,
we generate 5Datasets ∗ 3kernels = 15 data points consisting of 15 accuracy,
F-Measure, and AUC values. Every value consist of the average performance for
the 5 dataset. Table 4 reveals that the mean accuracy for the RBF kerenel is
99.423% and mean accuracy for the SMOTE is 98.51 respectively. FromTables 4,
5, and 6, we observed that SMOTE and LSSVM with RBF kerenl gives the best
performance as compare to other techniques.

Table 4. Descriptive statistics of the overall performance of a technique across all
datasets in term of Accuracy

Accuracy

Min Median Q1 Mean Std Dev Q3 Max

SMOTE 95.570 99.140 97.975 98.518 1.127 99.320 99.450

NOSMOTE 98.790 99.470 99.400 99.532 0.355 99.845 99.860

LIN 95.570 99.250 97.910 98.638 1.394 99.470 99.860

POLY 97.540 99.370 98.200 99.014 0.789 99.470 99.860

RBF 98.790 99.425 99.210 99.423 0.345 99.800 99.860

Table 5. Descriptive statistics of the overall performance of a technique across all
datasets in-terms of F-Measure

F-Measure

Min Median Q1 Mean Std Dev Q3 Max

SMOTE 0.977 0.996 0.990 0.992 0.006 0.997 0.997

NOSMOTE 0.977 0.996 0.990 0.992 0.006 0.997 0.997

LIN 0.977 0.989 0.985 0.989 0.008 0.996 0.997

POLY 0.987 0.991 0.991 0.993 0.004 0.997 0.997

RBF 0.994 0.996 0.996 0.996 0.001 0.996 0.997

Table 6. Descriptive statistics of the overall performance of a technique across all
datasets in-term of AUC

AUC

Min Median Q1 Mean Std Dev Q3 Max

SMOTE 0.578 0.825 0.729 0.818 0.119 0.927 0.995

NOSMOTE 0.550 0.752 0.719 0.778 0.113 0.854 1.000

LIN 0.550 0.768 0.719 0.744 0.105 0.825 0.851

POLY 0.654 0.806 0.734 0.801 0.095 0.876 0.942

RBF 0.718 0.838 0.726 0.850 0.130 0.967 1.000
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5 Conclusion

In this work, the source code metrics computed using SourceMeter7 are used
as input to develop a model for predicting refactoring of software at method
level. We make use of 25 different source code metrics such as McCabes Cyclo-
matic Complexity (McCC), Clone Classes (CCL), Clone Complexity (CCO),
Total Lines of Code (TLOC), Total Number of Statements (TNOS), Number
of Incoming Invocations (NII) and Number of Outgoing Invocations (NOI). The
list of all the metrics shown in Fig. 1 is provided on the SourceMeter tool website.
Wilcoxon rank-sum test and ULR (Univariate Logistic Regression) are used to
remove irrelevant metrics and select best set of metrics for refactoring prediction.
The graphs in Fig. 1 are represented using different symbols: filled circle: source
code metrics selected using Wilcoxon rank-sum test, black circle with bold circle:
source code metrics selected using Wilcoxon rank-sum test and ULR analysis.
The experimental results of the comparison of different kernels evaluated using
box-plots and descriptive statistics show the superiority of RBF kernel in code
refactoring predictions. The experimental results also confirms the superiority of
SMOTE as compare to without SMOTE for code refactoring predictions. Thus,
we conclude that the LSSVM with different kernels and SMOTE have predictive
capability and these methods can be applied on future releases of java projects.
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Abstract. In this paper, we propose a novel neural network based archi-
tecture which incorporates character, word and lexicon level information
to predict the degree of intensity for sentiment and emotion. At first we
develop two deep learning models based on Long Short Term Memory
(LSTM) & Convolutional Neural Network (CNN), and a feature based
model. Each of these models takes as input a fusion of various represen-
tations obtained from the characters, words and lexicons. A Multi-Layer
Perceptron (MLP) network based ensemble model is then constructed by
combining the outputs of these three models. Evaluation on the bench-
mark datasets related to sentiment and emotion shows that our proposed
model attains the state-of-the-art performance.

Keywords: Sentiment analysis · Emotion analysis
Intensity Prediction · Financial domain · Ensemble
Deep learning

1 Introduction

We live in a time where the access to information has never been so free. Online
platforms like Twitter, Facebook etc. give a sense of power where an user can
express his/her views, opinions and get to know about others’ ideas. All this is
possible in mere 280 characters that Twitter limits per tweet. This short piece of
text has the potential to shape peoples’ outlook towards any situation or product
or a service. Companies and service providers can utilize this dynamic textual
information, and infer the public opinions about a newly launched product or
any service or market conditions.

Emotion analysis [27] deals with the automatic extraction of emotions
expressed in a user written text. There are six basic emotions as categorized
by Ekman [10]: joy, sadness, surprise, fear, disgust and anger. In comparison
sentiment analysis [25] tries to automatically extract the subjective information
c© Springer Nature Switzerland AG 2018
L. Cheng et al. (Eds.): ICONIP 2018, LNCS 11305, pp. 162–174, 2018.
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from user written textual contents and classify it into one of the predefined set
of categories, for e.g. positive, negative, neutral or conflict. Emotions are usually
shorter in duration whereas sentiments are more stable and valid for a longer
period of time [8]. Also, sentiments are normally expressed towards a target
entity, whereas emotions are not always target-centric [28].

Finding only the emotion or sentiment class does not always reflect the exact
state of mood or opinion of any user. Level or intensity often differs on a case-to-
case basis within a single emotion or sentiment class. Some emotions are gentle
(e.g ‘not good ’) while the others can be very severe (e.g. ‘terrible’). Similarly,
both the phrases ‘its fine’ and ‘its awesome’ carry positive sentiment but express
different levels of intensities. Sentiment of the later is strong, whereas it is com-
paratively mild for the former. This kind of analysis of emotions and sentiments
has a diversified set of real-world applications such as feedback systems for an
organization or to an end-user w.r.t. a product or service, stock market predic-
tion, policy making etc.

In this paper, we propose an effective deep learning architecture for deter-
mining the intensity of emotion and sentiment1. For emotion analysis we employ
generic tweets, whereas for sentiment analysis our target domain is financial
text. We first develop two deep learning models based on Convolutional Neural
Network (CNN) and Long Short Term Memory (LSTM), and a Feature driven
model based on Multi-Layer Perceptron (MLP). These models take as input a
fusion of different representations obtained from the various sources including
character-level embeddings, pre-trained word embeddings and the proposed lexi-
con embeddings. Next, we combine the outputs of these systems via an ensemble
based MLP network.

We summarize the contributions of our proposed work as follows: (a) We
propose lexicon embeddings, that when used along with character embeddings
and the pre-trained word embeddings, improve the performance of both senti-
ment and emotion analysis; and (b) we propose an effective ensemble model by
combining CNN, LSTM and the feature based MLP. It shows state-of-the-art
performance for both fine-grained emotion and sentiment analysis (i.e. intensity
prediction).

2 Methodology

2.1 Problem Definition

Our work focuses on determining the degree of intensities of emotion and senti-
ment.

Emotion Analysis: For a given tweet instance we aim to determine the degree
of emotion (a score between 0 and 1) felt by the writer. Intensity value close to ‘1’
reflects high-degree of emotion whereas value close to 0 reflects the low-degree of
emotion. In our work we consider four different emotions i.e. ‘anger’, ‘fear’, ‘joy’

1 We also call this problem as fine-grained emotion & sentiment analysis.
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and ‘sadness’. Table 1 depicts four example scenarios with the emotion types
and the intensity values.

Sentiment Analysis: Here sentiment analysis is carried out for two different
kinds of financial texts, viz. ‘microblog messages’ and ‘news headlines’. The
objective is to predict the sentiment score for each of the mentioned companies
or stocks in the range of -1 (bearish) to 1 (bullish), with 0 implying neutral
sentiment. A couple of examples are shown in Table 1.

2.2 Embeddings

We train our deep learning models on top of two distributed embeddings. We
denote these as (a). fused word embeddings and (b). char (character) convoluted
embeddings.
(a). Fused word embeddings: We generate the fused embedding representa-
tion of a word by concatenating the embeddings obtained from the pre-trained
GloVe [26], pre-trained Word2Vec [19] & a lexicon embedding. In particular we
use 300 dimensional common crawl 840 billion version of GloVe & 300 dimen-
sional skip gram with negative sampling version of Word2Vec. Lexicon embedding
is 20-dimensional, which is created from several sentiment and emotion lexicons.
For any word (W ) we obtain its lexicon embedding as follows,

• A single dimensional boolean value (1/0) denoting whether W appears in
the opinion lexicon [9].

• A single dimensional value denoting the sentiment score of W in MPQA
subjectivity lexicon [29]. We use the value of {−1/−0.5/0.5/1} depending upon
the appearance of W in {strong negative/weak negative/weak positive/strong
positive}.

• A five dimensional value denoting the sentiment scores of W in NRC Hash-
tag Sentiment, NRC Hashtag Context, NRC Sentiment 140, NRC Sentiment 140
Context & NRC SemEval Twitter lexicons [5,20,22].

• An eight dimensional value denoting the emotion scores of {anticipation,
fear, anger, trust, surprise, sadness, joy & disgust} of W in NRC Emotion lexicon
[23].

• A five dimensional value denoting the scores of {polarity, aptitude, atten-
tion, pleasantness, sensitivity} of W in SenticNet lexicon [6].
We assign zero values for words that do not appear in the lexicon. Finally, the
GloVe, Word2Vec and lexicon embedding are concatenated to generate the 620
dimensional fused word embedding.

(b). Char (character) convoluted embeddings : Our character convoluted
embedding model is illustrated in Fig. 1. This is inspired from the character based
neural language models [14]. Each word is represented as the concatenation of its
constituent character embeddings (Ck). For e.g. in Fig. 1 ‘amazing’ is represented
as the concatenation of character embeddings of ‘a’, ‘m’, ‘a’, ‘z’, ‘i’, ‘n’ & ‘g’. We
represent the character embeddings as one-hot vector of dimension 38 (we had
38 unique characters in our corpus). This is a key difference of our model with
that of [14], where the authors used a 4-dimensional character embedding.
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Fig. 1. Computation of char convoluted embeddings. Convolution operation is per-
formed between the concatenated one-hot embeddings of {‘a’, ‘m’, ‘a’, ‘z’, ‘n’, ‘i’, ‘g’}
with 3 filters of width 3 (yellow) & 3 filters of width 2 (cyan). A max-over-time pooling
is then performed to obtain a fixed dimensional vector (dim. equal to the total no.
of filters) which is the char convoluted embedding of the word amazing. (Color figure
online)

A convolution operation between Ck and multiple filters with different widths
is then performed. In particular we use 10 filters of width 2 (blue) and 10 filters
of width 3 (yellow). Note that in Fig. 1, we have 3 filters of width 2 (blue)
and 3 filters of width 3 (yellow). Finally, a max-over-time pooling operation
is performed to obtain a fixed-sized (equal to the total no. of filters, here 20)
representation of the word. We denote this 20-dimensional representation as the
char convoluted embedding of the word. These char convoluted embeddings are
incorporated in our LSTM & CNN model (which we describe next). Note that,
the char convoluted embeddings are obtained from the trainable filter parameters
during the convolution process. These parameters are thus trained jointly with
our LSTM & CNN models.

2.3 LSTM Model

The overall architecture of the LSTM model is shown in Fig. 2. It consists of two
LSTM sub-networks: first sub-network is applied over the fused word embeddings,
whereas the second is applied over the char convoluted embeddings. Each of
the sub-networks consists of two bidirectional LSTM layers stacked one upon
another. We use 128 neurons in the first bidirectional LSTM layer of sub-network
1 (by concatenating 64 neurons from forward state & 64 neurons from backward
state) and 64 neurons (32 + 32) in the first bidirectional LSTM layer of sub-
network 2. The second bidirectional LSTM layer consists of 128 (64 + 64) neurons
for sub-network 1 and 64 (32 + 32) neurons for sub-network 2. Finally, all the
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forward and backward states (of the second bidirectional LSTM layer) from the
two sub-networks are concatenated to obtain a 192-dimensional vector. This is
then passed through a hidden layer (50 neurons, fully connected) to the final
output layer for the sentiment/emotion intensity prediction.

Fig. 2. Overall architecture of our LSTM model. The char convoluted embeddings are
obtained from Fig. 1 and are trained jointly with this LSTM model.

2.4 CNN Model

We have two sub-networks in our CNN model. The first sub-network performs
successive 1D convolution and pooling over the fused word embeddings, whereas
the second sub-network performs the same operations over the char convoluted
embeddings. We perform the following sequence of operations in each of the sub-
networks: {conv - pool - conv - pool}. Both the conv operations correspond to
1D convolution with multiple filters of different widths. In particular we use 100
filters of width 2, 100 filters of width 3 & 100 filters of width 4, all with stride 1
and same boundary mode (i.e. zeros are padded at the boundary so that the size
after convolution is equal to the size before convolution). The convoluted outputs
from these 300 filters are then concatenated to obtain the final convoluted fea-
ture map. The pool operation corresponds to 1D max-pooling of the convoluted
feature map (from the previous conv operation) with factor 2 and stride 2. The
final pooled outputs from the two sub-networks are concatenated and flattened,
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which is then passed through a hidden layer (50 neurons, fully connected) to the
final output layer for the sentiment/emotion intensity prediction.

2.5 Feature Based Model

In order to exploit the diversities of both deep learning and classical supervised
model we develop a feature based model using MLP for both the tasks. We use
the following set of features:
1. N-grams: We use Tf-Idf word n-grams (n = 1, 2, 3, 4) and character n-grams
(n = 2, 3, 4).
2. Lexicon features: Lexicons are widely used in sentiment and emotion anal-
ysis. We extract the following features for each instance of text:

– count of positive and negative words using the MPQA subjectivity lexicon
[29] and Opinion lexicon [9].

– positive and negative scores from: Sentiment140 [20], AFINN [24] and Sen-
tiWordnet [3] lexicons. It calculates the sum of positive and negative scores
obtained from the lexicons.

– aggregate scores of hashtags from NRC Hashtag Sentiment lexicon [20].
– count of the number of words matching each emotion from the NRC Word-

Emotion Association Lexicon [23].
– sum of emotion associations from NRC-10 Expanded lexicon [5].
– sum of emotion associations of tweet hashtags from the NRC Hashtag Emo-

tion Association Lexicon [22].
– sum of the polarity and emotion scores from the SenticNet lexicon [6].

3. Average embedding: We scale the 620 dimensional fused embedding of
words according to their Tf-Idf weights, and then compute the average of these
weighted embeddings of all the words in the text to create a feature vector.

All these features are concatenated to generate the final feature vector, and
subjected as input to the MLP network, which has 3 fully connected hidden
layers (512, 128, 100 neurons) and the output layer (1 neuron).

2.6 Ensemble Model

We use a MLP based ensemble technique which learns on top of the predictions of
the three base models (LSTM, CNN & Feature model). This network has a three-
neuron (for the three base models) input layer and a single-neuron output layer.
The weights corresponding to the three neurons are constrained to have non-
negative values (in order to analyze relative importance of the models), however
the bias can attain any value. Output of this network is the final prediction
value.



168 D. Ghosal et al.

2.7 Hyperparameter and Training Details

The fused word embeddings and the 38-dimensional one-hot character embed-
dings are dynamically updated through backpropagation during the training
process. All the base models are trained independently. We use the Rectified
Linear (ReLU) [11] activation function for the fully connected hidden layers in
our LSTM, CNN and feature based model. 30% Dropout [12] is used in the fully
connected hidden layers as a regularizer. We use sigmoid (emotion intensity) &
tanh (sentiment score) activation for the output layer. The Adam optimizer [15]
with learning rate of 0.001 and mean squared error loss function is used for the
gradient based training. We keep the batch size equal to 32 during the training
process. We train each model for 50 epochs with Early Stopping having patience
of 10. The ensemble model is trained with the same output activation, optimizer,
loss function & epoch configuration as described above. We run each base model
5 times (with different seeds) and after averaging the predictions (for each base
model) we pass it to the ensemble network.

3 Datasets and Experiments

� Datasets: We perform experiments on the benchmark datasets of WASSA-
2017 shared task on emotion intensity (EmoInt-2017) [21] for emotion analysis,
and SemEval 2017 shared task on ‘Fine Grained Sentiment Analysis on Financial
Microblogs and News’ [7] for sentiment analysis.

Datasets of EmoInt-2017 contain generic tweets representing four emotions
i.e. anger, fear, joy & sadness. Datasets of SemEval 2017 consist of financial
texts from microblog messages (StockTwits & Twitter) & news headlines.

Table 1 shows a few example scenarios for the problems of emotion analysis
and sentiment analysis. In the first example, high intensity of emotion ‘joy’ is

Table 1. Emotion & sentiment analysis examples from the benchmark datasets. Given
text and emotion/target the goal is to determine the intensity.

Emotion Analysis

Text Emotion Intensity

Just died from laughter after seeing that Joy 0.92

I am so gloomy today Sadness 0.73

I genuinely think I have anger issues Anger 0.60

What an actual nightmare! Fear 0.73

Sentiment Analysis

Text Target Intensity

Best stock: $WTS +15% WTS 0.86

HSBC chief hit with tax-avoidance scandal HSBC −0.53
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derived from the very intense phrase ‘died from laughter ’. Similarly, the inten-
sity of sadness is rather high because of the word ‘gloomy ’. In the first example
of sentiment analysis, a high positive sentiment is expressed towards the tar-
get WTS, whereas in the second example a moderately negative intensity is
expressed towards HSBC.
� Preprocessing: We use the NLTK [4] for preprocessing and tokenization.
Numbers, twitter user-names and urls are replaced with <number>, <user>
and <url>. Finally, we perform normalization of noisy text by employing a set
of heuristics, as depicted in Table 2, in line with [2]. Elongation was handled by
iteratively removing a character from the repeated sequence and verifying the
new word against a dictionary2.

Table 2. Examples of noisy text normalization.

Normalization Noisy Corrected

Elongation ‘joooyyyyy ’ ‘joy ’

Verb present participle ‘goin’ & ‘gong ’ ‘going ’

Frequent noisy term ‘g8 ’, ‘grt ’ ‘great ’

Expand contractions ‘i’m’ ‘i am’

Hashtag segmentation ‘#GreatDayEver ’ ‘Great Day Ever ’

Table 3. Cosine similarity (financial sentiment) & pearson correlation (emotion analy-
sis) score of various models on test data. All scores are average of 5 runs with different
seeds.

Models Financial sentiment Emotion analysis

Microblogs News Anger Joy Sadness Fear Average

LSTM model 0.749 0.747 0.712 0.702 0.738 0.753 0.726

CNN model 0.778 0.759 0.729 0.697 0.748 0.759 0.733

Feature based model 0.777 0.763 0.715 0.707 0.730 0.743 0.724

� Experiments: For evaluation we compute Pearson correlation coefficient and
Cosine similarity score for emotion and sentiment intensity prediction, respec-
tively. We use these metrics to remain consistent with the shared tasks of EmoInt-
2017 [21] and SemEval-2017 [7].

Table 3 shows the cosine similarity and pearson scores of the models for the
test data. Although the performance of these models are quite similar numer-
ically, we found these to be quite contrasting on a qualitative side as shown
in Fig. 3. Motivated by this contrasting nature, we combine these predictions
through an ensemble network.
2 Spell Checker Oriented Word Lists (SCOWL): http://wordlist.aspell.net/.

http://wordlist.aspell.net/
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(a) Sentiment: Microblog messages

Fig. 3. Contrasting nature of different models w.r.t. the gold values in the microblog
dataset; Sample size - 30. Y-axis denotes predicted values of different models & the
gold value. X-axis denotes sample indices.

Table 4. Test result of the proposed ensemble model and comparison with the state-
of-the-art systems. The ensemble model is the ensemble of the three models in Table 3.
Evaluation metric is cosine similarity for financial sentiment & pearson correlation for
emotion analysis. Financial sentiment: ECNU, Fortia-FBK & [1] are the top systems
at SemEval-2017 task 5. Emotion analysis: Prayas & IMS are the top two systems at
EmoInt-2017.

Models Financial sentiment Emotion analysis

Microblogs News Anger Joy Sadness Fear Average

ECNU [17] 0.778 0.710 - - - - -

Fortia-FBK [18] - 0.745 - - - - -

Akhtar et al.[1] 0.797 0.786 - - - - -

Prayas [13] - - 0.732 0.732 0.765 0.762 0.747

IMS [16] - - 0.705 0.690 0.767 0.726 0.722

Proposed ensemble 0.813 0.801 0.754 0.724 0.767 0.785 0.757

For sentiment analysis, the proposed ensemble network (c.f. Table 4) shows
the cosine similarity scores of 0.813 and 0.801 for microblog and news head-
lines, respectively. For emotion analysis, the proposed model demonstrates the
pearson scores of 0.754, 0.724, 0.767 & 0.785 for ‘anger ’, ‘joy ’, ‘sadness’ &
‘fear ’, respectively (resulting in an average pearson score of 0.757). Our pre-
dicted results are statistically significant (t-test) with p-values 0.0035, 0.032 &
0.015 for microblog, news & average emotion, respectively with respect to the
current state-of-the-art results.
� Comparison to the other systems: We compare our proposed system
with the state-of-the-art systems in Table 4. For emotion analysis task, Prayas
[13] and IMS [16] are the two best performing systems with average pearson
scores of 0.747 and 0.722.

Prayas used an ensemble of five different neural network models (a feed-
forward model, a multitasking feed-forward model and three joint CNN-LSTM
models). The final predictions were obtained by a weighted average of these
base models. IMS employed a random forest model on concatenated lexicon
and CNN-LSTM features. The system made use of an external lexicon source
(ACVH-Lexicons) containing the ratings for arousal, concreteness, valency and



Deep Ensemble Model for Emotion and Sentiment Prediction 171

happiness, which were not part of the original baseline model [21]. They also
used a Twitter corpus containing 800 million tokens to train their embeddings.
Compared to these models, our proposed system attains the improved (aver-
age) pearson score of 0.757 without using such external resources. For microblog
sentiment analysis, state-of-the-art models [1,17] reported cosine similarity of
0.778 & 0.797 compared to 0.813 of ours. For news headline, our model achieves
0.801 in comparison to [1,18] which reported 0.745 & 0.786, respectively. ECNU
[17] used multiple regressors on top of the optimized feature set obtained from
the hill climbing algorithm. Fortia-FBK [18] trained a CNN with sentiment lex-
icons. Akhtar et al. [1] trained 15 different deep learning models & 6 different
SVR models with financial word embeddings trained on 126,000 news articles.
Statistical t-test confirms these improvements over the state-of-the-art systems
to be significant for both sentiment and emotion.
� Ensemble analysis: We analyze the heatmap (Fig. 4) of the weights & the
bias of our ensemble model to understand the contribution of the base models.
The first three rows represent the relative importance of the three base models,
whereas the last row represents the bias. Darker Reddish cells signify higher
contribution (higher weight) of the base model. It is evident that each model
has a role to contribute in the overall ensemble.

(a) Microblog (b) News (c) Anger (d) Joy (e) Sadness (f) Fear

Fig. 4. Heatmap of weights & bias of the MLP ensemble network. L, C & F are weights
corresponding to the LSTM, CNN & feature model. B represents the bias. Color coding
(Red: positive values; Blue: negative values; White: zero value.) of cells signify the
contribution of respective models in ensemble. (Color figure online)

� Error analysis : We analyze the top 25 error cases from the test dataset. We
present the frequently occurring error cases along with their possible reasons in
Table 5.
� Ablation analysis: The ablation analysis reported in Table 6 shows that all
the sources of information (word, character, lexicon) are crucial. Any of these
components, when omitted, causes a drop in the overall performance.
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Table 5. Error analysis: frequent error cases with their possible reasons.

Text Dataset Actual Predicted Possible reason

I’m such a shy person, oh my lord Fear 0.833 0.384 Implicit sentiment/emotion

Tesco abandons video-streaming

ambitions in blinkbox sale.

News −0.335 0.332

Verified $98.95 loss in $ENDP trades Microblogs −0.146 −0.441 Numbers & symbols

Best stock: $WTS +15% 0.857 0.308

Cannot wait to see you honey! Joy 0.770 0.462 Implicit emotion with negation

I see things in the clouds that others

cannot see so i can be late

0.620 0.155

Always so happy to support you brother,

keep that fire burning

Anger 0.132 0.527 Metaphoric sentence

Table 6. Ablation study of different models. w/o stands for without. Average cosine
similarity (financial sentiment) & pearson correlation (emotion analysis) score of 5 runs
of various models on test data.

Models Financial sentiment Emotion analysis

Microblogs News Anger Joy Sadness Fear Average

LSTM model w/o fused word

embeddings

0.512 0.487 0.401 0.365 0.409 0.429 0.400

LSTM model w/o char

convoluted embeddings

0.735 0.730 0.699 0.701 0.735 0.740 0.719

CNN model w/o fused word

embeddings

0.523 0.489 0.424 0.397 0.411 0.468 0.425

CNN model w/o char

convoluted embeddings

0.753 0.733 0.726 0.693 0.743 0.751 0.728

Feature based model w/o

N-grams

0.716 0.713 0.682 0.673 0.713 0.720 0.697

Feature based model w/o

lexicon Features

0.748 0.754 0.708 0.689 0.730 0.726 0.713

Feature based model w/o

averaged embeddings

0.756 0.733 0.689 0.677 0.724 0.711 0.700

Ensemble w/o LSTM model 0.791 0.780 0.745 0.718 0.760 0.775 0.750

Ensemble w/o CNN model 0.786 0.772 0.736 0.717 0.752 0.768 0.743

Ensemble w/o feature model 0.788 0.769 0.735 0.708 0.750 0.763 0.739

4 Conclusion

In this paper, we have presented an ensemble framework for intensity prediction
of sentiment and emotion. The individual models are based on LSTM, CNN
and feature based MLP, each of which incorporates word, character and lexicon
level information. These models are finally combined together using a MLP based
ensemble network. Our empirical evaluation shows that all these three sources of
information are very important for final prediction. We have established that our
proposed method is generic and adaptable to different domains and applications.
Our model shows state-of-the-art performance for sentiment intensity prediction
in financial microblogs, sentiment intensity prediction in financial news headlines
and emotion intensity prediction in generic tweets.
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Abstract. Activating old customers or attracting new ones with coupons is a
frequently used and very effective marketing tool in O2O (Online to Offline)
businesses. But without careful analysis, large amount of coupons can be wasted
because of inappropriate delivery strategies. In this era of big data, O2O cou-
pons can be more precisely delivered by using history usage records of cus-
tomers. By implementing the mainstream data mining and machine learning
models, customers’ behaviors on O2O coupons can be predicted. Then as a
result, individualized delivery can be performed. Coupons with particular dis-
counts can be delivered to those customers who are more likely to use them. So
coupon usage rate can be greatly increased. In this paper, multiple classification
models are used to achieve this target. Experiments on real coupons’ usage data
show that compared with other methods, the Random Forest model has better
classification performance, and its accuracy rate of coupon usage prediction is
the highest.

Keywords: Coupon usage prediction � O2O marketing
Classification model performance

1 Introduction

In recent years, with the development of the mobile internet, the focus of enterprise
marketing [1] has developed from offline to online. However, many local living ser-
vices still have to be completed offline. So the integration of offline and online has
become the center of many businesses. O2O (Online to Offline) businesses provide
consumers with plenty of information online and lead them to complete their con-
sumption offline [2]. There are at least 10 start-ups with a billion valuation in the O2O
industry in China [3], and they are also very attractive to investors. On the other hand,
the O2O industry is naturally linked to hundreds of millions of consumers, and various
apps record over 10 billion users’ behaviors and locations every day. Therefore, it has
become one of the best combination points of big data researches and commercial
marketing operations.

Activating old customers or attracting new ones with coupons is a traditional
marketing tool. It is also very effective for O2O businesses in the age of mobile
internet. However, random coupons [4] cause meaningless interruptions to most users.
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For many businesses, spamming coupons can damage brand reputation, and make them
difficult to estimate marketing costs. Personalized advertising with coupons [5] can
give consumers certain preference to get real benefits, and give businesses a stronger
marketing capability at the same time.

The most exciting thing is that such tasks can be well performed by analyzing the
history data of consumers. And we can take advantage of the recent development in
data mining and machine learning community to solve these problems. So in this
article, the existing consumption data are used to predict the future usage of O2O
coupons. Results of this paper can help improve marketing efficiency for O2O busi-
nesses. Coupons with more usage probabilities will be actually delivered to consumers.

2 Feature Extraction

The coupon usage data for O2O from Tianchi big data competition [6] is investigated
in this paper. It is collected from real online and offline consumption behavior records
of users on an e-commerce platform from January 1st, 2016 to June 30th, 2016. There
are 1048576 records in historical data, including 629895 records of coupons that users
get. There are 44967 positive record samples that users obtain consumption coupons
and make consumption, and 584858 negative record samples with non-consumption.

As shown in Table 1, the number of data in each column is consistent with total
samples, so it can be seen that there is no null value in the original data.

Through data exploration and analysis, it is found that there are records which have
zero coupon discount rate and records which lack distance between users and mer-
chants, etc. Due to the large amount of original data, such data accounts for a small
proportion and has little impact on the overall data, thus we choose to discard it.
Specific treatment methods are as follows:

Table 1. Data exploration and analysis.

Count Unique Top Freq

User_id 1048576 323088 5054119 264
Merchant_id 1048576 12088 3381 74420
Coupon_id 1048576 9281 Null 418751
Discount_rate 1048576 80 Null 418751
Distance 1048576 13 0 493573
Date_received 1048576 169 Null 418751
Date 1048576 184 Null 584858

a. Count means the non-null value.
b. Unique means the unique value.
c. Top means value which has highest frequency.
d. Freq means the highest frequency.
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a. Discard records without coupons which are delivered to users.
b. Discard records with zero-discount-rate coupons.
c. Discard records which lack distance between users and merchants.

Since the original data is not suitable for direct indicators, more indicators need to
be obtained through the extraction of the original data. Coupons’ value is not only
connected with the distance between users and merchants’ offline stores or discount
rate, but also relates to users’ own consumption behaviors and the popularity of
merchants. Therefore, relevant features of users, merchants, coupons and user-
merchants are extracted.

User’s related features include FUser1, FUser2, FUser3, FUser4, FUser5, FUser6,
FUser7, FUser8, FUser9, FUser10, FUser11, FUser12, FUser13 and FUser14. FUser1
is set as the number of coupons which are received by each user. FUser2 is set as offline
consumption times for each user after they receive the coupon. FUser3 is set as the total
offline consumption times of each user. Set FUser4 as offline non-consumption times
after each user receives the coupon. Set FUser5 as consumption times without a coupon
for each user. Set FUser6 as the verification rate after each user receives the coupon.
Set FUser7 as the unwritten off rate after each user receives the coupon. FUser8 is set as
times that each user receives a coupon with a minimum consumption above 50 yuan.
FUser9 is set as times each user receives a coupon with a minimum consumption above
100 yuan. FUser10 is set as times each user receives a coupon with a minimum
consumption above 150 yuan. Set FUser11 as times each user receives a coupon with a
maximum discount as 5 yuan. Set FUser12 as times each user receives a coupon with a
maximum discount as 10 yuan. Set FUser13 as times each user receives a coupon with
a maximum discount as 20 yuan. Set FUser14 as times each user receives a coupon
with a maximum discount as 30 yuan.

Merchant related features include FMer1, FMer2, FMer3, FMer4, FMer5, FMer6.
FMer1 is the number of times each merchant issues coupons. Set FMer2 as times that
each merchant is consumed offline after issuing coupons. Set FMer3 as times that each
merchant is consumed offline. Set FMer4 as times that each merchant issues coupons
but without being consumed offline. Set FMer5 as the verification rate of coupons
issued by each merchant. Set FMer6 as the unwritten off rate of coupons issued by each
merchant.

Coupon related features include Discount_min, Discount_cut and Cou1. Set Dis-
ount_min as the minimum consumption of each coupon requires. Let Disount_cut be
the amount price deducted from each coupon. Let Cou1 be the discount rate for each
coupon.

The user-merchant feature is Distance. Set Distance as the distance between each
user and the merchant.

In the properties of the original data, we removed attributes that are not relevant or
redundant to the system model, such as user number (User_id), merchant number
(merchant ant_id) and coupon number (Coupon_id). Besides, we verified the correla-
tion between each feature and the label item, as shown in Table 2.
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3 Classification Method

Classification [7] are used to construct a classification model, input the attribute value
of the sample, output the corresponding category, and map each sample to a predefined
category. The classification model is based on the data set of existing class tags. The
accuracy of the model on the existing samples can be easily calculated and it belongs to
supervised learning [8].

3.1 Naive Bayes

The theory of Bayes [9] algorithm is based on Bayes formula

PðBjAÞ ¼ P AjBð ÞP Bð Þ
P Að Þ ; ð1Þ

where P(A|B) is called conditional probability, P(B) is the prior probability, and P(B|A)
is the posterior probability.

The naive Bayesian classifier is based on a simple assumption that the given target
value attributes are independent of each other.

3.2 K-Nearest Neighbor

The idea of K-Nearest Neighbor [10] (KNN) algorithm is that if most of the k samples
with the most similar sample in the feature space (i.e. the nearest one in the feature
space) belong to a certain category, the sample also belongs to this category.

The optimal K value was selected by means of cross validation. Most voting rules
are adopted and Euclidean distance is also adopted as the distance measurement.

Table 2. Feature correlation analysis.

Feature Corr Feature Corr

FUser1 0.186436 FUser13 0.011215
FUser2 0.33434 FUser14 −0.011368
FUser3 0.319342 FMer1 −0.119655
FUser4 −0.040121 FMer2 0.032431
FUser5 0.23958 FMer3 0.012732
FUser6 0.743202 FMer4 −0.12297
FUser7 −0.743202 FMer5 0.396969
FUser8 0.212866 FMer6 −0.396969
FUser9 −0.019314 Discount_min −0.132686
FUser10 0.011215 Discount_cut −0.132686
FUser11 0.212866 Cou1 0.041764
FUser12 −0.019314 Distance −0.160368

a. Corr means the correlation coefficient of each
feature and flag.
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3.3 Logistic Regression

Logistic Regression [11] is a probabilistic nonlinear regression method. For binary
logistic regression, the dependent variable y only has the values of “yes or no”, which
is denoted as 1 and 0. Assume that under the action of independent variable x, the
probability of y taking “yes” is p, and the probability of “no” is 1 − p. The relationship
between the probability of y taking “yes” and the independent variable x is studied.

Since the number of features is not very large, L2 regularization [12] is chosen. The
class weight parameter is “balanced”, and the class library will calculate the weight
according to the training sample size.

3.4 Neural Network

Artificial Neural Network [13] (ANN) is a mathematical model which simulates bio-
logical neural network for information processing. It is based on the results of physi-
ological research on the brain, and it simulates some brain mechanisms to achieve some
specific functions as its purpose.

Since we are doing binary classification, the loss function as binary cross entropy
and the pattern as binary are specified. To add the input layer (24 nodes) to the hidden
layer (30 nodes). The hidden layer is used “relu” function as the activation function,
which can greatly provide accuracy. To add the connection from the hidden layer (30
nodes) to the output layer (1 node). Since the output layer is 0–1 model, the sigmoid
function is used as the activation function of the output layer.

3.5 Decision Tree

The CART decision tree [14] (classification and regression tree) uses the Gini coeffi-
cient minimization criteria [15] to select partitioning attributes. Suppose the proportion
of class k samples in the current sample set D is pkðk = 1,2,. . .; yj jÞ, the purity of data
set D can be measured by Gini value:

GiniðDÞ ¼
X yj j

k¼1

X
k0 6¼k

pkpk0 ¼ 1�
X yj j

k¼1
p2k : ð2Þ

The smaller the value of Gini(D), the higher the purity of data set D.
Because the sample size is not particularly large, according to splitter’s standard,

feature points are selected splitter “best” to find the optimal partition point among all
feature points. The number of sample features used in this paper is not more than 24.
The default value of “none” is adopted to take into account the maximum number of
features considered when partitioning. Because this sample is not balanced enough, in
order to prevent some categories of training set samples too much or lead to the
decision tree of training too biased towards these categories, the sample weight as
“balanced” is specified. The corresponding sample weight of categories with less
sample size will be higher.
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3.6 Random Forest

Random Forest [16] (RF) introduces random attributes selection in the training of
decision tree further. For each node of the base decision tree, a random subset con-
taining k attributes is selected from the attribute set of the node, and then an optimal
attribute is selected from the subset for partition.

Its purity is measured by Gini impurity and the number of trees in the forest is
determined by grid search.

4 Experiments and Result Analysis

4.1 Experimental Data

This article uses the built expert sample to make training and then predict the proba-
bility of coupons’ usage by users from July 1st to July 15th, 2016.

Expert samples are randomly divided into 10 groups on average. Then 10 group
control experiments will be done respectively on RF (random forest), CART (CART
decision tree), NN (neural network), BNB (Bernoulli naive Bayes), KNN (k-nearest
neighbor), LR (logistic regression). Besides, 80% data of each group of experiments is
randomly selected as the training set and other 20% data as the test set. The numbers of
training sets and test sets of 10 subsets are 36770 and 9192 respectively.

4.2 Model Evaluation Criteria

Confusion Matrix [17] is a common expression in pattern recognition field. It describes
the relationship between the real attribute of sample data and the recognition result type.

In this paper, TP is set to predict when coupons will be used and are actually used.
Set TN to predict when coupons are not used and are not actually used. Set FP to
predict when coupons are used but not actually used. Let FN be used to predict when
coupons are not used but actually used.

Based on the calculation of Precision and Recall rate, then take the F1-measure,
Accuracy, ROC (Receiver Operating Characteristic) curve as a model of evaluation
index for O2O coupons’ usage prediction performance.

Accuracy is used to predict the proportion of correct positive samples and negative
samples in all samples. Precision is the ratio of the correct positive samples to all the
predicted positive samples. Recall rate refers to the ratio of correct positive samples to
all actual positive samples. The higher the recall rate, the more accurate the prediction
of a positive sample of upcoming coupons is. Accuracy rate and Recall rate are a pair of
quantities that interact with each other. Thus, F-measure is selected as the weighted
harmonic average of Accuracy rate and Recall rate to evaluate the overall performance
of the model. The formulation of these metrics can be expressed as:

Accuracy ¼ TPþ TN
TPþ TN þFPþFN

�100%; ð3Þ
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Precision ¼ TP
TPþFP

� 100%; ð4Þ

Recall ¼ TP
TPþFN

� 100%; ð5Þ

F ¼ a2 þ 1ð ÞPrecision � Recall
a2 PrecisionþRecallð Þ � 100%: ð6Þ

When the parameter a equals to 1, the most common formula F1 that adopted in this
paper can be expressed as

F ¼ 2 � Precision � Recall
PrecisionþRecall

� 100%: ð7Þ

(a). Accuracy                                (b). Precision 

(c). Recall                          (d). F1-measure

Fig. 1. Comparison of results of different evaluation indexes of the six algorithms
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4.3 Experimental Results

Figure 1 is the comparison of the Accuracy, Precision, Recall rate, and F1-measure of
the six algorithms on different test sets. It can be seen from (a) that CART and RF have
the highest Accuracy rate and BNB has the lowest Accuracy rate. It can be seen from
(b) that the Precision rate of CART, RF and BNB is the highest, and that of NN is the
lowest as well. It also can be seen from (c) that the Recall rate of CART and RF is the
highest and BNB’s is the lowest. And it can be seen from (d) that the F1-measure of
CART and RF is the highest and the F1-measure of NN is the lowest. In summary, the
RF and CART indicators are high and relatively close, it is indicated that RF and
CART algorithms have better performance.

Receiver Operating Characteristic (ROC) curve is a very effective model evaluation
method, which can give quantitative hints for the selected threshold value. ROC curve
can be obtained by setting Sensitivity on the vertical axis and 1-Specificity on the
horizontal axis. The area under the curve is closely related to the advantages and
disadvantages of each method, reflecting the statistical probability of classifier classi-
fication. The closer the value to 1 is, the better the algorithm is.

As can be seen from Fig. 2, the offline area of RF is the highest which reaches
0.981. Compared with other algorithms, its value is the closest to 1, and the algorithm
has the best effect.

5 Conclusion

By comparing the performance of six algorithm models in different evaluation indexes,
this paper finds that the effect of random forest is the best. It is the most accurate in
predicting the use of coupons by customers. Random forest is simple, easy to imple-
ment, and has low computational cost, which shows strong performance in many
practical tasks. Random forest’s diversity of base learner is not only from the sample’s
disturbance, but also from the attribute’s disturbance. It makes the final integrated

Fig. 2. Comparison of ROC curves of six algorithms

182 J. Wu et al.



generalization performance can get further improvement by the increase of the dif-
ference degree between individual learners.

Effective prediction on the actual use of coupons can improve the ability of mer-
chants to deliver personalized coupons, strengthen their ability to retain old customers
and attract new customers. So it is very helpful to improve the competitiveness of
merchants and e-commerce platforms in marketing.

Acknowledgments. This work is supported by ZJSTF-LGF18F020011, ZJSTF-2017C31038,
and NSFC 61803337.
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Abstract. Predicting the plant process performance is essential for con-
trolling in wastewater treatment plant (WWTP), which is a complex non-
linear time-variant system. Extreme learning machine (ELM) is a single-
hidden layer feed-forward neural network (SLFN), which randomly gen-
erates the feed-forward parameters without tuning the parameters from
the input to the output layer. The output weights are calculated via
the theory of Moore-Penrose generalized inverse and the minimum norm
least-squares. In this paper, online extreme learning machine (Online
ELM) is proposed as a predictor in WWTP, which trains the output
weights and predicts the next outputs according to the real-time data
collected from the process in an online manner. Furthermore, extensive
comparison studies have been conducted by using other four neural net-
work structures, including extreme learning machine, ELM with kernel,
online sequential ELM (OSELM) and back propagation (BP) neural net-
work.

Keywords: Online ELM algorithm
Wastewater treatment plant
Benchmark simulation model No. 1 (BSM1)
Dissolved oxygen (DO) concentration
Nitrate concentration

1 Introduction

Wastewater treatment plant (WWTP) is a very complex time-variant dynamic
system, which contains plenty of physic and biochemistry reactions. Modeling
and controlling of the WWTP is still a challenging problem due to its nonlin-
earity, long delay, strong coupling, great energy consumption, and large scale
disturbances. In recent two decades, many researchers contributes lots of excel-
lent works to overcome such issues within WWTP.

Most researches focus on controlling the target variables to save energy con-
sumption under a stable condition. Conventional control strategies, such as PID
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control, feed-forward PI control and so on, have been extensively discussed to
control dissolved oxygen (DO) concentration or nitrate concentration [1–4]. But
the control performance will be highly deteriorated if the inflow is influenced
by a strong disturbance, due to the fact that the parameters of PID controller
can’t adapt to the changing condition online. To address this concern, Ferrer [5]
has proposed a fuzzy logic algorithm to control DO concentration, which saves
about 40% energy consumption compared with traditional on-off control. Traore
[6], Punal [7], Zhu [8] also have introduced fuzzy logic control into WWTP with
different purposes and demonstrated great performance improvement on con-
trol effect and energy consumption. However, they highly rely on the expert
experience, which is difficult to identify easily.

Furthermore, neural networks have been recognized as a useful predictor
widely, and Qiao [10] has proposed a multi-variables control based on PI algo-
rithm with feed-forward neural network model. Han [11] introduces adaptive
DO control based on dynamic structure neural network. Based on self-organizing
recurrent radial basis function (RBF) neural network, Han et al. [12–15] proposes
a novel nonlinear model predictive control strategy to WWTP. Essentially, these
methods are model-free or neural network based parametric control, and have
shown great performance on stability, convergence and cost. However, consider-
ing the intricate characteristics of wastewater treatment plants, more complex
structure should be adopted. Moreover, gradient descent algorithm has been
widely utilized in these applications, which is criticized by relatively high train-
ing time and the low efficiency [9]. Neural network is also apt to be captured
in local minima and suffers from fitting problem if the parameters’ setting is
inappropriate.

In the meantime, extreme learning machine (ELM) was proposed by Huang
[18] et al. in 2004, which has been widely applied in plenty of fields as a clas-
sifier or predictor, such as electricity market price prediction [19], wind turbine
control [20], traffic signal recognition [21], and so on. ELM is one kind of single-
hidden layer feed-forward neural network (SLFN). But different from most neu-
ral networks. ELM randomly generates the feed-forward weights and biases and
doesn’t need tune the initial parameters. This method not only can ensure the
regression performance but also achieves rapid prediction calculation. Because of
these great merits of ELM, some researchers have introduced it into the control
WWTP as well. Han [16] proposes hierarchical extreme learning machine to fore-
cast biochemical oxygen demand (BOD) value and sludge volume index (SVI)
value. Lin [17] introduces basic differential evolution (BDE) ELM, self-adaptive
differential evolution (SaDE) ELM, and trigonometric mutation differential evo-
lution (TDE) ELM into prediction of effluent from WWTP and compares three
methods to obtain the result that TDE-ELM is most effective among three
candidates. These methods do not change the output weights after finishing
the training process in the predicting system, so the predict performance could
be reduced in the presence of disturbance and drift of the process parameters.
Therefore, this paper is proposed to discuss a novel method for online predic-
tion algorithm – Online ELM for the control of WWTP. After initialization, the
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output weights of the ELM are updated according to the real-time collected data
in an online manner, and thus the output can be predicted with the new weights
to accommodate the time-variant characteristics of the plant.

2 Preliminary Description About the Benchmark
Simulation Model

Considering the difficulty of building the practical math model and comparing
the efficiency with different control strategies in WWTP, benchmark simulation
model No. 1 (BSM1) has been proposed with the framework of COST 624 and
628 [23]. It contains a series of simulation features including the process model,
influent load, and testing and evaluating standards.

BSM1 (Fig. 1) is composed of two anoxic zones, three aerobic zones and a
secondary settler. The anoxic/aerobic zone is followed by the secondary settler.
All anoxic zones and aerobic zones are based on the activated sludge model
no. 1 (ASM1) proposed by the international water association (IWA) [23]. 13
state variables and 8 processes are in each aerobic/anoxic tank. ASM1 not only
reflects the relationship between influent components and effluent components
in treatment process, but also considers the relevance between microorganism
and substrate concentration. So it strictly simulates the carbon and nitrogen
removal. The double exponential model based on the solids flux concept is to
be chosen as the model of the secondary settler [23], which has 10 non-reactive
layers and each layer is composed by 8 main components.

There are two internal recycles in this platform, which are the nitrate inter-
nal recycle from the fifth aerobic zone to the first anoxic zone, and the return
activated sludge (RAS) recycle from the secondary underflow to the end of the
plant [24]. And in BSM1, basic control strategy is proposed with two control
loops, two control loops aim at the level of DO in the effluent of the fifth aerobic
zone and nitrate in the second anoxic zone, and the manipulators are the oxygen
transfer coefficient (KLa5) of the fifth aerobic zone and the internal recycle flow
rate (Qint) respectively.

3 Online ELM

3.1 Review of Extreme Learning Machine

ELM has been proposed by Huang et al. [18–22], which is a kind of single-
hidden layer feedforward neural network (SLFN). Conventional neural networks
are slower than required because of their structures. In many applications, tradi-
tional methods need to train the different layer’s parameters by massive data set
before classification and prediction. Gradient descend-based method is widely
used in various algorithms of feedforward neural networks to tuning or training
the parameters, and improper step or converging to local minima would make
gradient descent method slow down seriously [22].
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Fig. 1. The structure of benchmark simulation model no. 1 (BSM1)

Different from conventional feedforward neural networks, the weights and
biases from the input layer to the hidden layer generate randomly in ELM.
The Moore-Penrose generalized inverse and the minimum norm least-squares
methods are applied to choose the proper weights from the hidden layer to the
output layer. A brief description is given as follows.

For N arbitrary distinct training samples (xi,ti) ∈ Rn × Rm. xj is a n × 1
input vector, and tj is m × 1 target vector. G(•) is the activation function with
L nodes in hidden layer. A SLFN approximating these N training samples with
zero error means that there exist ωi, bi andβi such that

tj =
L∑

i=1

βiG(ωi, bi,xj), j = 1, ..., N. (1)

which can be summarized as

Hβ = T. (2)

where, H,β andT can be expressed as

H =

⎡

⎢⎣
h(x1)

...
h(xN)

⎤

⎥⎦ =

⎡

⎢⎣
G(ω1, b1,x1) . . . G(ωL, bL,x1)

... . . .
...

G(ω1, b1,xN ) . . . G(ωL, bL,xN )

⎤

⎥⎦

N×L

. (3)

β =

⎡

⎢⎣
βT
1
...

βT
L

⎤

⎥⎦

L×m

and T =

⎡

⎢⎣
tT1
...

tTN

⎤

⎥⎦

N×m

. (4)

and

β = H†T. (5)
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3.2 Online ELM

Considering that ELM assumes all training data is available previously, Huang et
al. [25], who developed the ELM, propose the online sequential extreme learning
machine that can deal with data chunk by chunk or one by one. This method
is developed by the ELM. Because ELM can’t train data one by one or chunk
by chunk which generates like that in reality. But online sequential extreme
learning machine (OSELM) prediction performance gets worse when the process
parameters and disturbances change a lot with the big disturbance or changing
process parameters. Motivated by this, this paper proposes an online predicting
method as follows.

The left pseudoinverse of H if rank (H) =L, where N > L.

H† = (HTH)−1HT. (6)

Once the left pseudoinverse of H tends to singular, the proper action is to
choose smaller hidden nodes or more initial training data to make the pseudoin-
verse nonsingular.

The initial training data N0 = (xi, ti)
N0
i=1 and N0 ≥ L, and the initial output

of the hidden layer and target matrix as follows

H0 =

⎡

⎢⎣
G(ω1, b1,x1) . . . G(ωL, bL,x1)

... . . .
...

G(ω1, b1,xN0) . . . G(ωL, bL,xN0)

⎤

⎥⎦

N0×L

. (7)

and

T0 =

⎡

⎢⎣
tT1
...

tTN0

⎤

⎥⎦

N0×m

. (8)

Considering the training with zero error, minimizing the ‖H0β−T0‖, the answer
is

β(0) = K−1
0 HT

0 T0. (9)

Where K0 = HT
0 H0.

when the new chunk of data N1 = (xi, ti)
N0+N1
i=N0+1 is given, the minimizing

problem becomes

‖
[
H0

H1

]
β −

[
T0

T1

]
‖. (10)

where

H1 =

⎡

⎢⎣
G(ω1, b1,xN0+1) . . . G(ωL, bL,xN0+1)

... . . .
...

G(ω1, b1,xN0+N1) . . . G(ωL, bL,xN0+N1)

⎤

⎥⎦

N1×L

. (11)
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and

T1 =

⎡

⎢⎣
tTN0+1

...
tTN0+N1

⎤

⎥⎦

N1×m

. (12)

considering the former and new training data, the updating weight from the
hidden layer to the output layer derives as

β(1) = K−1
1

[
H0

H1

]T [
T0

T1

]
= β(0) + K−1

1 HT
1 (T1 − H1β

(0)). (13)

where

K1 =
[
H0

H1

]T [
H0

H1

]
= K0 + HT

1 H1. (14)

Similarly, when the (k + 1)th new batch training data Nk+1 = (xi, ti)
Nk+Nk+1
i=Nk+1

generates, the Eq. (13) derives to

β(k+1) = β(k) + K−1
k+1H

T
k+1(Tk+1 − Hk+1β

(k)). (15)

where

Kk+1 = Kk + HT
k Hk. (16)

Tk+1 =

⎡

⎢⎣
tT∑j=0

k Nj+1

. . .
tT∑j=0

k+1 Nj

⎤

⎥⎦

Nk+1×m

. (17)

H(k+1) =

⎡

⎢⎢⎣

G(ω1, b1,x∑k
j=0 Nj+1) . . . G(ωL, bL,x∑k

j=0 Nj+1)
... . . .

...
G(ω1, b1,x∑k+1

j=0 Nj
) . . . G(ωL, bL,x∑k+1

j=0 Nj
)

⎤

⎥⎥⎦

Nk+1×L

. (18)

where define Pk+1 = K−1
k+1, the updating formulas of β(k+1) change as fol-

lows

Pk+1 = Pk − PkHT
k+1(I + Hk+1PkHT

k+1)
−1Hk+1Pk. (19)

β(k+1) = β(k) + Pk+1HT
k+1(Tk+1 − Hk+1β

(k)). (20)

The predicting value

f(k+2)
L (x) =

L∑

i=1

β
(k+1)
i G(ωi,bi, x

(k+2)
i ). (21)

The Online ELM is shown in Algorithm1.
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Algorithm 1. Online Extreme Learning Machine algorithm
1: Training
2: Prepare the initial samples and key parameters;
3: Generate the ω and b vector in a presetting scale.
4: Calculate the output of the hidden layer H0;
5: Calculate the initial output weights β(0), β(0) = K−1

0 HT
0 T0.

6: repeat
7: Get the kth batch data training data;
8: Calculate the output of the hidden layer Hk;
9: Update the output weights

10: β(k) = β(k−1) + PkH
T
k (Tk −Hkβ(k−1));

11: where
12: Pk = (Kk−1 + HT

k−1Hk−1)
−1

13: the new predicting value for the next step
14: f

(k+1)
L (x) =

∑L
i=1 β

(k)
i G(ωi, bi,x

(k+1)).
15: until (the process stop)

4 Experiment

In this section, Online ELM is used to predict the DO concentration of 5th
aerobic zone and the nitrate concentration of second anoxic zone with data
from the BSM1. Firstly, data processing before predicting is necessary to offset
the influence of the dimension. Then, eliminating the components which don’t
impact on DO concentration and nitrate concentration. Finally, predicting the
DO concentration from the output of the 5th aerobic zone with Online ELM.
Because of the stochastic of the parameter initialization, the performance of this
method is unstable. So the final results are the appropriate choice of statistics in
50 times’ simulation. All simulations are programmed with Matlab, 2017b, and
executed on a station with 2.3 GHz CPU and 64 GB RAM, under a Microsoft
Windows service 2008 R2 Enterprise environment.

In the following simulations, the performance of the methods measured using
the root mean-square-error (RMSE) function and R-square (R2) function are
defined as

RMSE =

√√√√ 1
n

n∑

i=1

(ŷi − yi). (22)

R2 =
∑n

i=1 ωi(ŷi − ȳi)2∑n
i=1(yi − ȳi)2

. (23)

respectively.

4.1 Online ELM Based on Off-Line Data

In order to evaluate the performance of Online ELM regression, before this
method is applied in WWTP platform, prediction based on off-line data from
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the BSM1 platform is necessary. DO concentration and nitrate concentration
are concerned as the output ŷ(t) of the prediction model. Trying to make the
prediction is closer to real process, 13 components of the inflow, inflow rate value,
total suspended solids (TSS) and 2 control variables, oxygen transfer coefficient
of the fifth aerobic zone (KLa5) and the internal recycle flow rate (Qint), are
considered as the u(t-5), and 5 sample time delay in the input value is concerned.
u(t-5) and the real target y(t) from BSM1 conform the input of the model.

There are three different weather cases in BSM1 platform, dry, rain and storm
weather. Different case indicates different inflow data. This paper chooses the
dry day data as the inflow of BSM1. Data set includes 53018 group samples,
each group data contains 13 components, inflow rate, TSS, KLa5 and Qint.
15000 group samples are chosen as the training data or initialization data, rest
samples will be used to predict the DO concentration and nitrate concentration.
All samples are normalized by min-max normalization. Based on Online ELM
predicting model is made up by 18 input nodes, 200 hidden nodes and one output
node. Radial basis function (RBF) is chosen as activation function. The weights
from input layer to hidden layer are randomly generate under the scale from −1
to 1, in turn biases are chosen from 0 to 1 randomly.

Considering the clarity of the properties in Online ELM, this paper intro-
duces ELM, ELM with kernel, online sequential ELM and BP neural network
as reference. Figure 2 shows the SO5 as the predicting model’s output with four
algorithms. Same as the DO concentration in Fig. 2, Fig. 3 is about the nitrate
concentration prediction. As shows in two figures, the performances of predict-
ing nitrate concentration are better than the DO concentration, generally. The
reason is that the nitrate in the second zone is closer to the inflow than the
DO in the fifth zone. The longer distance is, the more disturbance involves, and
this can be verified by the different sample points. Four algorithms all track the
real line in general, and ELMs behaviors is better than others. Furthermore,
the difference of four methods is illustrated in Table 1. Because of the ELM, as
data shows, the training time and testing time of ELM with 150 hidden nodes
are smaller than BP with 40 hidden nodes a lot, and accuracy of prediction is
approximate to BP neural network. Online ELM’s training RMSE is the lowest
among four methods in two cases, and the R2 of Online ELM is still higher than
others in nitrate concentration and DO concentration.

4.2 Online ELM Prediction Model in BSM1 Platform

Different from the off-line testing, this subsection discusses the performance
about based on Online ELM predicting model on the BSM1 platform. See in
Fig. 4, the outflow of the forth aerobic zone (u(t-5), TSS(t-5), Q(t-5)), the manip-
ulators value KLa(t-5), Qint(t-5) and the former controlled value SO5(t−1) (DO)
are chosen as the input of Online ELM predictor. Obviously, the output is the
SO5(t) concentration in the outflow of the fifth tank. Platform sample time is set
to 0.0001. The Online ELM is composed by 18 input nodes, 300 hidden nodes
and one output node. RBF is chosen as activation function, the initialization
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Fig. 2. SO5 prediction with Online
ELM

Fig. 3. SNO2 prediction with Online
ELM

Table 1. Comparison with different algorithm

Algorithm Training Testing

RMSE R2 Time RMSE R2 Time

SO5 Online ELM 0.0044 0.9766 1.6722 0.0129 0.9357 –

ELM 0.0048 0.9717 0.2868 0.0216 0.8453 0.0486

OSELM 0.0044 0.9761 11.9295 0.0221 0.7611 0.5142

KELM 0.0108 0.8566 75.3056 0.0230 0.8563 14.6169

BP 0.0837 0.94548 183 0.0243 0.8352 0.0383

SNO2 Online ELM 0.0375 0.9839 1.6391 0.0430 0.9768 –

ELM 0.0481 0.9797 0.2816 0.0857 0.9206 0.0471

OSELM 0.0395 0.9822 11.0451 0.0861 0.9162 0.5359

KELM 0.0844 0.9187 80.9478 0.0676 0.9423 17.8024

BP 0.0864 0.9730 182 0.0701 0.9390 0.0794

of weights and bias is same as the off-line experiment. The first six days’ data
serves as the initialization set.

The result of prediction test is shown in Fig. 5, which illustrates the perfor-
mance of the PI control strategy with Online ELM forecasting compared with
only PI control. The blue line is the controlled value SO5 with only conventional
PI control algorithm, and the red line is the result of PI control With Online
ELM. Compared with the conventional PI controller, PI controller with Online
ELM shows the equivalent tracking performance, that indicates the Online ELM
prediction can reflect the inner structure and discriminate the parameters about
the fifth zone. So it’s a novel strategy to achieve more precise prediction with
Online ELM, because of the characteristic of more convenient iteration, faster
initialization and better generalization performance.
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Fig. 4. PI control strategy with Online ELM predicting model in BSM1

Fig. 5. The online prediction of the SO5 (Color figure online)

5 Conclusion

This paper introduces Online ELM algorithm into wastewater treatment process
as a predictor. First predicting the controlled variables DO concentration and
nitrate concentration in Online ELM with the off-line from the BSM1 platform,
which verifies the performance of tracking the actual output of the tank based
on real input. Then, Trying to using Online ELM algorithm in BSM1 platform
as predictor. Result shows that this method tacks the real output, analyzes the
structure and recognises the parameters of the fifth tank very well. And in the
future work, the main task is to propose a proper control algorithm to make
the controlled variables track set point with lower cost and smaller errors based
on Online ELM predictor. Future work may include robust design for faulty
conditions and optimal control [26].
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Abstract. Recently, several researchers have incorporated network
information to enhance document classification. However, these meth-
ods are tied to some specific network representations and are unable to
exploit different representations to take advantage of data specific prop-
erties. Moreover, they do not utilize the complementary information from
one source to the other, and do not fully leverage the label information.
In this paper, we propose CrossTL, a novel representation model, to find
better representations for classification. CrossTL improves the learning
at three levels: (1) at the input level, it is a general framework which can
accommodate any useful text or graph embeddings, (2) at the structure
level, it learns a text-to-link and link-to-text representation to compre-
hensively describe the data; (3) at the objective level, it bounds the
error rate by incorporating four types of losses, i.e., text, link, and the
combination and disagreement of text and link, into the loss function.
Extensive experimental results demonstrate that CrossTL significantly
outperforms the state-of-the-art representations on datasets with either
rich or poor texts and links.

Keywords: Representation learning · Networked documents
Document classification

1 Introduction

Networked documents, such as referenced papers and hyper-linked webpages, are
becoming pervasive nowadays. The links between documents (nodes, or vertices)
often encode useful information for document classification because they convey
human knowledge beyond document contents. Hence the objects in a document
network are often classified not just based on their own text attributes but also
based on the related nodes.

Traditionally, links are used to pass messages or labels between neighbors
[8,11,20], and are represented as binary variables or network regularization [4,12]
under the assumption that linked documents should share similar topic distri-
bution. More recently, two studies investigated to combine distributed network
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representations with the content information. By proving that the typical net-
work embedding method DeepWalk [16] was equivalent to matrix factorization
(MF), Yang et al. [22] presented a text-associated deep walk (TADW) to intro-
duce text features generated by SVD decomposition of tf-idf matrix into net-
work embedding through MF. Pan et al. [15] proposed to combine DeepWalk
[16] with a document embedding, Doc2Vec [10], to learn a tri-party (node-node,
node-content, and content-label) deep network representation TriDNR.

While TADW and TriDNR exploited distributed representations for enhanc-
ing document classification, they both have the drawback that their graph
embedding is tied to DeepWalk [16], a specific network representation method.
This prevents TADW and TriDNR from benefiting from other embedding
approaches. Different graphs can have different semantics, and different graph
densities can have different implications on embeddings too. For example, for
denser graphs, LINE [18] can better leverage structural properties than Deep-
Walk. Furthermore, the architecture of TADW and TriDNR lacks a deep inter-
action between texts and links, thus one representation can not utilize the com-
plementary information in the other. Finally, neither TADW nor TriDNR fully
explores the valuable label information, since TADW is totally unsupervised and
TriDNR associates the label with contents and is partially supervised.

In this paper, we present a novel model, which is cross the text and link
(CrossTL), to learn the joint representation from texts and links. CrossTL
improves the learning performance at the following three levels.

– At the input level, CrossTL can accommodate any types of graph or text
embedding. We can choose the text or network representations which well
capture the data properties as the inputs. To the best of our knowledge, this
is the first such framework.

– At the structure level, CrossTL introduces a novel neural network architec-
ture which recurrently learns a text-to-link and link-to-text representation to
comprehensively and accurately describe the data.

– At the objective level, CrossTL bounds the error rate by incorporating four
types of losses, i.e., text, link, and the combination and disagreement of text
and link, into the loss function.

We conduct extensive experiments on two real world datasets. Results demon-
strate that our framework can better leverage and combine text and structure
information in the networked documents and achieve the state-of-the-art perfor-
mance.

2 Related Work

Text Embedding: Word embedding has shed lights on many NLP tasks. Typ-
ical techniques include NNLM [1], LBL [14], CBOW and SkipGram [13]. Skip-
Gram significantly speeds up the training process of NNLM and LBL and per-
forms better than CBOW. Once getting the embedding for every word in the
corpus, one can use the average of the embeddings of all words, i.e., WAvg [17], to
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represent the embedding for a document. Instead of computing word embedding
first, the Doc2Vec technique [10] directly embeds any piece of text like a para-
graph or an entire document in a distributed vector. We will use both WAvg and
Doc2Vec as baselines to show the performance on the single text representation
in our experiments.

Graph Embedding: In recent years, inspired by the SkipGram model [13],
a number of graph embedding approaches are proposed to model the network
structures [3,5,7,16,21]. For example, researchers proposed DeepWalk using ran-
dom walk [16], and LINE using edge sampling [18] for large scale network embed-
ding, and Node2Vec [7] using a biased random walk procedure to explore diverse
neighborhoods, and SDNE using a deep architecture to optimize the first and
second order proximity [21]. Node2Vec and SDNE are much more computation-
ally expensive than DeepWalk and LINE. Hence we adopt DeepWalk [16] and
LINE [18] as the basic blocks for the single link representation.

3 Our CrossTL Model

In this section, we first give the problem definition and then present our model
for classifying networked documents.

Definition 1. (Networked Documents) can be viewed as a data graph G =
(T,L) composed of a set of documents T connected to each other via a set of
links L. In a classification task, G contains a set of labeled GS and unlabeled
documents GU , i.e., G = GU

⋃
GS ,

Definition 2. (Classification of Networked Documents) is to label the unlabeled
documents GU ∈ G from a predefined set of categorical values C, given a set of
training nodes GS ∈ G.

3.1 CrossTL Learning Architecture

In order to utilize the complementary information in the other representation,
we carefully design a three-layer cross-view learning architecture. Figure 1 shows
the architecture of our CrossTL method.

The bottom of the architecture is the embedding layer, and the interaction
layer lies in the middle. At the top we provide a decision layer to transform the
representation into class distribution.

Embedding Layer: The embedding layer contains the text embedding for the
text source and the graph embedding for the link source. Moreover, these two
representations can be pre-trained using any existing methods since our CrossTL
model is a general framework. In this paper, we adopt DeepWalk [16], LINE [18]
and WAvg [17] to get the link and text representations as they are more efficient
and often achieve better performance than other methods. We denote the text
and link embedding of an input example s as T1(s) and L1(s), or T1 and L1 for
short, respectively.
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Fig. 1. The architecture for CrossTL

Interaction Layer: Previous works in learning joint representations mainly con-
catenate two embeddings T1 and L1 directly. However, the text and link have
their own semantics, which are hard to be mixed together through a simple
concatenating. We aim to learn a joint representation with the following char-
acteristics. (1) It can reduce the semantic gap between different representations.
(2) It can lend the complement information from one source to the other.

To this end, we design the interactive layer as follows. First, we add a hid-
den layer to further reduce the semantic gap between text and link. This step
transforms the original text and link representations T1 and L1 into T t

1 = Ut ·T1

and Lt
1 = Ul · L1, where Ut and Ul are the weights of the hidden text and link

layer. Second, the transformed text representation T t
1 will be supplemented with

a link-to-text representation Ll→t
1 = Wl→tL

t
1, where Wl→t is the weight matrix

for the mapping of link-to-text, and we have the second layer text representa-
tion T2 with the interactive information from its counterpart. Similarly we can
get the second layer link representation L2. The process can be represented as
follows.

T2 = tanh(T t
1 + Ll→t

1 ), L2 = tanh(Lt
1 + T t→l

1 ), (1)

where tanh is the activation function.

Decision Layer: Upon the interaction layer, we can get for each node three higher
level representations including T2, L2 and T2⊕L2, where ⊕ is a concatenation of
T2 and L2. Although these representations all contain fusion information from
link and text, each representation still has its distinct focus. For example, T2 is
mainly a text representation with additional link information. Hence we employ
all three representations for the classification of networked documents. To this
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end, we first apply a linear layer to mapping three representations, T2, L2 and
T2 ⊕ L2, into their target class space Ct, Cl, and Ctl, respectively. We then
use a softmax layer to obtain the probability distribution for class c. The linear
mapping and softmax layer can be defined as follows.

Ct = Wt→C · T2 + bt→C , Cl = Wl→C · L2 + bl→C , (2)
Ctl = Wtl→C · (T2 ⊕ L2) + btl→C , (3)

ptc =
exp(Ct

c)
∑M

m=1 exp(Ct
m)

, plc =
exp(Cl

c)
∑M

m=1 exp(Cl
m)

, (4)

ptlc =
exp(Ctl

c )
∑M

m=1 exp(Ctl
m)

, (5)

where Wt→C , Wl→C , Wtl→C are the weight matrices for the linear layer of T2,
L2 and T2 ⊕ L2, bt→C , bl→C , btl→C the corresponding biases, Ct

c, Cl
c, Ctl

c the
cth component in the class space, M the number of classes, and ptc, plc, ptlc the
probability of class c predicted by T2, L2, and T2 ⊕ L2.

3.2 Objective Function

In our CrossTL architecture, each representation can get supplementary informa-
tion from the other. The learning process will benefit from such an architecture
if the objective function is consistent with the representations. We hence design
an objective function composed of four types of losses, i.e., the link (Jl) and text
(Jt), the combination (Jtl) and the disagreement (Jdif ) of link and text, so as to
fully utilize the CrossTL representations. Here Jl and Jt reflect the contribution
from the enriched text and link. Meanwhile, Jtl emphasizes their joint effects
and Jdif is used to balance the scale of each part in the loss function.

We use the cross-entropy as the loss, and four objective functions can be
defined as:

Jl = −
∑

s∈GS

C∑

c=1

pgc(s) · log(ptc(T2(s))), Jt = −
∑

s∈GS

C∑

c=1

pgc(s) · log(plc(L2(s)))

(6)

Jtl = −
∑

s∈GS

C∑

c=1

pgc(s) · log(ptlc (T2(s) ⊕ L2(s))), (7)

Jdif = −
∑

s∈GS

C∑

c=1

(ptc(T2(s))plc(L2(s))) · log(ptc(T2(s))plc(L2(s))), (8)

where s is a node in the labeled data GS , pgc the gold probability of class c.
Finally, the total loss Jcom is a linear combination of four functions.

Jcom = α · Jl + β · Jt + γ · Jdif + Jtl, (9)
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where α, β, and γ are the weights to balance the text, link, the combination and
disagreement of text and link representations. For simplicity, we set α, β, and γ
to 1. Note that they can also be chosen by grid search on validation set for fine
tuning, which will further improve our performance.

The parameter space in our CrossTL model would be Θ = {Ut, Ul, Wl→t,
Wt→l, Wt→C ,Wl→C , Wtl→C , bt→C , bl→C , btl→C}. We adopt the widely-used
stochastic gradient descent (SGD) [2] to train the model.

4 Experimental Evaluation

4.1 Experimental Setup

Datasets: We conduct experiments on two well known and publicly available
datasets. One is DBLP [19] containing bibliography data in computer science.
The other is Cora [23] which comes from an online achieve of computer science
research papers.

The statistics for two datasets are summarized in Table 1.

Table 1. The statistics for DBLP and Cora datasets

#of labels # of nodes #of edges avg. degree avg. doclen # null docs # null edges

DBLP 4 60,744 52,890 0.87 8.25 0 43,019

Cora 7 4,263 89,819 21.07 133.22 0 78

Overall, DBLP is not as good for graph embedding as Cora, because it con-
tains many outliers which do not connect with any other nodes. However, the
number of documents in DBLP is 60,744, almost 15 times that in Cora. By eval-
uating on such two datasets with varied characteristics, we pursue to investigate
the applicability of our model to different types of data.

Settings: We use linear SVM implemented by Liblinear [6] as our classifier
to make a fair comparison with existing methods [15,22]. We train a one-vs.-
rest classifier for each class and select the class with the maximum score as the
label. We take representations of vertices as features to train classifiers, and
evaluate classification performance with different training ratios (ratio r = 10%,
30%, 50%, 70%, respectively). The documents in training and testing splits are
all randomly selected. We repeat our experiments for 10 times and report the
average macro-F1 as the evaluation metric.

We follow the parameter settings in [15,22]. Specifically, we set the dimension
k = 300 and k = 100 on DBLP and Cora, and set window size = 8, batch size
= 128 and learning rate = 0.1 on both datasets.
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Baselines. We conduct extensive experiments to compare our methods with
the following 9 baselines.

DeepWalk (DW) [16] learns node representations based on the combination
of SkipGram model and random walks.
LINE (LE) [18] is a state-of-the-art algorithm which exploits the first-order
and second-order proximity, i.e., the local and global structure, in the learning
process.
Word Average (WAvg) [17] uses SkipGram [13] to obtain the embedding
of words in corpus and takes the average of word vectors as the feature for
document.
Doc2Vec (D2V) [10] extends vector representations for words to that for
arbitrary piece of text by adding paragraph matrix.
DW+D2V concatenates the vectors from DeepWalk and Doc2Vec into a
long vector.
DW+WAvg concatenates the vectors from DeepWalk and WAvg into a long
vector.
LE+WAvg concatenates the vectors from LINE and WAvg into a long vec-
tor.
TADW [22] is based on the matrix-factorization formalization of DeepWalk
and brings the SVD decomposition of tf-idf matrix into the process of matrix
factorization.
TriDNR [15] integrates DeepWalk with Doc2Vec to learn representations
from three parties: network, contents, and labels.

4.2 Experimental Results and Analysis

We now report our results on two datasets. Note that in the following tables and
figures, the symbols ** and * indicate that the difference between our CrossTL
model and other baselines is significant according to the paired-sample T-test at
the level of p < 0.01 and p < 0.05, respectively.

Comparison Results on DBLP. We first present classification results on
DBLP dataset in Table 2.

From Table 2, we have the following important observations.

Table 2. Average macro-F1 score and significance on DBLP dataset

r(%) DeepWalk LINE WAvg Doc2Vec DW+D2V DW+WAvg LE+WAvg TADW TriDNR CrossTL

10 0.400** 0.390** 0.703** 0.652** 0.653** 0.718** 0.704** 0.459** 0.692** 0.738

30 0.424** 0.394** 0.712** 0.679** 0.681** 0.744** 0.724** 0.542** 0.727** 0.762

50 0.427** 0.394** 0.713** 0.686** 0.686** 0.751** 0.728** 0.564** 0.740** 0.770

70 0.428** 0.394** 0.715** 0.690** 0.690** 0.754** 0.731** 0.574** 0.747** 0.775
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Table 3. Average macro-F1 score and significance on Cora dataset

r(%) DeepWalk LINE WAvg Doc2Vec DW+D2V DW+WAvg LE+WAvg TADW TriDNR CrossTL

10 0.625** 0.841** 0.683** 0.587** 0.712** 0.658** 0.845** 0.468** 0.651** 0.861

30 0.717** 0.859** 0.727** 0.684** 0.745** 0.763** 0.866** 0.659** 0.735** 0.875

50 0.753** 0.868** 0.734** 0.719** 0.775** 0.797** 0.870** 0.709** 0.773** 0.877

70 0.767** 0.870** 0.741** 0.733** 0.801** 0.817** 0.876* 0.740** 0.804** 0.880

– Our proposed CrossTL model achieves the best performance among all
approaches. Its improvements over other baselines are all significant at the
level of p < 0.01. For example, when training on 10% dataset, the macro-
F1 score for TriDNR is 0.692. In contrast, CrossTL reaches a score of 0.738,
showing a 6.65% increase over TriDNR.

– Two state-of-the-art approaches, TriDNR and TADW, perform worse than
the naive combination DW+WAvg. This can be arisen from the fact that the
single text based approach WAvg has already gotten good enough macro-
F1 and its combination with DeepWalk further enhances performance. This
shows the limitation of TriDNR and TADW: they use the same DeepWalk-
style graph representations but their performances are bounded by the
Doc2Vec and SVD decomposed text representations.

– Two link based methods DeepWalk and LINE perform much worse than
WAvg and Doc2Vec which use texts. The reason is that a large number of
nodes (43019 among 60744) in DBLP do not have any links. This clearly
damages the performance of graph embeddings.

Comparison Results on Cora. We now give in Table 3 the classification
results for Cora. Once again, our CrossTL is the best among all. Its enhancements
over other methods are significant at the level of p < 0.01 in nearly all cases. The
only exception is the one for LE+WAvg on 70% training data. However, it is
still significant at the level of p < 0.05. More importantly, CrossTL outperforms
TADW and TriDNR by 77.16% and 32.26% on 10% training data, respectively.
This clearly demonstrates the superiority of CrossTL. It works well on either
sparse or dense graph, rich or poor text information.

In contrast to the findings on DBLP, the graph embedding approaches LINE
and DeepWalk outperforms WAvg and Doc2Vec in most cases on Cora. In par-
ticular, LINE performs much better than others. This is consistent with the
characteristic of the dataset. Note from Table 1 that Cora is a much denser
dataset than DBLP. Its average degree is 21.07 while that for DBLP is only
0.87.

The naive combination approach LE+WAvg beats other four combination-
based baselines on Cora. We further see that even the single graph based method
LINE outperforms others. The reason is that other four methods all use the style
of DeepWalk, which deploys a truncated random walk for graph embedding. For
a denser network, LINE learns better representations which preserve both the
first and second order proximities [18]. This, from another point of view, shows
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the advantage of our CrossTL model, since it does not rely on a specific graph
or text embedding technique.

The poor performance of TADW is because the Cora dataset used in our
experiment is not a closed graph. It contains a lot of out-going edges which have
to be removed before matrix factorization. This makes its performance worse
than DeepWalk.

Effects of Parameters. We show the effects of dimensionality (d) and training
ratio (r) on DBLP and Cora in Fig. 2(a) and (b), respectively.

(a) d : dimension (b) r : iterations

Fig. 2. Effects of training ratio and dimensionality

It can be seen from Fig. 2 that, when the number of dimensions increases,
the overall trends for CrossTL model are upward. This infers that a large value
of dimensionality is beneficial for the model. In general, not much difference is
observed with various dimensions, showing that CrossTL is stable with different
number of features.

As for the training ratio (r), it is clear that the macro F1 scores increase
steadily when there are more training data. The relative performance on Cora
is not as obvious as that on DBLP. The reason is that DBLP has an order of
magnitude more nodes than Cora. Hence increasing training ratio has greater
impacts on DBLP than on Cora.

4.3 Visualization

We visualize the learned representations of the Cora network. We use the embed-
dings learned by different approaches as the input to the visualization tool t-SNE
[9]. As a result, the embedding of each node is mapped as a two-dimensional vec-
tor and then visualized as a point on a two dimensional space. Nodes in different
categories are shown in different colors. The visualization results for CrossTL and
other TADW and TriDNR baselines are shown in Fig. 3. We do not present the
visualization of other baselines because TriDNR and TADW are two state-of-the-
art baselines which combine two sources of information with carefully designed
architecture or objective function. In contrast, other baselines either use only
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(a)TADW (b)TriDNR (c)CrossTL

Fig. 3. Visualizations of the Cora citation network. (Color figure online)

one type of information, or are a simple concatenating of two embeddings whose
performances are not stable.

We have the following observations for Fig. 3.

– Our proposed CrossTL approach in Fig. 3(c) has the best visualization,
because the points of the same color in CrossTL are close to each other,
and also because the borders between different colors are quite clear.

– TriDNR is the second, as it has a relatively exclusive area for one specific
color except a detached red block and a large area mixing black, red, and
purple on mid-right in Fig. 3(b).

– TADW in Fig. 3(a) is the worst since it mixes the points in all colors into a
blurred image. For example, the cyan and black dots scatter over the entire
image.

5 Conclusion

In this paper, we present CrossTL, a novel representation method, to jointly
learn the representations from two different sources. Specifically, with a general
framework, our CrossTL model can utilize more sophisticated input representa-
tions like WAvg or LINE which well capture the content or structure properties.
Furthermore, CrossTL can comprehensively describe the data by adding supple-
mentary information from text to link or link to text. Finally, with a carefully
designed objective function, CrossTL achieves the consensus between the text
and link sources. Experimental results demonstrate that, compared to other
state-of-the-art baselines, CrossTL is much more effective. It is also robust to
various types of datasets.

Acknowledgments. The work described in this paper has been supported in part by
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Abstract. The choice of modeling units is critical to automatic speech
recognition (ASR) tasks. Conventional ASR systems typically choose
context-dependent states (CD-states) or context-dependent phonemes
(CD-phonemes) as their modeling units. However, it has been chal-
lenged by sequence-to-sequence attention-based models. On English ASR
tasks, previous attempts have already shown that the modeling unit of
graphemes can outperform that of phonemes by sequence-to-sequence
attention-based model. In this paper, we are concerned with model-
ing units on Mandarin Chinese ASR tasks using sequence-to-sequence
attention-based models with the Transformer. Five modeling units are
explored including context-independent phonemes (CI-phonemes), sylla-
bles, words, sub-words and characters. Experiments on HKUST datasets
demonstrate that the lexicon free modeling units can outperform lexicon
related modeling units in terms of character error rate (CER). Among
five modeling units, character based model performs best and establishes
a new state-of-the-art CER of 26.64% on HKUST datasets.

Keywords: ASR · Multi-head attention · Modeling units
Sequence-to-sequence · Transformer

1 Introduction

Conventional ASR systems consist of three independent components: an acoustic
model (AM), a pronunciation model (PM) and a language model (LM), all of
which are trained independently. CD-states and CD-phonemes are dominant as
their modeling units in such systems [3,11,13]. However, it recently has been
challenged by sequence-to-sequence attention-based models. These models are
commonly comprised of an encoder, which consists of multiple recurrent neural
network (RNN) layers that model the acoustics, and a decoder, which consists of
one or more RNN layers that predict the output sub-word sequence. An attention
layer acts as the interface between the encoder and the decoder: it selects frames
c© Springer Nature Switzerland AG 2018
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in the encoder representation that the decoder should attend to in order to
predict the next sub-word unit [9]. In [10], Tara et al. experimentally verified that
the grapheme-based sequence-to-sequence attention-based model can outperform
the corresponding phoneme-based model on English ASR tasks. This work is very
interesting and amazing since a hand-designed lexicon might be removed from
ASR systems. As we know, it is very laborious and time-consuming to generate a
pronunciation lexicon. Furthermore, the latest work shows that attention-based
encoder-decoder architecture achieves a new state-of-the-art WER on a 12500 h
English voice search task using the word piece models (WPM), which are sub-
word units ranging from graphemes all the way up to entire words [2].

Since the outstanding performance of grapheme-based modeling units on
English ASR tasks, we conjecture that maybe there is no need for a hand-
designed lexicon on Mandarin Chinese ASR tasks as well by sequence-to-
sequence attention-based models. In Mandarin Chinese, if a hand-designed lex-
icon is removed, the modeling units can be words, sub-words and characters.
Character-based sequence-to-sequence attention-based models have been inves-
tigated on Mandarin Chinese ASR tasks in [1,15], but the performance com-
parison with different modeling units are not explored before. Building on our
work [19], which shows that syllable based model with the Transformer can
perform better than CI-phoneme based counterpart, we investigate five mod-
eling units on Mandarin Chinese ASR tasks, including CI-phonemes, syllables,
words, sub-words and characters. The Transformer is chosen to be the basic
architecture of sequence-to-sequence attention-based model in this paper [7,19].
Experiments on HKUST datasets confirm our hypothesis that the lexicon free
modeling units, i.e. words, sub-words and characters, can outperform lexicon
related modeling units, i.e. CI-phonemes and syllables. Among five modeling
units, character based model with the Transformer achieves the best result and
establishes a new state-of-the-art CER of 26.64% on HKUST datasets without a
hand-designed lexicon and an extra language model integration, which is a 4.8%
relative reduction in CER compared to the existing best CER of 28.0% by the
joint CTC-attention based encoder-decoder network with a separate RNN-LM
integration [4].

The rest of the paper is organized as follows. After an overview of the related
work in Sect. 2, Sect. 3 describes the proposed method in detail. We then show
experimental results in Sect. 4 and conclude this work in Sect. 5.

2 Related Work

Sequence-to-sequence attention-based models have achieved promising results
on English ASR tasks and various modeling units have been studied recently,
such as CI-phonemes, CD-phonemes, graphemes and WPM [2,9,10]. In [10],
Tara et al. first explored sequence-to-sequence attention-based model trained
with phonemes for ASR tasks and compared the modeling units of graphemes
and phonemes. They experimentally verified that the grapheme-based sequence-
to-sequence attention-based model can outperform the corresponding phoneme-
based model on English ASR tasks. Furthermore, the modeling units of WPM
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have been explored in [2], which are sub-word units ranging from graphemes all
the way up to entire words. It achieved a new state-of-the-art WER on a 12500 h
English voice search task.

Although sequence-to-sequence attention-based models perform very well on
English ASR tasks, related works are quite few on Mandarin Chinese ASR tasks.
Chan et al. first proposed Character-Pinyin sequence-to-sequence attention-
based model on Mandarin Chinese ASR tasks. The Pinyin information was used
during training for improving the performance of the character model. Instead of
using joint Character-Pinyin model, [15] directly used Chinese characters as net-
work output by mapping the one-hot character representation to an embedding
vector via a neural network layer. What’s more, [20] compared the modeling units
of characters and syllables by sequence-to-sequence attention-based models.

Besides the modeling unit of character, the modeling units of words and
sub-words are investigated on Mandarin Chinese ASR tasks in this paper. Sub-
word units encoded by byte pair encoding (BPE) have been explored on neural
machine translation (NMT) tasks to address out-of-vocabulary (OOV) problem
on open-vocabulary translation [14], which iteratively replace the most frequent
pair of characters with a single, unused symbol.

3 System Overview

3.1 ASR Transformer Model Architecture

The Transformer model architecture is the same as sequence-to-sequence
attention-based models except relying entirely on self-attention and position-
wise, fully connected layers for both the encoder and decoder [17]. The encoder
maps an input sequence of symbol representations x = (x1, . . . , xn) to a sequence
of continuous representations z = (z1, . . . , zn). Given z, the decoder then gener-
ates an output sequence y = (y1, . . . , ym) of symbols one element at a time.

The ASR Transformer architecture used in this work is the same as our
work [19] which is shown in Fig. 1. We describe it briefly here. It stacks multi-
head attention (MHA) [17] and position-wise, fully connected layers for both the
encode and decoder. The encoder is composed of a stack of N identical layers.
Each layer has two sub-layers. The first is a MHA, and the second is a position-
wise fully connected feed-forward network. Residual connections are employed
around each of the two sub-layers, followed by a layer normalization. The decoder
is similar to the encoder except inserting a third sub-layer to perform a MHA
over the output of the encoder stack. To prevent leftward information flow and
preserve the auto-regressive property in the decoder, the self-attention sub-layers
in the decoder mask out all values corresponding to illegal connections. In addi-
tion, positional encodings [17] are added to the input at the bottoms of these
encoder and decoder stacks, which inject some information about the relative or
absolute position of the tokens in the sequence.

The difference between the NMT Transformer [17] and the ASR Trans-
former is the input of the encoder. We add a linear transformation with a layer
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normalization to convert the log-Mel filterbank feature to the model dimension
dmodel for dimension matching [19], which is marked out by a dotted line in
Fig. 1.
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Fig. 1. The architecture of the ASR Transformer.

3.2 Modeling Units

Five modeling units are compared on Mandarin Chinese ASR tasks, including
CI-phonemes, syllables, words, sub-words and characters. Table 1 summarizes
the different number of output units investigated by this paper. We show an
example of various modeling units in Table 2.

CI-Phoneme and Syllable Units. CI-phoneme and syllable units are com-
pared in our work [19], which 118 CI-phonemes without silence (phonemes with
tones) are employed in the CI-phoneme based experiments and 1384 syllables
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Table 1. Different modeling units explored in this paper.

Modeling units Number of outputs

CI-phonemes 122

Syllables 1388

Characters 3900

Sub-words 11039

Words 28444

(pinyins with tones) in the syllable based experiments. Extra tokens (i.e. an
unknown token (<UNK>), a padding token (<PAD>), and sentence start and
end tokens (<S>/<\S>)) are appended to the outputs, making the total num-
ber of outputs 122 and 1388 respectively in the CI-phoneme based model and
syllable based model. Standard tied-state cross-word triphone GMM-HMMs are
first trained with maximum likelihood estimation to generate CI-phoneme align-
ments on training set. Then syllable alignments are generated through these
CI-phoneme alignments according to the lexicon, which can handle multiple
pronunciations of the same word in Mandarin Chinese.

The outputs are CI-phoneme sequences or syllable sequences during decoding
stage. In order to convert CI-phoneme sequences or syllable sequences into word
sequences, a greedy cascading decoder with the Transformer [19] is proposed.
First, the best CI-phoneme or syllable sequence s is calculated by the ASR
Transformer from observation X with a beam size β. And then, the best word
sequence W is chosen by the NMT Transformer from the best CI-phoneme or
syllable sequence s with a beam size γ. Through cascading these two Transformer
models, we assume that Pr(W |X) can be approximated.

Sub-word Units. Sub-word units, using in this paper, are generated by BPE1

[14], which iteratively merges the most frequent pair of characters or character
sequences with a single, unused symbol. Firstly, the symbol vocabulary with the
character vocabulary is initialized, and each word is represented as a sequence
of characters plus a special end-of-word symbol ‘@@’2, which allows to restore
the original tokenization. Then, all symbol pairs are counted iteratively and
each occurrence of the most frequent pair (‘A’, ‘B’) are replaced with a new
symbol ‘AB’. Each merge operation produces a new symbol which represents a
character n-gram. Frequent character n-grams (or whole words) are eventually
merged into a single symbol. Then the final symbol vocabulary size is equal to
the size of the initial vocabulary, plus the number of merge operations, which is
the hyperparameter of this algorithm [14].

BPE is capable of encoding an open vocabulary with a compact symbol
vocabulary of variable-length sub-word units, which requires no shortlist. After

1 https://github.com/rsennrich/subword-nmt.
2 ‘@@’ is a special end-of-word symbol to connect sub-words.

https://github.com/rsennrich/subword-nmt


A Comparison of Modeling Units 215

encoded by BPE, the sub-word units are ranging from characters all the way
up to entire words. Thus there are no OOV words with BPE and high frequent
sub-words can be preserved.

In our experiments, we choose the number of merge operations 5000, which
generates the number of sub-words units 11035 from the training transcripts.
After appended with 4 extra tokens, the total number of outputs is 11039.

Word and Character Units. For word units, we collect all words from the
training transcripts. Appended with 4 extra tokens, the total number of outputs
is 28444.

For character units, all Mandarin Chinese characters together with English
words in training transcripts are collected, which are appended with 4 extra
tokens to generate the total number of outputs 39003.

4 Experiment

4.1 Data

The HKUST corpus (LDC2005S15, LDC2005T32), a corpus of Mandarin Chi-
nese conversational telephone speech, is collected and transcribed by Hong Kong
University of Science and Technology (HKUST) [8], which contains 150-h speech,
and 873 calls in the training set and 24 calls in the test set. All experiments are
conducted using 80-dimensional log-Mel filterbank features, computed with a
25 ms window and shifted every 10 ms. The features are normalized via mean
subtraction and variance normalization on the speaker basis4. Similar to [5,12],
at the current frame t, these features are stacked with 3 frames to the left and
downsampled to a 30 ms frame rate. As in [4], we generate more training data
by linearly scaling the audio lengths by factors of 0.9 and 1.1 (speed perturb),
which can improve the performance in our experiments.

Table 2. An example of various modeling units in this paper.

3 We manually delete two tokens · and +, which are not Mandarin Chinese characters.
4 Experiment code: https://github.com/shiyuzh2007/ASR/tree/master/transformer.

https://github.com/shiyuzh2007/ASR/tree/master/transformer
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4.2 Training

We perform our experiments on the base model and big model (i.e. D512-H8 and
D1024-H16 respectively) of the Transformer from [17]. The basic architecture
of these two models is the same but different parameters setting. Table 3 lists
the experimental parameters between these two models. The Adam algorithm
[6] with gradient clipping and warmup is used for optimization. During training,
label smoothing of value εls = 0.1 is employed [16]. After trained, the last 20
checkpoints are averaged to make the performance more stable [17].

Table 3. Experimental parameters configuration.

Model N dmodel h dk dv warmup

D512-H8 6 512 8 64 64 4000 steps

D1024-H16 6 1024 16 64 64 12000 steps

In the CI-phoneme and syllable based model, we cascade an ASR Trans-
former and a NMT Transformer to generate word sequences from observation
X. However, we do not employ a NMT Transformer anymore in the word, sub-
word and character based model, since the beam search results from the ASR
Transformer are already the Chinese character level. The total parameters of
different modeling units list in Table 4.

Table 4. Total parameters of different modeling units.

Model D512-H8 (ASR) D1024-H16 (ASR) D512-H8 (NMT)

CI-phonemes 57M 227M 71M

Syllables 58M 228M 72M

Words 71M 256M −
Sub-words 63M 238M −
Characters 59M 231M −

4.3 Results

According to the description from Sect. 3.2, we can see that the modeling units
of words, sub-words and characters are lexicon free, which do not need a hand-
designed lexicon. On the contrary, the modeling units of CI-phonemes and syl-
lables need a hand-designed lexicon.

Our results are summarized in Table 5. It is clear to see that the lexicon
free modeling units, i.e. words, sub-words and characters, can outperform cor-
responding lexicon related modeling units, i.e. CI-phonemes and syllables on
HKUST datasets. It confirms our hypothesis that we can remove the need for a
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hand-designed lexicon on Mandarin Chinese ASR tasks by sequence-to-sequence
attention-based models. What’s more, we note here that the sub-word based
model performs better than the word based counterpart. It represents that the
modeling unit of sub-words is superior to that of words, since sub-word units
encoded by BPE have fewer number of outputs and without OOV problems.
However, the sub-word based model performs worse than the character based
model. The possible reason is that the modeling unit of sub-words is bigger than
that of characters which is difficult to train. We will conduct our experiments
on larger datasets and compare the performance between the modeling units of
sub-words and characters in future work. Finally, among five modeling units,
character based model with the Transformer achieves the best result. It demon-
strates that the modeling unit of character is suitable for Mandarin Chinese ASR
tasks by sequence-to-sequence attention-based models.

Table 5. Comparison of different modeling units with the Transformer on HKUST
datasets in CER (%).

Modeling units Model CER

CI-phonemes [19] D512-H8 32.94

D1024-H16 30.65

D1024-H16 (speed perturb) 30.72

Syllables [19] D512-H8 31.80

D1024-H16 29.87

D1024-H16 (speed perturb) 28.77

Words D512-H8 31.98

D1024-H16 28.74

D1024-H16 (speed perturb) 27.42

Sub-words D512-H8 30.22

D1024-H16 28.28

D1024-H16 (speed perturb) 27.26

Characters D512-H8 29.00

D1024-H16 27.70

D1024-H16 (speed perturb) 26.64

4.4 Comparison with Previous Works

In Table 6, we compare our experimental results to other model architectures
from the literature on HKUST datasets. First, we can find that our best results of
different modeling units are comparable or superior to the best result by the deep
multidimensional residual learning with 9 LSTM layers [18], which is a hybrid
LSTM-HMM system with the modeling unit of CD-states. We can observe that
the best CER 26.64% of character based model with the Transformer on HKUST
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datasets achieves a 13.4% relative reduction compared to the best CER of 30.79%
by the deep multidimensional residual learning with 9 LSTM layers. It shows
the superiority of the sequence-to-sequence attention-based model compared to
the hybrid LSTM-HMM system.

Moreover, we can note that our best results with the modeling units of words,
sub-words and characters are superior to the existing best CER of 28.0% by
the joint CTC-attention based encoder-decoder network [4], which is the state-
of-the-art on HKUST datasets to the best of our knowledge. Character based
model with the Transformer establishes a new state-of-the-art CER of 26.64%
on HKUST datasets without a hand-designed lexicon and an extra language
model integration, which is a 7.8% relative CER reduction compared to the
CER of 28.9% of the joint CTC-attention based encoder-decoder network when
no external language model is used, and a 4.8% relative CER reduction compared
to the existing best CER of 28.0% by the joint CTC-attention based encoder-
decoder network with separate RNN-LM [4].

Table 6. CER (%) on HKUST datasets compared to previous works.

Model CER

LSTMP-9×800P512-F444 [18] 30.79

CTC-attention+joint dec. (speed perturb., one-pass)+VGG net 28.9

+RNN-LM (separate) [4] 28.0

CI-phonemes-D1024-H16 [19] 30.65

Syllables-D1024-H16 (speed perturb) [19] 28.77

Words-D1024-H16 (speed perturb) 27.42

Sub-words-D1024-H16 (speed perturb) 27.26

Characters-D1024-H16 (speed perturb) 26.64

5 Conclusions

In this paper we compared five modeling units on Mandarin Chinese ASR tasks
by sequence-to-sequence attention-based model with the Transformer, including
CI-phonemes, syllables, words, sub-words and characters. We experimentally
verified that the lexicon free modeling units, i.e. words, sub-words and char-
acters, can outperform lexicon related modeling units, i.e. CI-phonemes and
syllables on HKUST datasets. It represents that maybe we can remove the need
for a hand-designed lexicon on Mandarin Chinese ASR tasks by sequence-to-
sequence attention-based models. Among five modeling units, character based
model achieves the best result and establishes a new state-of-the-art CER of
26.64% on HKUST datasets. Moreover, we find that sub-word based model with
the Transformer achieves a promising result, although it is slightly worse than
character based counterpart.
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Abstract. Emotion is a subjective, conscious experience when people
face different kinds of stimuli. In this paper, we adopt Deep Canonical
Correlation Analysis (DCCA) for high-level coordinated representation
to make feature extraction from EEG and eye movement data. Param-
eters of the two views’ nonlinear transformations are learned jointly to
maximize the correlation. We propose a multi-view emotion recognition
framework and evaluate its effectiveness on three real world datasets. We
found that DCCA efficiently learned representations with high correla-
tion, which contributed to higher emotion classification accuracy. Our
experiment results indicate that DCCA model is superior to the state-
of-the-art methods with mean accuracies of 94.58% on SEED dataset,
87.45% on SEED IV dataset, and 88.51% and 84.98% for four classifica-
tion and two dichotomies on DEAP dataset, respectively.

Keywords: Emotion recognition · EEG · Eye movement
Deep Canonical Correlation Analysis · Coordinated representation
Multi-view deep networks

1 Introduction

Emotion recognition is important for communication, decision making, and
human-machine interface. Since emotions are complex psycho-physiological phe-
nomena associated with many nonverbal cues, it is difficult to build robust emo-
tion recognition models using only one single modality. Signals from different
modalities can represent different aspects of the emotions, and the complemen-
tary supplemental information from different modalities can be integrated to
build a more robust emotional recognition model. Emotion recognition based on
electroencephalography (EEG) and eye movement data have attracted increas-
ing interest. Integrating different features with fusion technologies is important
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to construct robust emotion recognition models [1]. The combination of signals
from the central nervous system, EEG, and external behaviors, eye movement,
has been a remarkable method for utilizing the complementarity of different
modes of features [1–3].

In recent years, various deep neural networks have been introduced to affec-
tive computing and their attractive results showed the superior performance of
such networks compared with the conventional shallow methods [13]. And various
multimodal deep architectures have been proposed to leverage the advantages
of two modalities, which can be concluded into two categories of representation:
joint and coordinated [4]. The joint representation combines the unimodal sig-
nals into the same representation space, while the coordination representation
processes the unimodal signals separately, enforces some similarity constraints
on them, and brings them to the coordination space. Multimodal emotion recog-
nition intends to distinguish emotions using different forms of physiological data
collected at the same time, where complementary features of different modal-
ities can be employed [2,3,12]. Deep neural networks have also been used for
multimodal emotion recognition in an end-to-end method. Lu et al. used both
EEG data and eye movement data to classify three kinds of emotions [3]. Liu et
al. furthermore used Bimodal Deep AutoEncoder to extract high level represen-
tation features [5]. Tang et al. adopted the Bimodal-LSTM model to recognize
multimodal emotions [6], and achieved better results than [5]. However, all the
achievements above are based on joint representations and few coordinated based
methods have been studied.

Coordinated representations first enforced similarity between representa-
tions. For example, the similarity models try to minimize distance between differ-
ent modalities. With the rapid development of neural networks, they have shown
the ability to reconstruct coordinated representations when learning jointly in
an end-to-end manner [7]. What’s more, structure coordinated space added more
constrains between the modality representations [8]. Order-embedding is another
example of a structured coordinated representation, which was proposed by Ven-
drov et al., enforcing a dissimilarity metric and implementing the notion of par-
tial order in the multimodal space [9]. Canonical correlation analysis (CCA)
based structured coordinated is another case, where CCA computes the linear
projection and maximizes the correlation between two modalities. CCA based
models have been widely used for cross-modal retrieval and signal analysis. Ker-
nel canonical correlation analysis (KCCA) uses reproducing kernel Hilbert spaces
for projection but shows poor performance on large real-world datasets [10].
Deep canonical correlation analysis (DCCA) was introduced with deep network
extension to optimize the correlation over the representations and showed better
performance [11].

In this paper, we adopt DCCA to extract multimodal features for emotion
recognition and achieved remarkable results. DCCA is a deep network based
extension of canonical correlation analysis. It can learn separate representations
nonlinearly for each modality, and coordinate them through a constraint. In this
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paper, we use deep networks to learn the nonlinear transformation of two views
into a highly correlated space.

The main contributions of this paper are as follow:

(1) We first took coordinated representation of multimodal signals to recog-
nize emotions, which means extracting more correlated high-level represen-
tations.

(2) We proposed a multi-view framework to deal with multimodal emotion
recognition problem and achieved better classification accuracy than the
state-of-the-art methods.

2 Deep Canonical Correlation Analysis

2.1 Background

Canonical correlation analysis can learn linear transformation of two vectors in
order to maximize the correlation between them, which is widely used in eco-
nomics, medical studies, and meteorology [21]. Lai et al. designed Colin’s CCA,
which performed Canonical Correlation Analysis with Artificial Neural Network
[21]. With rapid development of deep learning, Andrew et al. proposed Deep
Canonical Correlation Analysis (DCCA) with deep networks extension, which
is a non-linear version of Canonical Correlation Analysis (CCA) that uses neu-
ral networks as the mapping functions [15]. DCCA calculates the representation
of two views by multiplying them through stacked layers that are non-linearly
transformed. Hossain et al. proposed a novel FS method based on Network of
Canonical Correlation Analysis, NCCA, which is a robust method to acquisition
noise and ignores mutual information computation based on Colin’s CCA [21].
CCA is a standard statistical technique to find linear projections of two random
vectors that are maximally correlated, while in Colin’s CCA network [21], acti-
vation is fed forward from each input to the corresponding output through the
respective weights to maximise the correlation. In Deep Canonical Correlation
Analysis, deep networks are used for feature extraction with back propagation
applied to maximise the correlation between two views.

2.2 Our Model

We use DCCA for feature transformation, fuse the features after extraction,
and apply SVM as the classifier. The model is shown in Fig. 1, and the model
contains three parts: non-linear feature transformation (L2 and L3 in Fig. 1),
CCA calculation (CCA layer in Fig. 1), and feature fusion and classification.
EEG features and eye movement features are separated into two views denoted
as L1 in Fig. 1, and we set two views’ input features as X1, and X2.

Nonlinear Feature Transformation. In the deep networks, for simplicity, we
assume that each intermediate layer in the network for the first view has c1 units,
and the output layer has o units, as shown in Fig. 1 as ‘View 1’. Let x1 ∈ Rn1 be
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an instance of the first view, and the outputs of the first layer in the hidden layers
for the instance x1 are h1 = s(W 1

1 x1+b11) ∈ Rc1 , where W 1
1 ∈ Rc1×n1 is a matrix

of weights, b11 ∈ Rc1 is a vector of biases, and s(·) is a non-linear function applied
componentwise. The outputs h1 can then be used to compute the outputs of the
next one in hidden layers as h2 = s(W 1

2 x1 + b12) ∈ Rc1 , and so on until the final
representation in the hidden layers f1(x1) = s(W 1

d hd −1+b1d) ∈ Ro is computed,
for a network with d layers.

Given an instance x2 of the second view, as shown in Fig. 1 as ‘View 2’,
the representation f2(x2) is computed the same way, with different parameters
W 2

l and b2l (and potentially different architectural parameters c2), here l is the
number of layers in the View 2 network, and the total network function is defined
as f1 and f2, from L1 to L2, for building two neural networks to transform
features non-linearly, respectively. The layer sizes of both views are the same,
including input layer L1, hidden layers L2, and output layer L3 with each layer’s
nodes fully connected. The two views’ output features are defined as H1 and
H2, respectively. We use back propagation to update parameters of each view to
acquire higher correlation in the CCA layer.

Fig. 1. Our Deep Canonical Correlation Analysis model, including deep networks
(input layer, hidden layers and output layer), Canonical Correlation Analysis layer,
and classifier SVM.

CCA Calculation. The goal is to jointly learn parameters for both views W i
l

and bi
l, where i = {1, 2}, such that corr(f1(X1), f2(X2)) is as high as possible.

Let θ1 be the vector of all parameters W 1
l and b1l of the first view for l = 1, . . . , d,

where d is the number of hidden layers, and similarly for θ2. The optimization
function is:

(θ∗
1 , θ

∗
2) = arg max corr(H1,H2) = arg max

θ1,θ2

corr(f1(X1; θ1), f2(X2; θ2)) (1)
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According to [15], the correlation of two views’ transformed features (H1 and
H2) can be calculated as follows:

corr(H1,H2) = corr(f1(X1), f2(X2)) = ||T ||tr = tr(T ′T )1/2 (2)

where

T = Σ̂
−1/2
11 Σ̂12Σ̂

−1/2
22

Σ̂11 =
1

m − 1
H1H

′
1 + r1I,

Σ̂22 =
1

m − 1
H2H

′
2 + r2I,

Σ̂12 =
1

m − 1
H1H

′
2.

The H1 and H2 are the centered data matrixes:

H1 = H1 − 1
m

H11, H2 = H2 − 1
m

H21 (3)

and r1, r2 are the regularization constants. To update the weighs of networks, we
calculate the gradients. If the singular value decomposition of T is T = UDV ′,
then

∂corr(H1,H2)
∂H1

=
1

m − 1
(2∇11H1 + ∇12H2), (4)

where

∇11 = −1
2
Σ̂

−1/2
11 UDU ′Σ̂−1/2

22 , ∇12 = Σ̂
−1/2
11 UV ′Σ̂−1/2

22 .

Feature Fusion and Classification. We take weighted average of two views’
extracted features. DCCA is used for feature extraction, and linear SVM is used
as classifier to recognize emotions. The fusion function is defined as follows:

Ffusion = αH1 + βH2 (5)

where Ffusion is fusion features, H1 and H2 are extracted features of EEG and
eye movement, respectively, and α and β are the fusion weights. In our experi-
ment, in order to balance the composition of features, we set α = β = 0.5.

3 Experiment Settings

3.1 Dataset

We evaluate the performance of our approach on three real world datasets, the
SEED1 dataset, the SEED IV (See footnote 1) dataset, and the DEAP2 dataset.
1 http://bcmi.sjtu.edu.cn/∼seed/.
2 http://www.eecs.qmul.ac.uk/mmv/datasets/deap/.

http://bcmi.sjtu.edu.cn/~seed/
http://www.eecs.qmul.ac.uk/mmv/datasets/deap/
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• SEED. The SEED dataset contains EEG data with three emotions (happy,
neutral, and sad) of 15 subjects, and all subjects’ data were collected when
they watching 15 four-minute-long emotional movie clips, where first 9 movie
clips were used as training data and the rest were used as test data. The
EEG signals were recorded with ESI NeuroScan System at a sampling rate
of 1000 Hz with a 62-channel electrode cap. The eye movement signals were
recorded with SMI ETG eye tracking glasses. To compare with the existing
work, we used the same data, which contained 27 experiment results from 9
subjects.

• SEED IV. The SEED IV dataset contains EEG and eye movement features
in total of four emotions (happy, sad, fear, and neutral) [16]. A total of 72
movie clips were used for the four emotions, and forty five experiments were
taken by participants to evaluate their emotions while watching the movie
clips with keywords of emotions and ratings out of ten points for two dimen-
sions: valence and arousal. The valence scale ranges from sad to happy, and
the arousal scale ranges from calm to excited.

• DEAP. The DEAP dataset contains EEG signals and other peripheral physi-
ological signals from 32 subjects. These data were collected when participants
were watching emotional music videos, which was one-minute-long each. We
chose 5 as a threshold to divide the trials into two classes according to the
rated levels of arousal and valence. We used 10-fold cross validation to com-
pare our results with Liu et al. [5], Yin et al. [12], and Tang et al. [6] (Fig. 2).

Fig. 2. The EEG electrode layout and SMI ETG eye tracking glasses.

3.2 Feature Extraction

For the SEED and SEED IV datasets, we extracted Differential Entropy (DE)
features [19] from each EEG signal channel in five frequency bands: δ (1–4 Hz), θ
(4–8 Hz), α (8–14 Hz), β (14–31 Hz), and γ (31–50 Hz). So at each time step, the
dimension of EEG features is 310 (5 bands × 62 channels). As for eye movement
features, we used the same features as Lu et al. 2015 [3], which were listed in
Table 1. At each time step, there were 39 dimensions of pupil diameters in total,
including both Power Spectral Density (PSD) and DE features. The extracted
EEG features and eye movement features were scaled between 0 and 1.
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For the DEAP dataset, because a 4–45 Hz bandpass frequency filter was
applied during pre-processing, so we extracted DE features from EEG signals in
four frequency bands: θ (4–8 Hz), α (8–14 Hz), β (14–31 Hz), and γ (31–45 Hz).
Then in total, the dimension of extracted 32-channel EEG features is 128 (4
bands × 32 channels). As for peripheral physiological signals, six time-domain
features were extracted to describe the signals in different perspective, includ-
ing minimum value, maximum value, mean value, standard deviation, variance,
and squared sum. So the dimension of peripheral physiological features is 48 (6
features × 8 channels).

Table 1. The details of the extracted eye movement features.

Eye movements parameters Extracted features

Pupil diameter (X and Y) Mean,standard deviation, DE in four bands
(0–0.2 Hz, 0.2–0.4 Hz, 0.4–0.6 Hz, 0.6–1 Hz)

Disperson (X and Y) Mean, standard deviation

Fixation duration (ms) Mean, standard deviation

Blink duration (ms) Mean, standard deviation

Saccade Mean, standard deviation of saccade duration (ms)
and saccade amplitude

Event statistics Blink frequency, fixation frequency, fixation
dispersion total, fixation duration maximum,
fixation dispersion maximum, saccade frequency,
saccade duration average, saccade latency average,
saccade amplitude average

3.3 Parameter Details

In this paper, we build subject-specific models. We use grid search to find optimal
hyperparameters, including learning rate, batch size, regulation parameters, and
layer nodes. Taking several experiment results and time consuming into account,
we choose learning rate as 1e3, batch size as 100, and regulation parameter as
1e7. The hidden units in our models are presented in Table 2.

Table 2. Layer’s framework of different datasets in our experiments

Dataset Layers

SEED 400 ± 40, 200 ± 20, 150 ± 20, 120 ± 10, 60 ± 10, 20 ± 2

SEEC IV 400 ± 40, 200 ± 20, 150 ± 20, 120 ± 10, 90 ± 10, 60 ± 10, 20 ± 2

DEAP 1500 ± 50, 750 ± 50, 500 ± 25, 375 ± 25, 130 ± 20, 65 ± 20, 30 ± 20
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4 Experimental Results

4.1 Results on Different Datasets

Table 3 shows the comparison results of different approaches on the SEED
dataset, different feature extraction methods are listed in the first line and SVM
is used as classifier for all methods. From Table 3, DE Feature fusion tested on
SVM achieved higher classification accuracy and less std than the CCA method,
which directly used CCA on EEG and eye movement features. BDAE used RBM
pre-training to build a multimodal autoencoder model performed a better result
of 93.19% [5]. Tang et al. used Bimodal-LSTM to make fusion by consider-
ing timing and classification layer parameters and achieved the state-of-the-art
performance [6]. In our DCCA model, we extracted highly correlated features,
bringing closer these high-level representations, and achieved better results with
test classification accuracy of 94.58% and std of 6.16.

Table 3. Average accuracies (%) and standard deviation of different approaches for
three emotions classification on the SEED dataset

CCA DE features BDAE [5] Bimodal-LSTM [6] DCCA

Accuracy(%) 40.35 81.21 93.19 93.97 94.58

Std 16.38 12.51 8.23 7.03 6.16

Comparison results on the SEED IV dataset is shown in Table 4. We regard
Zheng et al.’s deep learning results as our baseline [16]. We compare our DCCA
model with different existing feature extraction methods. Table 4 presents that
BDAE achieved better results than DE features. Compared with CCA based
approach and other methods, we conclude that DCCA model coordinating high-
level features achieves the best results.

Table 4. Average accuracies (%) and standard deviation of different approaches for
four emotions classification on the SEED IV dataset

CCA DE features BDAE [16] DCCA

Accuracy (%) 49.56 75.88 85.11 87.45

Std 19.24 16.14 11.79 9.23

Tables 5 and 6 demonstrate comparison results of different feature extraction
methods on the DEAP dataset, which are for two dichotomous classification
and four categories classification, respectively, while SVM is used as classifier.
For two dichotomous classification, Liu et al.’s multimodal autoencoder model
achieved 2% higher than AutoEncoder. Yin et al. used an ensemble of deep
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classifiers, making higher-level abstractions of physiological features [12]. Then
Tang et al. used Bimodal-LSTM and achieved the state-of-the-art accuracy for
two dichotomous classification [6]. For four categories classification, Tripathi
achieved accuracy of 81.41% [18]. As for our DCCA method, we learned high-
level correlated features and achieved better results than the state-of-the-art
method with mean test accuracies of 84.33% and 85.62% for arousal and valence
classification and 88.51% for four categories classification.

Table 5. Comparison of average accuracies (%) of different approaches on the DEAP
dataset for two dichotomous

CCA AutoEncoder [3] Liu et al. [5] Yin et al. [12] Tang et al. [6] DCCA

Arousal (%) 61.25 74.49 80.5 84.18 83.23 84.33

Valence (%) 69.58 75.69 85.2 83.04 83.82 85.62

Table 6. Comparison of average accuracies (%) of different approaches on the DEAP
dataset for four categories

Method CCA KNN+RF [17] Tripathi et al. [18] DCCA

Accuracy (%) 40.35 70.04 81.41 88.51

4.2 Discussion

The shortcoming of the existing feature-level fusion and multimodal deep learn-
ing methods is very difficult to relate the original features in one modality to
features in other modality [14]. Moreover, the relations across various modali-
ties are deep instead of shallow. In our DCCA model, we can learn coordinated
representation from high-level features and make two views of features become
more complementary, which in return improves the classification performance.

Fig. 3. Confusion matrices of DCCA outputs on the SEED dataset of single modality
and feature fusion methods. Each row of the confusion matrices represents the target
class and each column represents the predicted class. The element (i, j) is the per-
centage of samples in class i that is classified as class j. (a) EEG features; (b) Eye
movement features; and (c) Fusion features.
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Figure 3 shows the confusion matrices of SEED feature classification. The
EEG features have classification accuracy of 0.86 while eye movement features’
of 0.81, and the fusion feature has classification accuracy of 0.94. We can draw
a conclusion from the confusion matrices that EEG features and eye movement
features are complementary.

Fig. 4. t-SNE 3D visualization of extracted features on the SEED dataset, where blue
for negative emotion, red for neutral emotion, and green for positive emotion. (a) EEG
features; (b) Eye movement features; and (c) Fusion features. (Color figure online)

To find out the distribution of fusion features, we use t-SNE to make dimen-
sionality reduction of the high-dimensional extracted features for visualization
[20]. Figure 4 presents high-dimensional input features which are reduced to three
dimensions for visualization. Comparing the EEG features, eye movement fea-
tures, and fusion features, we can directly conclude that the fusion features are
more reasonable and have better distribution than single-model of EEG and eye
movement features, which are beneficial for classification.

5 Conclusion

In this paper, we have used Deep Canonical Correlation Analysis to extract
highly correlated high-level features of two views on three real world datasets.
The experimental results show that canonical correlation analysis with deep net-
works extension can achieve higher classification accuracy of emotion recogni-
tion when higher correlation is acquired. The deep networks with nodes’ weights
updated by back propagation can extract better features, which are more cor-
related of two views. Our work first put coordinated representation into multi-
modal emotion recognition and indicated a new way of multimodal representa-
tion in high-level fusion features.
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Abstract. In this paper, we focus on developing a Neural Machine
Translation (NMT) system on English-to-Traditional-Chinese transla-
tion for financial prospectuses of companies which seek listing on the
Hong Kong Stock Exchange. To the best of our knowledge, this is the
first work on NMT for this specific domain. We propose a domain-specific
NMT system by introducing a domain flag to indicate the target-side
domain. By training the NMT model on the data from both the IPO
corpus and the general domain corpus, we can expand the vocabulary
while capturing the common writing styles and sentence structures. Our
experimental results show that the proposed NMT system can achieve a
significant improvement on translating the IPO documents. More signif-
icantly, through a blind assessment by a translator expert, our system
outperforms two mainstream commercial tools, the Google translator
and SDL Trado for some IPO documents.

Keywords: Neural machine translation · Financial listing documents
Domain flag

1 Introduction

Recently, neural machine translation (NMT) based on deep neural network archi-
tecture [1–4] has demonstrated its superior translation performance than tra-
ditional statistical machine translation methods such as phrase-based machine
translation (PBMT) [5]. However, it is still awkward for specific domains because
the sentences in each domain may contain individual writing styles, sentence
structures, and terminology [6].

In this paper, we focus on developing a Neural Machine Translation (NMT)
system for translating financial documents of companies which seek listing, i.e.,
initial public offering (IPO), on the Hong Kong Stock Exchange (HKSE). In this
specific domain, the documents need to provide in two languages, English and
Traditional Chinese. Its goal is to disclose business and financial information
c© Springer Nature Switzerland AG 2018
L. Cheng et al. (Eds.): ICONIP 2018, LNCS 11305, pp. 232–243, 2018.
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Table 1. A translation example. src: an English source sentence; ref : a reference
sentence translated by human; nmt : translated by our developed NMT system trained
on data from the IPO corpus and the UN corpus without inserting the domain flag.
The NMT result show that it can translate the source sentence meaningfully, but the
style is bias to the UN corpus.

about a financial security to potential buyers. Other than the financial listing
documents, the listed public company is also required to issue interim and annual
reports periodically or make disclosure announcements occasionally. All the doc-
uments are required to be written in both English and Traditional Chinese. Here,
we start from the English-to-Traditional-Chinese translation. In the following,
we interchangeably use source and En to denote English, target and Zh to denote
Chinese, and En → Zh to denote English-Chinese translation. Without specified
indication, Chinese refers to Traditional Chinese.

One significant problem in this domain is that more and more listing compa-
nies come from the “new economics”. The previously paired translated prospec-
tuses are not sufficient for translating the general content such as the indus-
try overview, company history, and company business. To resolve this issue, we
decide to include more bilingual resources because they may provide supplement
information and demonstrate its effectiveness than using only the monolingual
resource [6,7]. More specifically, we collect the United Nation (UN) parallel cor-
pus because it consists of rich English and Simplified Chinese parallel official
records and parliament documents. Though this dataset is not well suited for
the task of En → Zh in the IPO domain, due to the scarcity of high-quality
parallel corpus, we have to utilize them and omit the difference between Tradi-
tional Chinese and Simplified Chinese. We therefore define the IPO domain as
the primary domain, namely the P domain, and the UN corpus as the secondary
domain, referred as the S domain.

After incorporating data from two domains, one predominant problem is
that we need to differentiate the writing style in the IPO corpus and the general
corpus because data in each domain may be writing in a certain style with
different sentence structures. For example, the word “we”, normally translated as

, is translated as (meaning “this Company”) in the documents.
Other cases include “you” (translated as instead of for the sake of a
more respectful tone), “if” ( instead of , a more formal tone) and
“in other words” ( instead of , an ancient Chinese style).
Moreover, it is observed that without any appropriate processing, the writing
style of translation will be bias toward one type when data from two domains
are imbalanced; see Table 1 for an example.
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To tackle this issue, we introduce a domain flag to indicate which domain
the source sentence should be translated to. This setting is inspired by Google’s
multilingual translation system [8] due to its simplicity without modifying the
NMT architecture. Our later experimental results show that this setting can
capture the domain information and improve the quality of translation without
bias toward the S domain.

This rest paper is organized as follows: in Sect. 2, we depict the related work.
In Sect. 3, we present the proposed NMT architecture. In Sect. 4, we detail the
experimental setup and results. Finally, we conclude the whole paper in Sect. 5.

2 Related Work

In the following, we first review several pieces of related work based on domain-
specific Statistical Machine Translation (SMT) by including more domain fea-
tures or domain data. In [9], a general translation engine with a phrase-based
log-linear model is proposed to combine the domain dependent features and lan-
guage models. The phrase-based SMT system and a hybrid MT is presented to
achieve improvement with a combination of a small in-domain bilingual corpus
and a larger out-of-domain corpus. More monolingual corpora are also included
to improve the performance of domain-specific SMT systems [7,10].

Later, NMT attains significant improvement on translation than traditional
SMT systems. For example, Google announces a deep learning powered multi-
lingual translation system [8], based solely on a single NMT model to translate
among corpora in multiple languages. The underlying idea is to introduce an
artificial token to indicate the target language the model should be translated
to. This work motivates several recent work [11,12] and a detailed analysis in
[6]. In [6], two types of methods are test, one inserting a domain token at the
end of each source sentence and the other expanding the word embedding with a
domain embedding. Though both methods work equally, adding an extra domain
flag is simpler and inspires us to adopt it in our design.

3 The NMT System

3.1 Neural Machine Translation

Recently, deep learning architecture has been actively developed to solve var-
ious real-world applications, such as text mining and knowledge tracing [13–
15]. State-of-the-art NMT systems are generally trained a sequence-to-sequence
(S2S) model based on an encoder-decoder and an attention mechanism to learn
the mapping from a set of paired sentences {(x(n),y(n))}Nn=1, where a source
sentence is x(n) = (x1, . . . , xSn

) and a target sequence is y(n) = (y1, . . . , yTn
).

More concretely, it is applied a neural network to parameterize the conditional
probability, p(y|x), governed by θ. The parameter θ is learned by maximizing
the log-likelihood on the parallel training set:

L(θ) =
N∑

n=1

Tn∑

t=1

log p(y(n)
t |y(n)

<t ,x(n); θ) (1)
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Several new neural network architectures have been proposed to build the
S2S model, including bidirectional RNNs [1,2,16], stacked convolutional S2S
(ConvS2S) [3] and the Transformer [4]. The Transformer is built solely on self-
attention, which eliminates the recurrence processing and positional dependency
in the encoder. It has been proven to yield a remarkable improvement over RNNs
as well as significant time reduction for training. Hence, we choose Transformer
as the base translation architecture, which is shown in Fig. 1.

Fig. 1. Transformer architecture described in [4].

The Transformer performs a small, constant number of steps (chosen empir-
ically) in combining the information. In each step, it applies a self-attention
mechanism which directly models relationships between all words in a sen-
tence, regardless of their respective position [4]. In our setting, both encoder
and decoder are composed of N (=6) stacked identical block, where the multi-
head attention is calculated by:

Attention (Q,K, V ) = Softmax
(

QKT

√
dk

)
V, (2)

MultiHead (Q,K, V ) = Concat(head1, . . . ,headh)WO, (3)

headi = Attention(QWQ
i ,KWK

i , V WV
i ), (4)

where (Q,K, V ) is a (query, key, value)-triple embedded the hidden units; dk is
the dimension of the key K, h is the number of heads, and WO,WQ

i ,WK
i ,WV

i

are weight matrices to be estimated.



236 L. Luo et al.

The transition function is a fully-connected neural network which consists of
a single rectified-linear activation function:

FFN(x) = max(0, xW1 + b1)W2 + b2, (5)

where x is the input from a hidden layer, W1, b1, W2, and b2 are weights and
biases to be estimated. Moreover, layer normalization, dropout and residual net-
works are also applied to enhance the model performance. More details can be
referred to [4].

3.2 Domain-Specific NMT

A significant problem of training data from two domains is that the writing style
may be bias towards one domain when it contains more data, see an example
illustrated in Table 1. Inspired by the zero-shot learning for multilingual neural
machine translation [8], we propose a simple modification to the training data
which can be easily fed into the single NMT model. More specifically, we intro-
duce an extra domain flag at the beginning of the source sentence to indicate
which corpus the sentence comes from. Consider the following En → Zh sentence
pair:

We set a domain flag <sd> to indicate the S domain data when the paired
sentence is from S and yield the following modified paired sentence:

For the data from the P domain, since it is our default domain, we do not
insert the domain flag.

After adding the domain flag to all the source sentences from the S domain,
we then mix them with the data from the P domain and apply them to train the
Transformer. After training, we sequentially output the word from the vocab-
ulary VT with the most conditional probability on the given input sentence x
from the test set and the produced output words:

yt = arg max
VT

p(y|y<t,x). (6)

Moreover, we apply a left-to-right beam search decoder to search for the most
likely translations containing B hypotheses. That is, at each time step we extend
each partial hypothesis in the beam with every possible word in the vocabulary.
Finally, the decoder will yield B candidate sentences and the one with the highest
probability will be chosen as the final translation output.

4 Experiments and Results

4.1 Data Pre-processing and Experimental Setup

The dataset consists of two corpus: (1) the IPO corpus (the P data) crawled from
the Hong Kong Exchanges and Clearing Market Website1 during June 2007 and
1 https://www.hkex.com.hk/.

https://www.hkex.com.hk/
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February 2017, totally 956 PDF files in both English and Chinese, and (2) the
UN corpus (the S data) obtained from the training set of [17]. Moreover, we
conduct the following steps to filter and annotate the raw data:

– In the UN corpus, the Simplified Chinese sentences are converted to the Tra-
ditional Chinese ones using OpenCC2 and segmented by Jieba3.

– All the English sentences are tokenized by the Moses script4 and converted
to lowercase.

– All sentences are restricted to 5 to 80 words and eliminated illegal symbols.
– Named entities such as person names, organizations and locations are iden-

tified with reference to Stanford CoreNLP [18] while regular expressions are
conducted to determine other named entities such as date and number.

– wordpieces5 is adopted to build a fixed vocabulary with 32K sub-word units
for both languages.

– An artificial token <sd> is added at the beginning of each English sentence
in the UN corpus if needed.

Finally, the IPO corpus yields 1,979,674 parallel sentences and the UN corpus
consists of 13.3 million sentence pairs. Hence, in the training set, 15% of the data
comes from the IPO corpus while 85% of the data coming from the UN corpus.
To test the effect of bilingual domains, we select two test sets to evaluate the
model performance:

– IPOtestset: consisting of 15K paired sentences from 6 company prospectuses
released between March to September 2017 at HKSE. The selected companies
are new to the market while covering quite diverse industry sectors, ranging
from the publishing sector to the food sector.

– UNtestset: the test set for the WMT 2017 English-Chinese challenge, which
consists of 4K paired sentences after conducting the Chinese conversion.

In the comparison, we train the proposed NMT system on three different
training sets and name them as: (1) NMTP: trained on only the P data; (2)
NMTP∪S: trained on both the P data and the S data; and (3) NMTP∪S+ : trained
on both domain data and an additional domain flag added to the data in S.

The NMT system is implemented by the library, Tensor2Tensor6. With-
out further specification, we adopt the default hyper-parameters defined in
Transformer-big settings [4], i.e., a 6-layer transformer with the size of the hidden
units being 2014, a feed forward network with the size being 4096, and 8-head
attentions. During training, the batch size is set to 2048 and checkpoints are
saved every one hour. Each model is trained on 2 Tesla P100 GPUs for 500K
steps, or equivalently 4.5 days nonstop running under the above configurations.

2 https://github.com/BYVoid/OpenCC.
3 https://github.com/fxsjy/jieba.
4 https://github.com/moses-smt/mosesdecoder/blob/master/scripts/tokenizer/token

izer.perl.
5 https://github.com/google/sentencepiece.
6 https://github.com/tensorflow/tensor2tensor.

https://github.com/BYVoid/OpenCC
https://github.com/fxsjy/jieba
https://github.com/moses-smt/mosesdecoder/blob/master/scripts/tokenizer/tokenizer.perl
https://github.com/moses-smt/mosesdecoder/blob/master/scripts/tokenizer/tokenizer.perl
https://github.com/google/sentencepiece
https://github.com/tensorflow/tensor2tensor
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The final model is an ensemble model averaged on the parameters for the last
20 checkpoints. When decoding, the beam size is set to 4 and the length penalty
is 1.0. In the test, the BLEU score [19], a standard metric, is applied to measure
the translation quality for different systems.

Table 2. BLEU scores for the NMT system trained on different datasets. The baseline
is the best result reported in [17], which is trained on S and an additional news dataset
without conducting Chinese conversion. The marker � and † indicate that the domain
flag is inserted or not inserted in the test data.

System IPOtestset UNtestset

Baseline - 37.68

NMTP 45.71 5.47

NMTP∪S 46.40 32.34

NMTP∪S+ 47.55 34.62�(22.49†)

4.2 Experimental Results

Table 2 reports the experimental results after handling the name entities in the
translation. From the results, we have the following observations:

– By examining the results on IPOtestset, we can see that NMTP∪S and
NMTP∪S+ achieve 0.69 BLEU score and 1.84 BLEU score improvement over
NMTP. The results show that including more data indeed can improve the
BLEU score on the IPO translation. By introducing the domain flag, the
translation quality can be further improved by 1.15 BLEU score.

– On UNtestset, we observe that NMTP yields very poor translation quality,
i.e., attaining only 5.47 BLEU score. This result makes sense because the
paired sentences in the training set and the test set follow totally different
writing styles. It can observe that NMTP∪S attains significant improvement,
+26.87 BLEU score, over NMTP. The result again confirms that including
more related data will help to train a model with better generalization. More-
over, NMTP∪S+ achieves a higher BLEU score (+1.15) than NMTP∪S after
inserting the domain token. However, the perform deteriorates, decreasing
from 34.62 to 22.49, when the data is from UNtestset, but the model deems
it as the IPO corpus. It is therefore evident that the flag effectively plays the
role of specifying the information of which target domain the system being
translated to.

– One exceptional case is that NMTP∪S and NMTP∪S+ attains relatively poor
performance, up to −5.34 and −3.06 drops, respectively, comparing to the
baseline result in [17]. We conjecture that two reasons may trigger the results.
First, the best baseline result is trained in both the UN corpus and an addi-
tional news dataset. The training set is larger and more relevant. Second, the
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best baseline result is evaluated on the English-to-Simplified-Chinese task,
while ours is on the English-to-Traditional-Chinese task. The additional Chi-
nese conversion may also decay the performance a little bit.

– In sum, our proposed NMT system can attain the state-of-the-art perfor-
mance.

Fig. 2. Human evaluation results.

4.3 Human Evaluation Results

Though BLEU is widely used to evaluate the translation quality of MT systems,
it is understood that BLEU can be misleading in its indications when it is used
to compare some kinds of MT systems. Hence, we invite a human expert with
over ten years’ research and teaching experience on English-Traditional Chinese
translation to conduct a blind test. The evaluation follows the rest steps:

1. Thirty English sentences are randomly selected from IPOtestset due to the
limitation by the workload of the expert.

2. The English-Traditional Chinese translation is conducted on the selected sen-
tences by three NMT systems: our NMTP∪S+ , Google Translator7 and SDL
Trados, where SDL Trados is a commercial translation tool developed by SDL
Plc8 and widely used by printing companies.

3. The translated results are permuted randomly and presented to the human
expert.

4. The human expert then scores the translation quality of each English sentence
according to the perceived quality.

7 https://translate.google.com.
8 https://www.freetranslation.com.

https://translate.google.com
https://www.freetranslation.com
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Figure 2 summarizes the evaluation result. Among the thirty sentences, our
NMT system ranks the best translation quality for 18 sentences and the second
best for 12 sentences while the Google translator rank the best translation qual-
ity for 17 sentences and the second best for 17 sentences. Trados achieves the
poorest translation results, only one sentence attaining the second best transla-
tion quality and the rest 29 sentences yielding the worst translation quality. The
evaluation results show that our NMT system successfully beats two popular
commercial translation tools in the specific IPO domain.

(a) Without flag (b) With flag

Fig. 3. An example visualizes the attention results on the effect of the domain flag.

4.4 Case Study

We first investigate a case to show the effect of the domain flag in word depen-
dency. We adopt the encoder-decoder attention visualizer in Tensor2Tensor to
illustrate the results. Because the second to the last layer, i.e., the 5th layer, of
the decoder contains the most informative information of the encoder-decoder
dependencies, we unveil the results in that layer.

Figure 3 shows the dependencies of a specific target word and the input source
translated without and with the domain flag, respectively. It is noted that the
colored blocks in the source word correspond to the weights of different attention
heads. Hence, totally eight colored blocks are placed for each source word. In
each block, the darker the color, the more attention the source word is paid to
the target word. The lines connecting the paired words emphasize the largest
attentions among the eight heads and apply the same color as the block with
the largest weight.

In this case, without setting the domain flag, see Fig. 3(a), the source sen-
tence is deemed as a sentence from the IPO domain, the target word
attends mainly to the source word “certain”. After inserting the token, <sd>,
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see Fig. 3(b), the source sentence is deemed as one from the UN domain. The
corresponding word is then translated to . Without the domain
flag, is mainly connected to the source “certain” and weakly related to
“facts”. But after adding the domain flag, the translated word not only
establishes connection to the source word “certain” and“facts”, but also con-
nects significantly to other words such as the end-of-sentence token <EOS> and
the domain flag <sd>. It seems that the flag not only rephrases the sentence in
terms of the writing style, but also attends to nearly every target word during
decoding.

We also provide one more example to show the advantage of our developed
NMT system over a general translation system in Table 3. Obviously, our system
can capture the IPO style and translate the phrase “The Group” in a more
respectful tone to rather than by the Google translator
and SDL Trados. The word “strong” is translated to , literally meaning
“firm” or“steady” in a more modest tone for official documents, by our system.
This is much better than a general translation by the Google translator
and SDL Trados, which literally means “powerful”.

Table 3. An example of translated sentences from a prospectus. src: an English source
sentence; ref: a reference translation by human; ours: translated by our developed NMT
system; Google: translated by the Google translator; and SDL Trados: translated by
the SDL Trados. The correspondingly emphasized word is highlighted with the same
color.

5 Conclusion

We present the first investigation of neural machine translation on English-
Traditional-Chinese translation for financial listing documents. We have tack-
led two difficulties of NMT in this specific domain, i.e., lack of sufficient gen-
eral domain data and being hard to differentiate the writing styles of multiple
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domains. Our solution by including more bilingual resources, i.e., the United
Nation parallel corpus, and introducing the domain flag in the training demon-
strate that the included secondary domain data expand the vocabulary and
indeed can provide more supplement information while the simple setting of the
domain flag can effectively capture the domain information such as the writing
style and select favorite words from synonymous words based on the domain
information. Though a blind test, our developed NMT system also outperforms
two popular commercial translators, the Google translator and the SDL Trados,
in this specific IPO domain.

There are still several challenging but promising directions to improve the
translation quality in this domain. First, it is easy to face rare words in the
translation. How to design effective mechanisms to tackle this problem is worthy
of investigation for deploying the system in real-world. Second, it is worthwhile to
explore how to simplify the model architecture which can be trained and decoded
faster. Third, it is valuable to scale up our system, especially translating well
not only in a specific domain, but also in general domains.
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the Research Grants Council of the Hong Kong Special Administrative Region, China
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Abstract. Most existing robots can recognize trained hand gestures to
interpret user’s intent, while untrained dynamic hand gestures are hard
to be understood correctly. This paper presents a dynamic hand gesture
recognition approach based on Zero-Shot Learning (ZSL), which can rec-
ognize untrained hand gestures and predict user’s intention. To this end,
we utilize a Bidirectional Long-Short-Term Memory (BLSTM) network
to extract hand gesture feature from skeletal joint data collected by Leap
Motion Controller (LMC). Specifically, this data is used to construct a
novel dynamic hand gesture dataset for human-robot interaction appli-
cation. Twenty common hand gestures are included and fifteen concrete
semantic attributes are condensed. Based on these features and semantic
attributes, a Semantic Autoencoder (SAE) is employed to learn a map-
ping from feature space to semantic space. By matching the most similar
semantic information, the unfamiliar hand gestures are recognized as cor-
rect as possible. Experimental results on our dataset indicate that the
proposed approach can effectively identify unfamiliar hand gestures.

Keywords: Dynamic hand gesture recognition
Bidirectional Long-Short-Term Memory (BLSTM)
Zero-Shot Learning (ZSL) · Semantic Autoencoder (SAE)
Leap Motion Controller (LMC)

1 Introduction

Recently, hand gesture recognition has been widely applied in various fields, such
as medical technology [14,24], sign language recognition [3,8], virtual reality and
human-robot interaction [2,9,17]. Specially, in human-robot interaction, hand
gesture, as one of the most intuitive and efficient interactive interfaces, can help
a person with speech barrier communicate with the robot [17], remote control
the robot [9] and express intention [2]. Therefore, a robot with the capability of
recognizing hand gestures becomes more practical and valuable.

However, a limitation of existing hand gesture recognition algorithms is that
they need to learn gestures from large amounts of labeled image data. Thus, they
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can only classify familiar hand gestures based on training dataset. In real human-
robot interaction, the robot may encounter some unfamiliar hand gestures. Under
these circumstances, the robot needs to have the ability to guess what meanings
the unseen hand gestures convey. Fortunately, ZSL methods provide a solution
for identifying unseen categories.

ZSL relies on a labeled training set of seen classes and the semantic rela-
tionship between the seen and unseen classes. Seen and unseen classes are usu-
ally related in a semantic embedding space. The semantic relationships between
classes can be measured by a distance in this space. In the recognition task, the
class label of a test sample is assigned to the nearest unseen class prototype in
the semantic space. Currently, ZSL is mainly applied in 2D image recognition
for object classification [5,10,11,23]. The studies about hand gesture recognition
[18] are very rare.

In this paper, we present a novel unfamiliar dynamic hand gesture recogni-
tion method based on ZSL. First, hand and finger skeletal joint data is collected
by a LMC and used to build a novel hand gesture dataset involving twenty com-
mon hand gestures and fifteen concrete semantic attributes. Then, we utilize a
BLSTM network [7] to extract hand gesture features and employ SAE [10] to
analyze the semantic information. By matching the predicted semantic repre-
sentation and the semantic prototypes, the unfamiliar gestures can be inferred.
Finally, experimental results on the novel hand gesture dataset demonstrate
effectiveness of the proposed method.

The remainder of the paper is organized as follows. Related work on hand ges-
ture recognition is reviewed in Sect. 2. Afterwards, the unfamiliar hand gesture
recognition approach is elaborated in Sect. 3. Section 4 provides the experimen-
tal results and analysis. Finally, conclusions and future work are summarized in
Sect. 5.

2 Related Work

Traditional work on hand gesture recognition mostly uses information captured
by data gloves [4] or 2D digital cameras [22]. However, the data gloves are not
user-friendly, and the 2D images include limited information for dynamic hand
gesture recognition. In recent years, depth sensors, such as the Leap Motion
controller (LMC) [6,16,19] and Microsoft Kinect [12,20,25], have widely used
in hand gesture recognition because they can contribute rich 3D information to
enhance the accuracy. Especially, LMC is cheaper and more portable, and has
higher localization precision (which is about 0.2 mm [26]). Abundant 3D hand
data, such as palm positions, hand directions and skeletal joint positions, can
be easily collected by a LMC without extra computational work. For instance,
Lu et al. used palm direction, palm normal and fingertip data captured from
a LMC to recognize dynamic hand gestures, and reached an accuracy of 95.0%
for the Handicraft-Gesture dataset [16]. Chen et al. utilized a LMC to acquire
the motion trajectory of 36 hand gestures, and the accuracy of SVM approach
is 98.24% [6].
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In addition to determining the source of the data, the recognition method
is also important for hand gesture recognition. Wang et al. utilized a Hidden
Markov Model (HMM) to estimate motion trajectory of hand gesture in a service
robot system [9]. Lu et al. first recognized dynamic hand gestures using Hidden
Conditional Random Field (HCRF) which was only applied in speech recognition
[16]. Tang et al. employed Deep Neural Networks (DNNs) to extract robust
features and precisely recognize hand postures [25]. All of the aforementioned
hand gesture recognition methods have a common drawback that they cannot
identify unfamiliar hand gestures. How to do it? ZSL algorithms make it possible.

Since Lampert et al. first proposed the attribute-based classification app-
roach, which was used to identify new classes based on attribute representation
[11], a large amount of ZSL models have been proposed one after another to
improve the performance of unseen class recognition. Paredes et al. proposed a
ZSL approach which adopted two linear layers to construct relationships between
features, attributes and categories [23]. However, that method left a large of
dimensions of the semantic space unconstrained. To solve this problem, Morgado
et al. combined two main strategies of ZSL, which are Recognition using inde-
pendent semantics (RIS) and Recognition using semantic embeddings (RULE)
[21]. However, the algorithm is limited to its model complexity and computa-
tional cost. In our proposed method, we use a linear SAE for ZSL [10], which
achieved state-of-the-art performance and had lower computational cost.

Most ZSL methods in object recognition application extract features by Con-
volutional Neural Networks (CNNs). However, CNNs are not suitable for extract-
ing dynamic spatio-temporal sequential hand gesture features. Considering that
recurrent neural networks (RNNs) can encoder temporal information of dynamic
hand gesture sequences [15], we use RNNs to pre-process our original skeletal
joint data. In practice, Long Short-term Memory (LSTM), as a special RNN
architecture which replaces traditional artificial neurons in the hidden layer with
memory cells [15], can overcome the issue of gradient vanishing and error blowing
up. The Bidirectional LSTM network involves two hidden LSTM layers (forwards
and backwards) to store and process both past and future information [7]. Thus,
we use a BLSTM network to extract features of hand data.

3 Unfamiliar Hand Gesture Recognition Approach Based
on Zero-Shot Learning

3.1 Overview of Unfamiliar Hand Gesture Recognition Approach

The brief flow of our approach is shown in Fig. 1. Three modules are included:
data collection, feature extraction and ZSL. First, hand gesture data are captured
by LMC and pre-processed. Then, a BLSTM network is employed to extract
hand gesture features from the pre-processed data. Finally, we utilize a SAE
model for ZSL to learn a mapping from the feature space to the semantic space.
By comparing the distances between the estimated semantic representations and
the prototypes in the semantic space, hand gestures can be recognized.
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Fig. 1. Brief flow of the approach architecture.

3.2 Collecting Hand Gesture Data

We collect hand gesture data by a LMC. As shown in Fig. 2, the data frames of
LMC involve much information, such as palm positions, skeletal joint positions,
and so on. We choose the following information on a single right hand as the
input of our recognition system:

1. Palm center position in 3D space.
2. The pitch, yaw and roll of the hand, which are calculated from the hand

direction vector and palm normal vector.
3. The 3D positions of finger skeletal joints.

Fig. 2. Hand bones captured by the LMC. The red circles are finger skeletal joints.
(Color figure online)

We record hand gesture data with 50 Hz sampling rate. Pre-processing mainly
includes three steps. First, we eliminate the invalid data and select a fixed num-
ber of frames from each sequence. Then, to decrease the influence of different
hand location, the skeletal joint positions are replaced by the positions in relation
to the palm center position. Finally, these data are normalized to the interval
[0, 1] based on z-score.
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3.3 Feature Extraction

To better analyze the time correlation among sequential frame, a BLSTM net-
work is used to extract spatio-temporal features from hand gesture data. The
structure of this network is shown in Fig. 3. It is comprised of one input layer,
one BLSTM layer and one output layer. The BLSTM layer concludes two LSTM
layers (a forward one and a backward one), which can respectively deal with the
past and future spatio-temporal context [13]. The BLSTM layer is fully con-
nected to the input layer, and the outputs of the BLSTM layer are high-level
feature expressions. The size of the output layer is equal to the number of labeled
hand gestures. We use the softmax classifier to predict recognition results.

Fig. 3. The structure of the BLSTM network. (Color figure online)

In the training stage, we adopt the five-fold cross validation to select the best
model. The labeled data is divided into five parts. Each part is chosen as the
validation set without repetition. Meanwhile, the other four parts constitute the
training set to train the network. In the feature extraction stage, we delete the
output layer of the trained BLSTM model and put the labeled and unlabeled
data into this network to extract the feature vectors (see the output of red dashed
box in Fig. 3).

3.4 ZSL for Unfamiliar Hand Gesture Recognition

To recognize unfamiliar hand gesture, we need to learn high-level semantic rep-
resentations from extracted feature vectors in Sect. 3.3. Our method is based
on the SAE for ZSL [10], which achieved state-of-the-art performance currently.
We employ the simplest antoencoder which is linear and only has one hidden
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layer. An antoencoder contains an encoder and a decoder. The encoder projects
features into the hidden layer which represents the attribute space in our exper-
iment, and the decoder projects the attribute vectors back to the feature space
to reconstruct the original features.

During training, the input hand gesture features are denoted as XY = {xi} ∈
R

d×N and the semantic attributes are denoted as SY = {si} ∈ R
k×N , where xi

is a d-dimensional feature vector extracted from the i-th training sample, and si
is a k-dimensional corresponding semantic attribute vector of the i-th training
sample. The goal of ZSL algorithm is to obtain a projection matrix W ∈ R

k×d

which can describe the mapping from the feature space to the semantic attribute
space. The objective function is formulated as:

min
W

∥
∥X − WTS

∥
∥
2

F
+ λ ‖WX − S‖2F (1)

This unconstrained optimization problem can be transformed into solving a
Sylvester equation by using Bartels-Stewart algorithm [1].

During testing, the test hand gesture features XZ = {xi} and the attribute
prototypes of unseen classes SZ are provided to predict the labels of untrained
samples. Based on encoder projection matrix W obtained in training, we can
project a new test sample xi ∈ XZ to the semantic space by ŝi = Wxi. Then,
we predict an ideal hand gesture class label with minimum distance between
estimated semantic representation ŝi and the projection prototypes SZ :

Φ (xi) = arg min
j

D
(

ŝi,SZj

)

(2)

where SZj
is the attribute vector of the j-th unseen class, D is the L2 distance

function, and Φ (·) returns the class label of the sample. More theoretical deriva-
tion and proof details about SAE model can be found in [10].

4 Experimental Results and Analysis

4.1 Experimental Setting

Dataset. Because of the lack of open 3D dynamic hand gesture data captured
by the LMC, we build a novel dataset for our recognition task. Sixteen training
hand gestures and four test hand gestures contained in our dataset are shown
in Fig. 4. For each hand gesture class, we collected 50 data sequences, and each
sequence consists of 50 frames. Particularly, a frame contains hand direction,
palm center and 25 skeletal joint positions. Therefore, each frame is described
as an 81-dimensional vector.

Parameter Settings. For training the BLSTM network, the number of training
epochs is set to 100, and both batch size and the number of forward and backward
LSTM neurons are set to 64. We select the cross-entropy function as the loss
function, and the Adam optimization algorithm is utilized to minimize the loss.
After training, we extract a 128-dimensional feature vector from each sample
before the output layer. The output features of training set and test set are
included in our dataset for the subsequent ZSL.
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Fig. 4. Hand gestures in our dataset.

Semantic Representation. We condense fifteen semantic attributes about
various hand gestures. The correspondence between hand gesture classes and
semantic attributes is shown in Table 1.

Table 1. The semantic attribute description
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4.2 Experimental Results and Analysis

In this section, we conducted extensive evaluation on unfamiliar hand gesture
recognition task on our dataset. In the first experiment, we conducted compar-
isons with two state-of-the-art ZSL models, which are the Embarrassingly Sim-
ple Zero-Shot Learning (ESZSL) [23] and the Synthesized Classifiers (SYNC)
[5], respectively. The qualitative evaluation results are shown in Fig. 5, and the
confusion matrices are shown in Fig. 6. We can observe that our model can sig-
nificantly outperform other methods. We also evaluate the computational cost
of these three ZSL methods. Table 2 shows that for model training and testing,
our method is the fastest.

In the second experiment, the effect of various size of training dataset is eval-
uated. We randomly delete fixed number classes from original sixteen classes in

Fig. 5. The qualitative evaluation results of different recognition methods.

Fig. 6. The confusion matrices of different ZSL models.

Table 2. Comparative evaluation on computation cost

Method Training time (s) Test time (s)

ESZSL 1.1311 0.147546

SYNC (CS) 1.4941 0.43829

SYNC (OVO) 1.8176 0.41969

SYNC (struct) 1.0786 0.48054

SAE 0.437094 0.018566
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training dataset, and calculate the average accuracies of 10 repeated experi-
ments. Average accuracies with different numbers of deleted classes are shown
in Fig. 7. From the trend of curve, we can see that the average accuracies will
decrease when deleting more classes from the training dataset. Because more
attributes cannot be learned, the more unlabeled classes will be not recognized.
In despite of deleting 5 training classes, we achieve the recognition accuracy of
37.5% , which still demonstrates the effectiveness of our method.
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Fig. 7. Average accuracy of different numbers of training classes. Vertical bars indicate
±1 standard deviation.

4.3 Discussion

The experimental results have indicated that the proposed method can well rec-
ognize the unfamiliar hand gestures. However, there are some improving space.
In the process of attribute design, more attributes can be added to describe more
complicated hand gestures. Deeper BLSTM network can be utilized to extract
more sophisticated hand gesture features.

5 Conclusion and Future Work

In this paper, we present a novel unfamiliar hand gesture recognition approach
based on ZSL. We collect hand and finger joint data from the LMC and con-
struct a hand gesture dataset with semantic information. The BLSTM network
is used to extract features and the SAE model for ZSL is built to infer semantic
description of unlabeled hand gestures. By matching the predicting semantic
information and ground truth, the unfamiliar hand gestures can be inferred.
Finally, the experimental results verify that our method achieves state-of-the-
art performance and has lower computational cost than other methods.

In the future, the proposed method will be applied to the real-life human-
robot interaction system. We plan to realize a real-time online hand gesture
recognition interface which can make the robot correctly understand user’s inten-
tion even though they use unfamiliar hand gestures.
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Abstract. Event recognition is one of the most fundamental and critical field in
information extraction. In this paper, Event recognition task can be divided into
two sub-problems containing candidate event triggers identification and the
classification of candidate event trigger words. Firstly, we use trigger vocabulary
generated by trigger expansion to identify candidate event trigger, and then
input sequences are generated according to the following three features: word
embedding, POS (part of speech) and DP (dependency parsing). Finally mul-
ticlass classifier based on joint neural networks is introduced in the step of
candidate trigger classification. The experiments in CEC (Chinese Emergency
Corpus) have shown the superiority of our proposal model with a maximum F-
measure of 80.55%.

Keywords: Event recognition � Bi-RNN � Dependency parsing

1 Introduction

Natural-language organized texts express higher-level semantic information through
events. Recognizing these events is the most fundamental task in event-oriented natural
language process. Event recognition is also one of the most significant tasks in
Information Extraction field. Event is defined as a thing happened in particular time and
place and showed a number of characteristics of the movement [1]. Event trigger is a
word which clearly indicates the occurring of event. Event trigger identification is a
crucial step in most of event recognition approaches. Event recognition can be trans-
formed in to the problem of trigger recognition in some situations. For example, “the
earthquake happened yesterday caused 21 wounded”. There is a trigger wounded
indicates the occurrence of casualty. However, “the earthquake happened yesterday
hasn’t caused any wounded.” There is also an event trigger wounded in the sentence,
but the trigger “wounded” doesn’t indicate the occurrence of any events.

Therefore, Event Recognition can be divided into two sub-problems containing
candidate event trigger identification and the classification of candidate event trigger. In
previous work, we counted all event triggers in CEC and expanded it by using Ton-
gyici Cilin (Extended) developed by HIT IR-Lab which is a synonym dataset applied to
Chinese words. Hence this paper mainly focuses on the classification of candidate
event trigger.
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Existing event recognition approaches can be generally classified into two cate-
gories: rule based approaches and machine learning based approaches. Rule based
approaches refer to the recognition and extraction of certain types of events are con-
ducted under the guidance of a number of templates, using variety of pattern matching
algorithms to match the events to be extracted in texts. However, the effectiveness of
rule based approaches depending on the quality of the templates researchers defined.
These methods also have poor portability and robustness. Machine learning based
approaches based on machine learning convert event recognition to classification of
word-level information. The performances of traditional machine learning based
methods depend on suitability of the features designed by researchers. Existing
methods of event recognition achieved certain results, however there are some
restrictions. Methods based on rules lack portability and robustness. Scientists have to
design rules to maintain optimal performance for texts in new fields. Methods based on
machine learning treat the event recognition as a word features classification problem,
where many features are extracted using various NLP toolkit, these methods fail to
mine deep semantic information.

In recent years, deep learning has achieved great success in speech recognition,
image processing and natural language [10–12]. Deep learning creates more abstract
high-level representations by combining lower-level features to discover distributed
representations of the data. Currently, some researchers have made some attempts to
apply deep learning in the field of event recognition. These methods achieved better
results than traditional models. However, there are few researches on the event
recognition applied in Chinese texts.

In this paper we propose a joint model constituted by RNN and CNN structures to
extract events from Chinese texts. In this paper, the words in texts are converted into
feature vectors containing word embedding and semantic features. Deep learning
model is used to automatically mine deep semantic information. The result of exper-
iment has shown to achieve better results compared to other approaches applied into
Chinese text.

The remained of this paper is organized as follows: we sketch related works in
Sect. 2. Section 3 introduces our model architecture in detail. Section 4 presents the
experiment results on CEC, and the conclusion is drawn in Sect. 5.

2 Related Work

Existing event recognition approaches can be generally classified into two categories:
rule based approaches and machine learning based approaches.

Methods based on rules mainly apply pre-defined rules to event recognition. Sur-
deanu et al. [2] proposed an event extraction system applied to open-domain. Liang
et al. [3] proposed an approach combined manual definition and automatic filling to
extract disaster events. Mcclosky et al. [4] proposed an approach for the extraction of
structures by taking tree of event-argument relations and using it to capture event
structures. Yankova et al. [5] defined FRET (Football Reports Extraction Templates)
applied in event extraction of football match. Methods based on rules lack portability
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and robustness. Rules designed in these researches work in certain field. Researchers
have to design new rules to adapt texts in other field.

Methods based on machine learning regards the task of event recognition as a
classification problem, with the main emphasis on the construction of classifier and the
discovery and selection of features. Relatively speaking, these approaches are more
objective, doesn’t require too much human intervention and domain knowledge, so the
current event recognition research mostly adopts the method of machine learning. In
2002, Hai et al. [6] firstly applied maximum entropy classifier to event extraction for
event recognition. Fu et al. [7] proposed approached event classifier based on the
semantic features. Zhao et al. [8] proposed an approach based on trigger expansion and
classification. Mccracken et al. [9] proposed an approach for event extraction which
integrates a statistical approach using machine learning over Propbank semantic role
labels. Machine learning based methods design different features extracted by various
NLP toolkits for different tasks, thus not making them generalizable.

Deep learning has achieved great success in speech recognition, image processing
and natural language [10–12]. Deep learning creates more abstract high-level repre-
sentations by combining lower-level features to discover distributed representations of
the data. Currently, some researchers have made some attempts to apply deep learning
in the field of event recognition. Zhang et al. [13] proposed CEERM based on RBM to
recognize events in Chinese Emergency Corpus. Patchigolla et al. [14] proposed a
model based on RNN to identify biomedical event trigger. Chen et al. [15] proposed
DMCNN model, which uses a dynamic multi-pooling layer according to event triggers
and arguments. Ghaeini et al. [16] applied forward-backward recurrent neural networks
to detect events.

These methods achieved better results than traditional models. However, there are
few researches on the event recognition applied in Chinese texts. In this paper we
propose a joint model constituted by RNN and CNN structures to extract events from
Chinese texts. In this paper, the words in texts are converted into feature vectors
containing word embedding and semantic features. Deep learning model is used to
automatically mine deep semantic information. The result of experiment has shown to
achieve better results compared to other approaches applied into Chinese text.

3 Proposed Model

In this section we will introduce the whole structure of event recognition model and the
details of each procedure.

As shown in Fig. 1, our event recognition model can be divided into three parts,
candidate trigger extraction, input sequence generation module and deep classifier.
Candidate trigger extraction mainly extracts word sequences with candidate trigger by
trigger vocabulary. Input sequence generation module converts word sequences into
word feature sequences by word embedding trained by skip-gram and NLP toolkit
analyze result. Deep Classifier receives word feature sequence as input and output the
category of candidate trigger in input sequence.
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3.1 Candidate Trigger Extraction

The main function of Candidate Trigger Extraction procedure is extracting sentences
with candidate triggers and then provide these sentence with their corresponding labels.
In previous work, we have counted the event triggers in CEC. Due to the limited size of
CEC, the trigger vocabulary constructed by triggers extracted from CEC is also limited,
making it difficult to achieve large-scale coverage in open domain. This paper used
Tongyici Cilin (Extended) developed by HIT IR-Lab to automatically expand the
trigger vocabulary and cover triggers as many as possible. Then Preprocessing System
calls LTP to process the sentences with candidate triggers and get POS and DP results
of these sentences.

3.2 Input Sequence Generation

The input sequence generation module generates input sequence for each sentence
processed by last procedure. In this module, we use the word feature around the
candidate trigger word to seize the context information. So each sequence contains
seventeen feature vectors including the features of eight words before the candidate
trigger, the feature of trigger word itself and the features of eight words. Before feeding
the data into the deep classifier, each word is represented by feature vector contains
word embedding and semantic feature.

Corpus

Candidate Triggers List

Result (Y)

Deep Classifier

Bi-LSTM Network Convolu on Network

Input Sequence (X)Input Sequence Genera on

Candidate Trigger Extrac on

Fig. 1. The whole architecture of event recognition model using joint neural network
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Word Embedding. Word embedding is the collective name for a set of language
modeling and feature learning techniques in natural language processing where words
or phrases from the vocabulary are mapped to vectors of real numbers. Several
researches have raised methods for representing words as real-valued vectors in order
to capture the hidden semantic and syntactic properties of words. In this paper, we use
pre-trained 64-dimension word embedding as part of word feature.

Semantic Feature. According to words in sentences containing candidate trigger
words, we define two features to describe their semantic features.

POS (parts of speech) is the most basic grammatical feature of a word in sentence.
In sentence, POS as a generalization of the word plays an important role in language
recognition, syntax analysis, information extraction and other tasks. For instance,
nouns and verbs can act as trigger words in sentences, however using an adverb as
trigger word is absolutely impossible. In CEC, trigger words have a concentrated
distribution, 80% of trigger words are verbs and 14% are nouns. Therefore, using POS
as part of semantic feature can improve recognition accuracy.

DP (dependency parsing) reveals its syntactic structure by analyzing the depen-
dencies among the components of language units. Intuitively speaking, dependent
syntactic analysis identifies the grammatical components such as “verb-object” and
“subject-verb” in sentences, and analyzes the relationship among the components. DP
exactly describes semantic role relationships between words. In CEC, according to
results of DP, 62% of trigger words have subject-verb relationships and 18% have
verb-object relationships. In most cases, certain dependencies between trigger words
indicate the occurrences of the events.

The part-of-speech categories here can be nouns, verbs, adjectives, or others. Part
of speech is the most basic grammatical feature of a word. DP (Dependency Parsing)
reveals its syntactic structure by analyzing the dependencies among the components of
language units. Popularly, DP is the relationships like verb-object and verdict-
complement in sentence. We use one-hot vector to present these feature. The feature of
DP can be divided into five classes contains SBV (subject-verb relationship), VOB
(verb-object relationship), COO (coordinate relationship), ATT (attribute relationship)
and default (other relationships).

3.3 Feature Extraction

In this section, we will discuss about details of our study model. Our study model
structure is presented as shown in Fig. 2. In this paper, CNN and Bi-RNN Model are
used to learn features from the input sequence simultaneously and the outputs from two
models are concatenate to make classification. After the procedures introduced in last
section, each tagged candidate trigger word was converted into the input sequence of
word features.

Extracting Context Features with Bi-RNN. RNN is a powerful model for learning
features from sequential data. RNN model is suitable for our inputs which are
sequences of word feature. In this paper, we use LSTM unit [18] to handle the van-
ishing and exploding gradient problem and use bidirectional model to let the hidden
state of event trigger to capture features from both past and future.
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As shown in Fig. 2, we use Bi-RNN to extract the context information of the
candidate trigger. The hidden state of trigger word is extracted as Bi-RNN feature. We
choose the state of the middle moment as the output of Bi-RNN model.

Extracting Sentence-Level Features with CNN. The CNN with max-pooling layers,
is a good choice to capture the semantics of n-grams within a sentence. In this paper,
various convolution filters are used to encode the semantic information in word
sequence, the experimental result in Sect. 4 shows that the features extracted by CNN
model helps to improve the effect of event recognition.

4 Experiment Results

4.1 Hyperparameters Setting and Corpus

Our experimental dataset is CEC 2.0. CEC 2.0 is an event-based Chinese natural
language corpus developed by the Semantic Intelligence Laboratory of Shanghai
University. It has collected 333 newspaper reports about earthquakes, fires, traffic
accidents, terrorist attacks and food poisoning. We labeled event triggers, participants,
objects, times, places and relationships between events by using a semi-automatic
method. CEC is available at https://github.com/shijiebei2009/CEC-Corpus.

We extract texts in CEC as experiment Corpora, and find out candidate trigger with
trigger vocabulary. These trigger were divided into 7 classes including 6 classes
denoted in CEC and one more class which means this candidate trigger is not an event
trigger. As shown in Table 1, the experiment Corpora contains 9224 candidate trigger,
these triggers were divided into 7 classes.

Input Sequence

LSTM(Forward)

LSTM(Backward)

Hidden Layer

...

LSTM cell

SequenceLength

LSTM cell LSTM cell LSTM cell

...

LSTM cell... ...

LSTM cell LSTM cell LSTM cell LSTM cell LSTM cell... ...

Bi-LSTM Feature

InputSize

WordFeature

WordFeature 
of Trigger

Fig. 2. Bi-RNN Layer expanded according to series
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Cross entropy is used as loss function and the model is trained using Adam opti-
mization. We use pre-trained word embedding with 64 dimensions. In our final model,
RNN hidden state dimension of 80 (for each direction), CNN with 3 filters whose sizes
was 3, 4, 5. In the whole network, we use dropout of 0.3.

4.2 Comparison Between Different Values of CNN Features

Our study model is a joint model combining RNN feature with CNN feature. It’s
necessary for us to decide threshold of CNN features. The comparison of ensemble
model with different variable and single RNN or CNN model is shown in Table 2. In
this table, parameter n is the feature amount for each filter in CNN. As shown in
Table 2 and Fig. 3, the joint model with 11 as parameter performed best in our
experiment. Compared to the result of single RNN model, F-measure was increased by
2.2%. However single CNN model performed worst in our experiment. The features
amount of CNN features need to set according to specific issue.

Table 1. Event statistics in train and test corpora

Trigger class Train count Test count

Non-event 2882 720
Perception 212 53
stateChange 797 199
Emergency 534 133
Statement 688 171
Action 1893 473
Movement 376 93

Table 2. Comparison of results based on various amount of features extracted by CNN

Model Precision (%) Recall (%) F-measure (%)

RNN model 79.11 77.33 78.04
CNN model 64.53 60.25 62.31
Joint model (n = 6) 79.62 75.30 77.16
Joint model (n = 7) 79.64 77.05 78.28
Joint model (n = 8) 81.03 77.84 79.20
Joint model (n = 9) 80.04 78.72 79.47
Joint model (n = 10) 80.82 79.57 80.08
Joint model (n = 11) 82.12 79.25 80.55
Joint model (n = 12) 79.69 79.85 79.80
Joint model (n = 13) 80.27 77.94 78.75
Joint model (n = 14) 80.95 78.91 79.71
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4.3 Comparison Between Various Word Representation

In this section we investigate the importance of various features shown in Table 3.
Here Word, POS and DP refer to using word embedding, part-of-speech and depen-
dency as word representation in event recognition. For example, Word + POS means
using both word embedding and part-of-speech as input feature. As shown in Table 3,
F-measure was increased when we use POS and DP to expand the word feature. We
can say that POS and DP help to expand word semantic information and improve the
model’s performance.

4.4 Comparison with Baseline Models in Chinese Event Recognition

As shown in Table 4, our method performed better f-measure than other traditional
methods in Chinese. Different from the traditional method using manually engineered
features, we use word embedding and a small amount of designed features as input of
deep learning model, and let computer learn RNN and CNN feature automatically. The
experimental result shows deep learning method can perform better without artificial
features.
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Fig. 3. The change curve of F-measure changes with features extracted by CNN

Table 3. Comparison between various word representations

Word representation Precision (%) Recall (%) F-measure (%)
Word embedding 77.61 79.53 78.40
Word + POS 79.27 79.20 79.19
Word + DP 80.76 78.86 79.69
Word + POS + DP 82.12 79.25 80.55
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5 Discussion and Conclusion

This paper examined event recognition in Chinese Emergency Corpus. We converted
event recognition into two sub-problems containing candidate event trigger identifi-
cation and the classification of the candidate event trigger. We used trigger vocabulary
to identify event triggers and proposed a joint study model combining bi-directional
RNN model with CNN model to solve the second sub-problem. The study model
learned both RNN feature and CNN feature to make classification. Our experiments
have shown to achieve better f-measure than other methods in Chinese text. We also
tested the relationship between recognition performance of model and the number of
CNN features. Experimental results show that recognition performance can be
improved when the number of CNN features increases to a certain extent. In addition,
the experimental results show that DP and POS feature of word help to improve the
effect of event recognition.
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Abstract. Although font recognition is a fundamental issue in the field of
document analysis and recognition, it was usually ignored in the past. With the
development of optical character recognition (OCR), font recognition becomes
more and more important. This paper proposed a well-designed convolutional
neural network (CNN) architecture for traditional Mongolian font recognition by
means of a single word. To be specific, the whole word image is regarded as input
of CNN. Hence, the word images should be normalized into the same size before
being inputted into CNN. By comparison, an appropriate aspect ratio for the
traditional Mongolian word images has been determined. Experimental results
demonstrate that the proposed CNN architecture outperforms three classic CNN
architectures, including LeNet-5, AlexNet and GoogLeNet. Therefore, the pro-
posed CNN is much more suitable for the task of the traditional Mongolian font
recognition in the way of a single word.

Keywords: Traditional Mongolian � Font recognition
Convolutional neural network � Word image � Aspect ratio

1 Introduction

A formal document generally contains multiple parts such as title, main body and so
forth. These parts are usually edited in some certain fonts. The existence of multiple
fonts makes the character recognition difficult, which results in decreasing the accuracy
of optical character recognition (OCR) systems considerably. If the fonts are known
before character recognition, an individual recognizer can be constructed for per font.
Such the mono-font character recognition strategy can achieve higher accuracy.
Moreover, reproduction of a digitized document requires the identification of the
characters and the fonts used in the original document. Font recognition is very useful
for determining the logical entities of a document including title, subtitle and para-
graphs. Therefore, font recognition is able to not only improve the accuracy of OCR
system, but also recover the layouts of a document exactly.

In the literatures, many approaches have been proposed for solving the problem of
font recognition. Most of these approaches were applied to handling font recognition
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for the western and Arabic. Zramdini et al. [1] presented a statistical approach based on
global typographic features for recognizing 10 English fonts. Jung et al. [2] used
typographical attributes such as ascenders, descenders and serifs obtained from a word
image for classifying 7 English fonts. Moussa et al. [3] proposed global texture features
based on fractal geometry for categorizing 10 Arabic fonts. Lutf et al. [4] extracted
rotation invariant features from diacritics of Arabic characters. For Chinese font
recognition, Zhu et al. [5] firstly utilized a set of Gabor filters to extract textual features.
Ding et al. [6] introduced an algorithm for context-independent font recognition on a
single Chinese character and extracted wavelet features. Moreover, Song et al. [7]
proposed a novel multi-scale sparse representation for font recognition on a single
Chinese character as well.

The above approaches can be divided into the following two categories: typo-
graphical features based approaches [1, 2] and textual features based approaches [3–7].
In [8], Joshi et al. have investigated and reported that the textual features based
approach is much more efficient than the former one. Although the existing approaches
can realize font recognition for various languages, there is still room to improve the
recognition precision.

In [9], font recognition was regarded as a special form of image classification
problem. Therefore, the key issue of font recognition is how to represent or describe
images. In recent years, convolutional neural network (CNN) has attracted much
attention and shown superior performance in the domain of image classification [10–
12] as well as font categorization [13, 14]. In [13], handwritten Chinese characters were
classified into five kinds of calligraphy categories using deep features extracted from a
CNN pretrained on natural images. In [14], a patch based classification framework has
been presented for font classification. Specifically, two classic CNN architectures (i.e.
AlexNet and ResNet-50) were used for classifying patches extracted from line image or
page image. The advantage of CNN is able to learn discriminative feature represen-
tations from training samples.

Until now, there is no literature about Mongolian font recognition. In this paper, a
designed CNN architecture has been used to accomplish Mongolian font recognition.
To be specific, Mongolian word images (i.e. font recognition on a single word) are
treated as inputs of a well-designed CNN. Therefore, Mongolian word images extracted
from original document images need to be normalized into the same size before being
inputted into CNN. In this study, several normalized sizes have been compared with
each other and a suitable one has been confirmed. As far as we know, this study is the
first time to realize Mongolian font recognition.

The remainder of the paper is organized as follows. The related work is presented in
Sect. 2. The proposed CNN is described detailedly in Sect. 3. Experimental results are
provided in Sect. 4. Section 5 gives the conclusions.

2 Related Work

In this study, the mentioned Mongolian is called traditional Mongolian, which is
widely used in Inner Mongolia Autonomous Region of China. The traditional Mon-
golian is a kind of alphabetic script. All letters of one Mongolian word are
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conglutinated together in vertical direction, and letters have initial, medial or final
visual forms according to their positions within a word. A blank space is used to
separate two words. Meanwhile, the traditional Mongolian is also a kind of aggluti-
native language. Its word formation and inflection is built through connecting different
suffixes to the roots or stems. Furthermore, the traditional Mongolian has a very special
writing system, which is quite different from Chinese, Arabic, English and other Latin
languages. Its writing order is from top to bottom and its column order is from left to
right [15, 23]. A fragment of one document written in the traditional Mongolian is
depicted in Fig. 1.

Regarding to OCR for the machine-printed traditional Mongolian, a segmentation-
based scheme has been proposed in our previous work [16, 17]. One Mongolian word
should be segmented into multiple glyphs, and then a classifier was designed to rec-
ognize these glyphs. A multi-layer perceptron model and a convolutional neural net-
work have been treated as the classifier in [16] and [17], separately. However, the
segmentation is quite costly and increases the chances of errors. Especially, such the
segmentation-based scheme is incompetent for a certain Mongolian font (e.g. Hawang
font in Fig. 2).

Column order

Writing
order

Fig. 1. A fragment of one machine-printed traditional Mongolian document.

(a) Bai Font (b) Hei font (c) Title Font (d) Newspaper Font (e) Hawang Font

Fig. 2. The same Mongolian word in different fonts.
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Recently, we have presented a segment-free traditional Mongolian OCR system in
[18]. The traditional Mongolian word can be recognized directly, which avoids the
problem of segmentation. Therein, the process of the machine-printed traditional
Mongolian words recognition was taken as a sequence to sequence mapping problem.
To be specific, the input word image is treated as a sequence of image frames and the
output word as a sequence of letters. In this way, the model can be trained to obtain the
relationship between letters and image frames. Nevertheless, the traditional Mongolian
language has a very large vocabulary, and daily used vocabulary is about 0.1 to 1
million. Meanwhile, many fonts are frequently used in practice. As a result, the process
for training the model is so slowly.

Therefore, it is necessary to solve the problem of font recognition so as to design an
individual recognizer for each font. In this paper, we focus on font recognition on a
single Mongolian word image, which is helpful for OCR and document analysis if
more than one font is adopted in a given Mongolian document. The considered font
recognition is formalized as a task of image classification. Through designing a CNN,
the input is a Mongolian word image and the output is a specific category of font.

3 Proposed Approach

In our study, the handling objects are Mongolian word images. For a given Mongolian
document, it should be divided into individual word images through several pre-
processing steps, including binarization, connected components analysis and so forth.
Here, we only concentrate on how to realize font recognition on a single Mongolian
word. The details of our proposed approach will be presented in the next sub-sections.

3.1 Normalization of Mongolian Word Images

Because all letters of one Mongolian word are conglutinated together in vertical
direction, the aspect ratios of the Mongolian word images are more than one in general
[19, 24]. Thus, four different aspect ratios (see Fig. 3) are attempted in our study and
they are 28 * 28, 32 * 32, 64 * 32 and 96 * 32. A comparison experiment has been
completed on the four kinds of aspect ratios and an appropriate aspect ratio has been
determined in Sect. 4.

32*32 64*32 96*3228*28

Fig. 3. Four kinds of aspect ratios.
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3.2 The Framework of the Designed CNN

The proposed convolutional neural network is very simple and its structure consists of
four convolutional layers (denoted by C1, C2, C3 and C4, severally), two fully-
connected (denoted by FC1 and FC2) layers and one softmax output layer. The second,
third and fourth convolutional layers are followed by a max-pooling layer, respectively.
The detailed structure is shown in Fig. 4.

The running procedure of the proposed CNN is presented as below. If the aspect
ratio is set to 96 * 32, each Mongolian word is resized into 96 * 32 and then inputted
into the first convolutional layer (denoted by C1), which contains 16 kernels of size
5 * 5 with a stride of one pixel. Next, the second convolutional layer (denoted by C2)
takes as input the output of the first convolutional layer and filters it with 32 kernels of
size 3 * 3 with a stride of one pixel. After that, one max-pooling layer follows the
second convolutional layer, in which kernel size is 2 * 2 with a stride of two pixels.
The max-pooling layer makes the output of C2 reduce to a half. Then, the third
convolutional layer (denoted by C3) takes as input the output of the first max-pooling
layer and filters it with 64 kernels of size 4 * 4 with a stride of one pixel. Another max-
pooling layer follows the third convolutional layer. Its kernel size is also 2 * 2 with a
stride of two pixels, which reduces the output of C3 into a half. The fourth convolu-
tional layer (denoted by C4) takes as input the output of the second max-pooling layer
and filters it with 128 kernels of size 3 * 3 with a stride of one pixel.
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1@96x32 16@96x32
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Convolution: 5x5

Stride: 1
Activation: ReLU

Padding: True

32@96x32
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Padding: True
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Fig. 4. The structure of the designed CNN.
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Afterwards, the third max-pooling layer follows the fourth convolutional layer. Its
kernel size is still 2 * 2 with a stride of two pixels, which reduces the output of C4 into
a half. The output of the third max-pooling layer will be converted into a vector by a
flatten layer. Finally, two fully-connected layers (denoted by FC1 and FC2) are fol-
lowed by an output layer. The amount of neurons in FC1 and FC2 is 512 and 1024,
separately. Because the number of categories of fonts is 5, the number of neurons in the
output layer equals 5. Specially, zero-padding scheme is utilized in per convolutional
layer. In addition, ReLU [10] activation function is utilized for the neurons of the four
convolutional layers and the two fully-connected layers. As an effective method to
prevent over-fitting, dropout [20] is applied to the two fully connected layers. Both the
probabilities are set to 0.25.

4 Experimental Results

4.1 Dataset and Experiment Settings

To evaluate the performance of the proposed approach, a dictionary of the traditional
Mongolian has been collected and the number of vocabularies is more than 240,000.
Here, five types of Mongolian fonts are involved, which includes Bai font, Hei font,
Title font, Newspaper font and a handwriting-like font, named Hawang font. Several
examples of the five fonts are given in Fig. 2. From Fig. 2, we can see that the words
vary in width, height and shape from font to font, which results in the font recognition
task with challenging.

For each vocabulary of the dictionary, the five types of Mongolian fonts are used
for generating the corresponding word images with font size of 10 point, respectively.
In the above process, three resolutions (i.e. 300 dpi, 400 dpi and 500 dpi) are con-
sidered. Thus, a collection with 1.2 million (240,000 � 5 fonts) word images is con-
structed under per resolution. Our dataset consists of 3.6 million samples in total.

In our experiment, 2-fold cross validation is used for evaluating the performance of
the proposed CNN under different image resolution, severally. In this way, samples per
image resolution have been divided randomly into two parts with equal sizes, which
results in 0.6 million samples in the training set and the testing set, separately. Eval-
uation metric is the accuracy of font recognition.

The proposed CNN was trained and tested on the training set and the testing set,
severally. During the above process, a standard stochastic gradient descent (SGD) with
momentum and weight decay is adopted. In this study, the momentum is set to 0.9 and
weight decay is 10−6. Meanwhile, the batch size and learning rate is set to 350 and
0.01, respectively. The amount of training epochs is 500.

4.2 Performance of the Proposed CNN

In this experiment, we have tested the performance of the proposed CNN under the
three different image resolutions. Meanwhile, the four types of the aspect ratios have
been compared with each other. The detailed results are shown in Tables 1, 2 and 3.
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From Tables 1, 2 and 3, we can see that the performance is better and better with
increasing the resolution. It comes to a conclusion that the best aspect ratio is always
96 * 32 under the three different image resolutions. Among the four aspect ratios,
96 * 32 is the most suitable for the traditional Mongolian word images. In subsequent
experiment, only the aspect ratio of 96 * 32 is considered.

4.3 Comparison Between Our Proposed CNN with Baseline Methods

In this experiment, three classic CNN architectures were chosen as baseline methods.
They are LeNet-5 [21], AlexNet [10] and GoogLeNet [22], respectively. For the three
classic CNNs, the experimental settings are the same as our proposed CNN. We have
tested the corresponding performance of the three classic CNNs under the three dif-
ferent image resolutions.

The performance of the three classic CNNs is depicted in Fig. 5 and the comparison
results between our proposed CNN and the baselines are listed in Table 4. From Fig. 5,
the same conclusion can be drawn that the performance is also better and better with
increasing the resolution. The GoogLeNet can obtain the best performance in various
image resolutions. It demonstrates that the GoogLeNet is superior to the other CNN
architectures.

From Table 4, we can see that the proposed CNN consistently outperforms than the
three classic CNNs in various image resolutions. In particular, the performance of the
proposed CNN is identical to the GoogLeNet, when the image resolution is 500 dpi.
But, the architecture of the proposed CNN is much shallower compared with the
GoogLeNet. Therefore, we can conclude that the proposed CNN with a shallow
architecture is competent for the task of font recognition in the way of a single
Mongolian word.

Table 1. The performance of the proposed CNN using 2-fold cross validation with 300 dpi.

Aspect ratio 28 * 28 32 * 32 64 * 32 96 * 32

Fold 1 99.75% 99.76% 99.92% 99.95%
Fold 2 99.66% 99.79% 99.94% 99.99%
Average 99.62% 99.78% 99.93% 99.97%

Table 2. The performance of the proposed CNN using 2-fold cross validation with 400 dpi.

Aspect ratio 28 * 28 32 * 32 64 * 32 96 * 32

Fold 1 99.19% 99.88% 99.82% 99.98%
Fold 2 99.87% 99.67% 99.88% 99.98%
Average 99.53% 99.78% 99.85% 99.98%

Table 3. The performance of the proposed CNN using 2-fold cross validation with 500 dpi.

Aspect ratio 28 * 28 32 * 32 64 * 32 96 * 32

Fold 1 99.97% 99.98% 99.99% 99.99%
Fold 2 99.97% 99.98% 99.99% 99.99%
Average 99.97% 99.98% 99.99% 99.99%
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5 Conclusion

In this paper, we proposed a novel CNN architecture for accomplishing the traditional
Mongolian font recognition. On the one hand, a single Mongolian word is taken as
input of CNN. Thereby, it is helpful for OCR and document analysis if more than one
font is adopted in a given Mongolian document. On the other hand, an appropriate
aspect ratio has been determined according to the word-formation characteristics of
Mongolian language.

By analyzing the experimental results, the performance of the proposed CNN is
superior to LeNet-5, AlexNet and GoogLeNet under the image resolutions of 300 dpi
and 400 dpi. When the image resolution is set to 500 dpi, the performance of the
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Fig. 5. The performance of the three classic CNNs.

Table 4. The comparison results between the proposed CNN and the baseline methods.

Method Resolution
300 dpi (96 * 32) 400 dpi (96 * 32) 500 dpi (96 * 32)

LeNet-5 99.89% 99.90% 99.93%
AlexNet 99.90% 99.91% 99.95%
GoogLeNet 99.91% 99.93% 99.99%
The proposed CNN 99.97% 99.98% 99.99%
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proposed CNN is the same as the GoogLeNet. However, the architecture of the pro-
posed CNN is much shallower than the GoogLeNet. Furthermore, the appropriate
aspect ratio (i.e. 96 * 32) for the traditional Mongolian word images has been deter-
mined as well. By comparison, we find that the proposed CNN with a shallow
architecture is much more suitable for the task of font recognition by means of a single
Mongolian word.

Acknowledgements. This paper is supported by the National Natural Science Foundation of
China under Grant 61463038.
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Abstract. In this paper, we propose a novel Wasserstein genera-
tive adversarial network domain adaptation (WGANDA) framework
for building cross-subject electroencephalography (EEG)-based emo-
tion recognition models. The proposed framework consists of GANs-like
components and a two-step training procedure with pre-training and
adversarial training. Pre-training is to map source domain and target
domain to a common feature space, and adversarial-training is to narrow
down the gap between the mappings of the source and target domains
on the common feature space. A Wasserstein GAN gradient penalty loss
is applied to adversarial-training to guarantee the stability and conver-
gence of the framework. We evaluate the framework on two public EEG
datasets for emotion recognition, SEED and DEAP. The experimental
results demonstrate that our WGANDA framework successfully handles
the domain shift problem in cross-subject EEG-based emotion recogni-
tion and significantly outperforms the state-of-the-art domain adaptation
methods.

Keywords: EEG · Emotion recognition · Domain adaptation · GAN

1 Introduction

With rapid development of affective computing and emotional intelligence, affec-
tive brain-computer interfaces (aBCIs) have recently attracted widespread atten-
tion [13]. aBCIs aim to equip machines with the ability to detect users’ affec-
tive states from neurophysiological signals and provide humanized interactions.
Recently, many researchers have made significant progresses in EEG-based emo-
tion recognition models, especially in subject-specific models [1,8,10,21]. How-
ever, due to domain shift [18] caused by the non-stationary nature of EEG signals
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and structural variability between individuals [12,15], an EEG-based emotion
recognition model trained with data from one specific subject usually does not
generalize well to another. In practical aBCI applications, a cross-subject emo-
tion recognition model which is capable of recognizing the emotions of a new
subject with unlabeled data is required rather than a subject-specific one. To
deal with the domain shift problem caused by inter-subject variability, we focus
on developing cross-subject emotion recognition approach in this work.

A promising solution to the domain shift problem is to take advantage of
the domain adaptation methods. The basic idea of these methods is to transfer
knowledge from source domain to unlabeled target domain. Under the circum-
stance of domain shift, marginal probability distributions of source domain and
target domain are different. Domain adaptation methods are able to handle this
difference by mapping features of both domains into a common feature space,
where the marginal probability distributions of the two mappings are similar.

Various domain adaptation methods have been developed to find the com-
mon feature space for source and target subjects. Most of them aim to minimize
some metrics between two probability distributions, such as maximum mean
discrepancy (MMD) [5]. For example, transfer component analysis (TCA) [14],
a typical domain adaptation method, minimizes MMD between distributions of
source and target domains by constructing kernel matrix. This method, along
with kernel principle component analysis (KPCA) [17] and transductive parame-
ter transfer (TPT) [16], has been successfully used for implementing personalized
EEG-based emotion models [23].

An alternative way of finding the common space is to leverage the trans-
ferability of deep neural networks [9]. One of attractive approaches is to apply
generative adversarial domain adaptation [19], which is closely related to gen-
erative adversarial networks (GANs) [4]. The adversarial training procedure of
GANs can be formulated as a minimax problem. When the game achieves its
equilibrium, the distribution of generated data is approximate to the distribution
of real data. By taking advantage of the generative ability of GANs, generative
adversarial domain adaptation methods have made considerable progresses in
dealing with the domain shift problem in computer vision [19].

In this paper, we adopt the generative adversarial domain adaptation method
to build a cross-subject EEG-based emotion recognition framework. Our work
is based on Wasserstein GAN [2], which is an improved stable version of tra-
ditional GAN. Instead of using the source subject features, we consider their
mappings in a new feature space as the real data distribution, which has been
adopted in Adversarial Discriminative Domain Adaptation (ADDA) as well [19].
The features of the target subjects are mapped to the same feature space, in
which their mappings are considered as the generated distribution. The distance
between marginal probability distributions of the two mappings are reduced
through adversarial training, and then the domain shift problem is fixed.

Our proposed Wasserstein GAN domain adaptation (WGANDA) framework
aims to solve the domain shift problem in EEG-based emotion recognition caused
by inter-subject variability. Compared with subject-specific models, the proposed
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Fig. 1. Illustration of the proposed WGANDA framework, which consists of four parts:
the source and target generators for mapping source domain and target domain to a
common feature space, the discriminator for distinguishing source and target distribu-
tion in the common feature space, and the classifier for recognizing emotional states.

cross-subject framework makes better use of the EEG data collected from differ-
ent subjects. The framework is also able to recognize the emotions of a new sub-
ject with unlabeled data more precisely. The application of Wasserstein GAN in
this work overcomes the gradients vanish and instability problems of traditional
GANs’ training procedure. Besides, the implementation of the gradient-penalty
Wasserstein GAN loss [6] speeds up the convergence process. According to exper-
imental results on two public EEG datasets, the proposed WGANDA framework
significantly outperforms the state-of-the-art domain adaptation methods.

2 Methods

2.1 Notations and Framework Structure

Our proposed framework consists of four components as shown in Fig. 1. Assume
that a labeled dataset Xs is collected from the source subjects, and an unlabeled
dataset Xt is collected from the target subjects:

Xs = {xi
s}m

i=1, Ys = {yi
s}m

i=1, Xt = {xi
t}n

i=1 (1)

where m and n represent the numbers of data samples in source and target
datasets, respectively.

The source generator ψs and the target generator ψt map source data Xs

and target data Xt to a common feature space, respectively:

X ′
s = ψs(Xs), X ′

t = ψt(Xt) (2)

where X ′
s and X ′

t are expected to have the same feature dimensions.
The classifier C takes X ′

s and X ′
t as inputs and outputs emotion predictions,

Ysp and Ytp, as follows:

Ysp = C(X ′
s), and Ytp = C(X ′

t). (3)
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Algorithm 1. The work flow of the proposed WGANDA framework
Input: Source domain dataset Xs = {xi

s}m
i=1, Ys = {yi

s}m
i=1 and target domain dataset

Xt = {xi
t}n

i=1

Output: Predicted target domain dataset labels Ytp

1: Update θs and θc by descending along their gradients:

∇θs,θc

[
− 1

m

m∑
i=1

H∑
h=1

I(yi
s = h)logC(ψs(x

i
s))

]

2: Initialize θt with θs;
3: repeat
4: for critic iterations do
5: Update θd by ascending along its gradient:

∇θd

[
1

m

m∑
i=1

D(ψs(x
i
s)) − 1

n

n∑
i=1

D(ψt(x
i
t)) − λ

q

q∑
i=1

(||∇x̂iD(x̂i)||2 − 1)2
]

6: end for
7: Update θt by descending along its gradient:

∇θt

[
− 1

n

n∑
i=1

D(ψt(x
i
t))

]

8: until convergence
9: Predict target domain dataset labels with the target generator and the classifier:

Ytp = C(ψt(Xt))

10: return Ytp

Then a discriminator D is applied to distinguish X ′
s and X ′

t. Note that all four
components are parameterized by feedforward neural networks. The parameters
of the source generator, the target generator, the classifier, and the discriminator
are represented with θs, θt, θc and θd, respectively.

2.2 Training Procedure

The training procedure of the WGANDA framework consists of the following
two steps:

(i) Pre-training: feed source data Xs through the source generator ψs to the
classifier C, minimize cross-entropy loss with source dataset labels Ys, and
initialize target generator parameters θt with source generator parameters
θs.

(ii) Adversarial-training: train the network through an adversarial way and
update discriminator parameters θd as well as target generator parameters
θt alternatively with source data Xs and target data Xt. Note that in each
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adversarial iteration, the discriminator is updated a certain number of times
denoted with critic, while the target generator is updated only once.

After the two-step training procedure, recognition accuracy can be calculated
by feeding X ′

t to the pre-trained classifier C. The whole work flow of the proposed
WGANDA framework is described in Algorithm 1.

In the pre-training step, our goal is to minimize the cross-entropy loss by
optimizing θs and θc:

min
θs,θc

LC(Xs, Ys) = −E(xs,ys)∼(Xs,Ys)

[ H∑
h=1

I(ys = h)logC(ψs(xs))
]

(4)

where H is the number of emotion states. Then θs is fixed through the following
adversarial-training step, and θc is fixed for the final target emotion prediction.

We initialize θt with θs when LC is minimized. Without this target generator
parameter initialization step, the discriminator can easily distinguish samples
from X ′

s and samples from X ′
t, which makes it hard to optimize target generator.

Initializing θt with θs ensures the distribution of Xt is relatively close to Xs. The
discriminator will thus not be able to distinguish the two distributions too easily,
and target generator can be optimized faster.

In the adversarial-training step, the network is trained to narrow down the
gap between marginal distributions P (Xs) and P (Xt). With fixed θs and θc,
the framework can be treated as a typical GAN model. However, the tradi-
tional training procedure of GANs is prone to fall into model collapse, and it
is troubled with gradients vanish as well. To prevent these two drawbacks, we
implement Wasserstein GAN loss with gradient-penalty rather than traditional
GANs’ adversarial loss, which is applied in ADDA.

The training procedure of traditional GANs can be viewed as minimizing
the Jensen-Shannon divergence between the real and generated distributions.
As a metric for the distance of two distributions, Jensen-Shannon divergence is
discontinuous, which makes it difficult to provide useful gradients for optimizing
the generator. It is also the main reason of the GANs’ instability. The Wasser-
stein GAN adopts Earth-Mover distance (EMD, also called Wasserstein-1) to
eliminate the instability problem [2]. The EMD between two distributions is:

W (Xr,Xg) = inf
γ∼Π(Xr,Xg)

E(xr,xg)∼γ [||xr − xg||] (5)

where Π(Xr,Xg) denotes all possible joint distributions of real distribution
Xr and generated distribution Xg defined in traditional GANs. The EMD is
almost continuous and differentiable almost everywhere, and thus overcomes
the instability problem. Since the infimum of Eq. (5) is computationally highly
intractable, its Kantorovich-Rubinstein duality form is usually utilized [20]:

W (Xr,Xg) =
1
K

sup
||f ||L≤K

Exr∼Xr
[f(xr)] − Exg∼Xg

[f(xg)] (6)
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where f denotes the set of 1-Lipschitz functions. In realistic implementations, f
is replaced by discriminator D and ||f ||L ≤ K is replaced by ||D||L ≤ 1. The
loss function of Wasserstein GAN is then formulated by:

min
θG

max
θD

L(Xr,Xg) = Exr∼Xr
[(D(xr))] − Exg∼Xg

[(D(xg))] (7)

where θD and θG represent the parameters of discriminator and generator in
traditional GANs, respectively. The discriminator realizes 1-Lipschitz function
by clipping the weights and constraining them within a bounded range.

Gulrajani et al. enforced Lipschitz constraint with gradient penalty instead
of weight clipping to directly constrain the gradient norm [6], which makes the
training procedure more stable and make convergence faster. An extra penalty
term is appended to the loss function in their approach:

min
θG

max
θD

L(Xr,Xg) = Exr∼Xr
[(D(xr))] − Exg∼Xg

[(D(xg))]

− λEx̂∼X̂ [(||∇x̂D(x̂)||2 − 1)2]
(8)

where λ is a hyperparameter controlling the trade-off between original objective
and gradient penalty, and x̂ denotes the data points sampled from the straight
line between real distribution Xr and generator distribution Xg:

x̂ = αx + (1 − α)x̃, α ∼ U [0, 1], x ∼ Xr, x̃ ∼ Xg (9)

In Algorithm 1, the number of sampled data points is denoted with q.
Our WGANDA framework can be treated as a Wasserstein GAN when the

source generator is fixed. In this case, X ′
s and X ′

t correspond to the real data
Xr and the generated data Xg in traditional GANs, respectively. We present
our adversarial loss in Wasserstein GAN gradient penalty form as follows. First,
the discriminator is trained by maximizing the discriminator loss (D-Loss) with
target generator fixed:

max
θd

LD(Xs,Xt) = Exs∼Xs
[D(ψs(xs))] − Ext∼Xt

[D(ψt(xt))]

− λEx̂∼X̂ [(||∇x̂D(x̂)||2 − 1)2]
(10)

Then the target generator is trained by minimizing the generator loss (G-Loss)
with discriminator fixed:

min
θt

LG(Xt) = −Ext∼Xt
[D(ψt(xt))] (11)

The two losses are optimized in an alternating procedure, and the parameters
of different components are updated in an interleaved manner. Note that in
Wasserstein GANs, the discriminator aims to fit the 1-Lipschitz function. In
each adversarial training iteration, the discriminator is fully trained to its opti-
mization. Thus θd is updated for critic times and θt is updated only once in each
adversarial training iteration. When the discriminator is fully trained, D-Loss
represents the EMD between the marginal distribution of X ′

s and X ′
t. In our

experiments, D-Loss is used as an indicator of training process.
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The assumption of most domain adaptation methods is that, the conditional
probability distributions of source domain and target domain equal when the
marginal probability distributions of source domain and target domain are the
same. When D-Loss converges, the marginal distribution of X ′

s is approximate
to the marginal distribution of X ′

t:

P (X ′
s) ≈ P (X ′

t) (12)

According to the assumption mentioned above, the conditional distribution of
X ′

s and the conditional distribution of X ′
t are also similar:

P (Y ′
s |X ′

s) ≈ P (Y ′
t |X ′

t) (13)

where Y ′
t denotes the true labels of the dataset collected from target subject.

Under this circumstance, the classifier pre-trained with X ′
s is able to recognize

the emotions of the target subject from X ′
t. Thus after the adversarial-training

procedure, we feed Xt to the pre-trained classifier and compare the output Ytp

with its true label to get the recognition accuracy.

3 Experiment Settings

3.1 EEG Datasets

We evaluate our framework on two public EEG datasets, SEED1 [22] and DEAP2

[7]. The SEED dataset consists of 15 participants. Each of them was required
to watch 15 emotional film clips to elicit three emotions: positive, neutral, and
negative. The EEG signals were recorded at a sampling rate of 1000 Hz with ESI
NeuroScan System, which had a 62 electrode cap. The data in DEAP are formed
with 8-channel peripheral physiological signals and 32-channel EEG signals. 32
participants watched 40 music videos and their EEG signals were collected by
an international 10–20 system. The level of each video was rated 1–9 by the
participants in terms of arousal, valence, like, and dislike.

The EEG signals of both datasets are preprocessed before feeding to the
framework. Differential entropy (DE) features are extracted per second from
five frequency bands for SEED dataset: δ: 1–3 Hz, θ: 4–7 Hz, α: 8–13 Hz, β: 14–
30 Hz, and γ: 31–50 Hz [3,22]. The feature dimension is 310 (62 channels × 5
frequency bands) and the number of samples for each subject is 3394. For DEAP
dataset, the DE features are extracted per second except for δ frequency since
the low frequency band is filtered in this dataset. The feature dimension is 128
(32 channels × 4 frequency bands) and the number of samples for each subject is
2400. Valence model (high valence: level > 5, low valence: level ≤ 5) and arousal
model (high arousal: level > 5, low arousal: level ≤ 5) are adopted in this work.

1 http://bcmi.sjtu.edu.cn/∼seed/index.html.
2 http://www.eecs.qmul.ac.uk/mmv/datasets/deap/.

http://bcmi.sjtu.edu.cn/~seed/index.html
http://www.eecs.qmul.ac.uk/mmv/datasets/deap/
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Fig. 2. Discriminator loss (D-Loss) (a), MMD (b) and accuracy (c) tendency along
with training steps of SEED dataset.

3.2 Evaluation Details

To demonstrate the effectiveness of the proposed framework, a leave-one-subject-
out cross validation is conducted. We chose one subject as the target subject and
leave the others (14 for SEED, and 31 for DEAP) as source subjects.

To optimize the network structure, we perform grid search on the number of
network layers. The numbers of layers are searched from 3 to 6 for both generator
and discriminator. Each hidden layer of both the source generator network and
the target generator network has 512 nodes for SEED dataset and 256 nodes
for DEAP dataset. The outputs of the two generators have the same dimension
as the input data, which is 310 for SEED dataset and 128 for DEAP dataset.
Each hidden layer of discriminator network has the same number of nodes as the
hidden layers of the generators, and the output has only one dimension. For the
classifier, the numbers of network layers are searched from 1 to 3. The output
dimension is 3 and 2 for SEED and DEAP datasets, respectively. Each hidden
layer of the classifier network has 64 nodes. The ReLU activation function is
used for all hidden layers.

In our experiments, we observe that the loss of discriminator is fluctuating
with less discriminator training iterations in each round. And the discriminator
should be fully optimized to ensure the convergence in each adversarial training
iteration according to the theory of Wasserstein GANs. So the critic value is set
to 20 to ensure the convergence and training speed. It means that we update
discriminator 20 times and update target generator once in each adversarial-
training iteration. Besides, Adam optimizer is more likely to cause fluctuation
than RMSProp optimizer. Thus we use RMSProp optimizer during adversarial-
training and Adam optimizer during pre-training. To speed up the training pro-
cedure, we use mini-batch instead of full batch shown in Algorithm 1. The size
of mini-batch is set to 256. And the hyperparameter λ is set to 10.

MMD is frequently used as a measurement of the distance between two dis-
tributions [9,14], thus we adopt it in this work to evaluate the distance between
the probability distributions of X ′

s and X ′
t, and demonstrate the effectiveness of

our framework.
We use the recognition results before adversarial-training as baseline to show

the ability of adversarial domain adaptation. In order to evaluate the effective-
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Fig. 3. Accuracy comparison between the strategy using adversarial-training and the
baseline without using adversarial-training on SEED dataset.

ness of our framework, we compare it with the state-of-the-art methods including
KPCA, TCA and TPT on SEED dataset [23]. We also implement these methods
and evaluate their performances on DEAP dataset. All the hyperparameters are
adjusted following the strategies used in [23].

4 Experimental Results

In this section, we demonstrate the effectiveness of our proposed WGANDA
framework. Figure 2 depicts the training process of the adversarial-training pro-
cedure. The discriminator loss (D-loss) converges to a small value along with
the training epoch as illustrated in Fig. 2(a). As the EMD between the distribu-
tions of source and target mappings, D-Loss converging to a small value demon-
strates that the two marginal distributions are approximate to each other. The
MMD curve in Fig. 2(b) has a similar converged tendency with D-Loss, which
also implies that adversarial-training has reduced the distance between the two
mapping distributions. Moreover, the recognition accuracy shown in Fig. 2(c)
increases while MMD decreases. This phenomenon confirms the domain adap-
tation assumption. Since the classifier is optimized according to the conditional
distribution of X ′

s, only when the two conditional distributions are similar, X ′
t

can achieve high recognition accuracy with the same classifier.
We first compare our proposed framework with its baseline. Figure 3 shows

the accuracy comparison of using adversarial-training (WGANDA-Adv.) and
without using adversarial-training (WGANDA-Bas.) on SEED dataset. The
recognition accuracy of the baseline WGANDA-Bas. is calculated with the
target mappings X ′

t directly fed into the classifier after target generator ini-
tialization. WGANDA-Bas. performs poorly due to the fact that domain shift
exists when neglecting inter-subject variability. Without adversarial-training, the
source mappings and the target mappings share no common marginal distribu-
tions as well as conditional distributions. The classifier trained with X ′

s hence can
not predict the emotion states of the target subject precisely according to X ′

t. By
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Table 1. Performance of different domain adaptation methods

Methods SEED DEAP-Arousal DEAP-Valence

Mean Std. Mean Std. Mean Std.

SVM 0.5673 0.1629 0.4922 0.1571 0.5036 0.1125

KPCA 0.6128 0.1462 0.5891 0.1521 0.5658 0.0980

TCA 0.6364 0.1488 0.5193 0.1539 0.5516 0.1069

TPT 0.7631 0.1589 0.5577 0.1496 0.5564 0.1221

WGANDA-Bas. 0.5260 0.1831 0.5183 0.1406 0.5164 0.0929

WGANDA-Adv. 0.8707 0.0714 0.6685 0.0552 0.6799 0.0656

(a) (b) (c)

source negative
source neutral
source positive
target negative
target neutral
target positive

Fig. 4. Two-dimension visualization of source and target domain distributions in dif-
ferent training stages: (a) original distribution; (b) distribution after pre-training pro-
cedure; and (c) distribution after adversarial-training procedure. Small circles represent
source data samples of three classes and small triangles represent target data samples
of three classes.

using adversarial-training, the accuracy of WGANDA-Adv. shows a significant
improvement for each subject compared with the baseline result.

Next, we compare our proposed framework with three state-of-the-art domain
adaptation methods. Table 1 presents mean accuracies and standard deviations
of our proposed framework WGANDA-Adv., the baseline WGANDA-Bas., and
other three domain adaptation methods, KPCA, TCA, and TPT. The experi-
mental results of KPCA, TCA and TPT on SEED dataset are referenced from
[23]. From Table 1, we see that domain adaptation methods are effective when
handling domain shift problem in EEG-based emotion recognition. Our frame-
work significantly outperforms the state-of-the-art methods with mean accu-
racy of 87.07% and standard deviation of 0.0714 on SEED dataset. On DEAP
dataset, our framework achieves mean accuracies of 66.85% and 67.99% and
standard deviations of 0.0552 and 0.0656 on arousal and valence classifications,
respectively, which is also superior to other methods.

In order to have a better view of the effectiveness of our proposed framework,
the source and target data from SEED dataset at different training stages are
visualized in a 2-dimension way by t-SNE [11] as shown in Fig. 4. To illustrate the
influence of adversarial-training on marginal and conditional distributions more
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intuitively, samples from different subjects and emotion categories are visualized
with different markers. However, in both pre-training and adversarial-training
procedures, target labels are unknown to the framework.

Figure 4(a) depicts the distributions of the original data from the source
subjects and the target subjects, which have diverse distributions due to inter-
subject variability. From Fig. 4(a), we see that there is no any overlapping
between the source subjects samples (small circles) and the target subjects sam-
ples (small triangles). This means that the original data from the source subjects
and target subjects have diverse distributions due to inter-subject variability.
Figure 4(b) depicts the distributions of X ′

s and X ′
t before adversarial-training

procedure, which are the mappings of the original data from source and target
subjects after target generator initialization. Note that although the samples
from three emotion categories have been successfully clustered, the marginal
distributions are not the same. Under this circumstance, the pre-trained clas-
sifier can only recognize the three emotions of the source subject. Figure 4(c)
depicts the distributions of X ′

s and X ′
t after the adversarial training procedure.

Now the marginal distributions of the source mappings are approximate to the
target mappings, while the conditional distributions are similar as well. Thus the
pre-trained classifier can recognize different emotions on target subject correctly.

5 Conclusion

In this paper, we have proposed a novel Wasserstein GAN domain adaptation
framework for building cross-subject EEG-based emotion recognition models.
The framework adopts adversarial strategy by using Wasserstein GAN gradient
penalty version. The performance of our framework has been evaluated by con-
ducting a leave-one-subject-out cross validation on two public EEG datasets for
emotion recognition. By narrowing down the gap between probability distribu-
tion of different subjects, this adversarial domain adaptation method success-
fully handles inter-subject variability and domain shift problems of cross-subject
EEG-based emotion recognition. By taking advantages of adversarial training,
the proposed framework significantly outperforms the state-of-the-art methods
with a mean accuracy of 87.07% on SEED dataset, and reaches 66.85% and
67.99% on DEAP dataset for arousal and valence classifications, respectively.
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Abstract. In the recent years, unsupervised domain adaptation has
become increasingly attractive, since it can effectively relieve the anno-
tation burden of deep learning through transferring knowledge from a
different but related source domain. Domain shift is the major problem
in domain adaptation. Although the recently proposed feature alignment
methods, which reduce the domain shifts through maximum mean dis-
crepancy or adversarial training at intermediate layers of deep neural net-
work, can obtain domain-invariant representations, these deep features
are not necessarily discriminative for the target domain as no mechanism
is explicitly enforced to achieve such a goal. In this paper, we propose
to improve the classifier’s discriminative ability on the target domain
through regularizing the entropies of the softmax predictions on the tar-
get data. We conduct our experiments on several standard adaptation
benchmarks. The experiments demonstrate that our proposal can lead
to significant performance improvement for unsupervised domain adap-
tation.
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1 Introduction

Although deep learning has propelled great advances in diverse machine learning
tasks ranging from computer vision to natural language processing, its training
heavily relies on huge amounts of labelled training data [13]. Transferring knowl-
edges from a different but related source domain, domain adaptation can be a
promising way to relieve the annotation burden of deep learning on a certain
task at hand [20]. Specifically, domain adaptation aims at adapting the classi-
fier trained with fully labeled source data to make it suitable for the target task
when the labeled target data are scarce (semi-supervised domain adaptation), or
even unavailable (unsupervised domain adaptation). In this work, we will focus
on unsupervised domain adaptation, which is a much more difficult task than
the semi-supervised setting.

Domain shift is the major problem in unsupervised domain adaptation [1].
Due to the discrepancy in the distribution of the source and target data, the
classifier trained on the source domain cannot directly generalize to the target
domain [20]. In order to reduce the data shift between the source and target
domain, diverse unsupervised domain adaptation methods have been proposed
over the past years [5,6,9,16,18,19,26]. In general, their main idea was to learn
an isomorphic latent feature space, in which a distance metric of domain discrep-
ancy is minimized. Although the previous shallow models produced promising
adaptation results [5,9,19], the recent studies have demonstrated that the “deep”
features obtained by deep neural networks are more transferable [4,8] since deep
learning can effectively disentangle exploratory factors of variations behind data
distributions and learn increasingly abstract representations that are invariant to
the low-level details [2]. In the recent years, various methods, ranging from max-
imum mean discrepancy (MMD) [16,26] to adversarial training [6,25], have been
proposed to learn domain-invariant representations through reducing the domain
discrepancy at intermediate layers of convolutional neural networks. However,
these deep features are not necessarily discriminative for the target domain as
no mechanism is explicitly enforced to achieve such a goal.

In this paper, we propose an effective unsupervised domain adaptation
method, which can effectively improve the classifier’s discriminative ability in
the target domain. Our method achieves this through regularizing the entropies
of the softmax predictions on the target data. In particular, the entropies of the
softmax probabilities of the target data are minimized to push the target samples
away from the classification boundaries and increase the confidence of the clas-
sifier’s prediction on the target data. The entropy minimization has also been
used in unsupervised learning [12] and semi-supervised learning [23]. Though
high prediction confidence does not necessarily imply correctness, it pushes the
network to discover discriminative clusters underlying the target data. In addi-
tion, to avoid naively assigning all the target samples to the same class, we fur-
ther balance the relative size of different classes through maximizing the entropy
of the marginal distribution of class labels. We conduct experiments on several
standard adaptation benchmarks. The experimental results demonstrate that
our method can significantly improve the classifier’s target discriminative abil-
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ity on the target domain and achieve better adaptation performance than the
compared methods.

To sum up, our contribution is mainly three-fold:

– We propose to minimize the entropies of the softmax predictions on the target
data, in order to discover discriminative clusters underlying the target data.

– We propose to maximize the entropy of the marginal distribution of class
labels, in order to enforce the class labels to be uniformly assigned across the
target domain.

– Our method can significantly improve the classifier’s target discriminability
on several standard domain adaptation benchmarks.

This paper is organized as follows. Section 2 reviews the related works on
unsupervised domain adaptation. Section 3 proposes to improve the classifier’s
discriminative ability on the target domain trough regularizing the target sam-
ples’ prediction entropies. Section 4 demonstrates our method on several stan-
dard domain adaptation benchmarks. Section 5 summarizes this paper.

2 Related Works

Domain shift is the major problem in unsupervised domain adaptation. Before
the deep learning era, multiple methods had been proposed to reduce the dis-
crepancy in the distribution of the source and target data through learning
a shallow feature space [5,9,17,19]. Specifically, Fernando et al. [5] and Gong
et al. [9] proposed to align the subspaces described by eigenvectors, while Long
et al. [17] and Pan et al. [19] tried to match the distribution means in the kernel-
reproducing Hilbert space.

Recent studies have demonstrated that deep neural networks can obtain more
transferable features than the shallow models [4,8]. However, in [27], it is revealed
that deep features can only reduce, but not completely remove the domain dis-
crepancy. Therefore, the current domain adaptation methods focus on improving
the transferability of deep learning. In particular, Long et al. [16] and Tzeng
et al. [26] proposed to learn “deep” domain-invariant features through minimiz-
ing MMD at intermediate layers of deep neural networks. On the other hand,
Ganin et al. [6] adopted adversarial training, which was originally proposed in
generative adversarial networks (GAN) [10], to align the “deep” features. In
[7], Ghifary et al. proposed to encourage domain invariance through alternately
learning source label prediction and target data reconstruction using a shared
encoding representation.

Furthermore, Bousmalis et al. [3] explicitly modeled both private and shared
components of the domain representations to improve a model’s ability to extract
domain-invariant features. In [22], transductive mechanism was incorporated into
the deep adaptation framework to enhance the feature transferability. Different
from the methods mentioned above, in which the weights of the network archi-
tecture were shared by both domains, Rozantsev et al. [21] and Tzeng et al. [25]
proposed to extract “deep” features with two separate networks and perform
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domain confusion loss on their outputs, which led to significant performance
improvement. Similarly, the coupled GAN (CoGAN) proposed in [15] trained
two GANs to generate the source and target images respectively and achieved
domain-invariant features by tying only the high-level layer parameters of the
two GANs.

However, as indicated in the previous section, these adapted deep features
does not necessarily imply good discriminative ability on the target domain.
In this work, we aim to improve the classifier’s target discriminability through
regularizing the entropies of the softmax predictions on the target data. In the
following section, we will present our method in detail.

3 Our Method

In unsupervised domain adaptation problem, we are given a fully labeled source
dataset Ds = {(xi

s,y
i
s)}Ns

i=1 (yi
s is represented by a K -dimensional one-hot vec-

tor) and an unlabeled target dataset Dt = {xi
t}Nt

i=1. It should be noted that
the source data and the target data are respectively sampled from two different
but related distributions, pS(xs) and pT (xt). Unsupervised domain adaptation
techniques aim to learn a classifier which can correctly predict the class labels
of the target data.

3.1 Baseline: Domain Alignment

Due to the domain shift between the source and target data, the classifier trained
on the labeled source domain cannot directly generalize to the target domain.
Therefore, a good domain adaptation method need to consider both the predic-
tion on the labeled source data and the data shift across different domains. In
general, the cost function is formulated as

min
θ

L = LS + λALA,

where
LS =

1
Ns

J(p(y|xi
s;θ),yi

s).

Specifically, J is the cross-entropy loss function, θ is the parameters of the
classifier network and p(y|xs;θ) is the softmax prediction on xs. LS and LA

are respectively the source supervision term and the domain alignment term
that encourages statistically similar representations. Domain alignment can be
achieved through either performing MMD loss [26] or adversarial training [6] at
intermediate layers of deep neural networks. In this work, we adopt the deep
domain adaptation (DDC) model as our baseline, in which MMD is used to
implement LA:

LA =

∥
∥
∥
∥
∥

∑

xs∈X S

φ(xs;θ) −
∑

xt∈X T

φ(xt;θ)

∥
∥
∥
∥
∥

2

,
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where φ() is evaluated at an intermediate layer of the classifier network. Through
learning a domain-invariant feature, the classifier’s predictive ability on the
source domain can be transferred to the target domain. However, domain invari-
ance does not necessarily imply capable discriminative ability on the target
domain as the domain alignment term does not directly penalize the target
prediction. As a result, the label assignments of the target samples may be
unambiguous.

3.2 Entropy Regularization

To improve the classifier’s discriminative ability on the target domain, we assume
that the target samples are clustered according to their unknown class labels
and the classification boundaries should pass through low-density regions. We
propose to encourage the assumption through minimizing the entropies of the
softmax predictions on the target data, which is denoted as H(p(y|xi

t;θ)). As
a result, the target samples are pushed away from the decision boundaries and
classified with large margins. In other words, the softmax predictions are treated
as the soft labels of the target data and entropy minimization works as a proxy
of target supervision term. Though high prediction confidence does not necessar-
ily imply correctness, it pushes the network to discover discriminative clusters
underlying the target data.

However, simply minimizing the target entropy will lead to degenerate solu-
tions, in which all the target samples are assigned to the same class. To cir-
cumvent the degenerate solutions, we further balance the relative size of each
class through maximizing the entropy of the marginal distribution of class labels,
which is denoted as H(p(y;θ)). In particular, the marginal distribution p(y;θ)
is estimated by the empirical distribution on the target data:

p(y;θ) =
∫

p(xt)p(y|xt;θ)dxt

≈ 1
Nt

Nt∑

i=1

p(y|xi
t;θ).

The maximization of H(p(y;θ)) enforces the target samples to be evenly assigned
to each class. In conclusion, our discriminability regularization term is formulated
as

LT =
1
Nt

Nt∑

i=1

H(p(y|xi
t;θ)) − H(p(y;θ))

= − 1
Nt

Nt∑

i=1

K∑

k=1

p(yk = 1|xi
t;θ) log p(yk = 1|xi

t;θ)

+
K∑

k=1

p(yk = 1;θ) log p(yk = 1;θ).
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(a) MNIST to USPS (b) USPS to MNIST

(c) SVHN to MNIST (d) SYN-SIGNS to GTSRB

Fig. 1. Samples of the source (top row) and target images (bottom row) in each domain
adaptation task.

Combining LT with the source supervision term LS and the domain alignment
term LA, we define our final objective function as

min
θ

L = LS + λALA + λTLT ,

where λA and λT are the hyper-parameters that balance the importance of each
term. The settings of λA and λT can be determined via a validation dataset.
Through LA and LT , we can obtain “deep” features that are both domain-
invariant and discriminative for the target data.

4 Experimental Results

To validate our method, we conduct experiments on several adaptation bench-
marks, including “MNIST to USPS”, “USPS to MNIST”, “Street View House
Numbers (SVHN) to MNIST” and “Synthetic Signs (SYN-SIGNS) to German
Traffic Signs Recognition Benchmark (GTSRB)”. Figure 1 displays the samples
from each domain adaptation task. In the experiments, our method is com-
pared with the existing state-of-the-art unsupervised domain adaptation meth-
ods, including deep domain confusion (DDC) [26], domain-adversarial neural
network (DANN) [6], deep reconstruction-classification network (DRCN) [7],
domain transfer network (DTN) [24], domain separation network (DSN) [3],
CoGAN [15] and Unsupervised Image-to-Image Translation (UNIT) [14].

4.1 Experimental Setup

We use the PyTorch deep learning framework to implement our method. In all
the experiments, the images are preprocessed by the mean subtraction. To mini-
mize our objective function L, we use the Adam algorithm [11] as the optimizer.
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The batch size and the learning rate are set to 64 and 0.0002, respectively. The
MMD loss is performed at the first fully connected layer of the classifier network.
Following the same strategy in [6], we gradually change the value of λT from 0
to 1 instead of using a fixed value, in order to suppress incorrect inferences at
the early stages of the learning procedure. As done in the recent state-of-the-art
works, such as CoGAN [15] and DSN [3], we use a validation set that contains
labeled target data to choose the hyper-parameters.

In each adaptation benchmark, we also report the source only result (obtained
by training with only labeled source data) and the target only result (obtained
by training with fully labeled target data), which are respectively considered as
the lower bound and the upper bound of the unsupervised domain adaptation
performance. For a fair comparison, we report the average accuracy over 5 trails
with different random splits of each dataset.

4.2 “MNIST to USPS” and “USPS to MNIST”

The images in both MNIST and USPS are grayscale handwritten digits from 10
classes. However, the USPS and MNIST images are different in the resolution,
shape, stroke style etc. To make them share the same network architecture,
we uniformly resize the USPS images to the resolution of the MNIST digits.
For a fair comparison, we follow the experiment protocol (“MNIST to USPS”:
2,000 labeled MNIST samples and 1,800 unlabeled USPS samples for training,
1,000 labeled USPS samples for validation, the remaining USPS samples for
testing; “USPS to MNIST”: 1,800 labeled USPS samples and 2,000 unlabeled
MNIST samples for training, 1,000 labeled MNIST samples for validation, the
remaining MNIST samples for testing) in [15]. In both adaptation tasks, the
classifier architecture is implemented with 2 convolutional layers1 (CONV1: 20
5 × 5 filters; CONV2: 50 5 × 5 filters) and 2 fully connected layers (FC3: 500
activations; FC4: 10 activations), which is identical to that of [15].

Table 1 displays the adaptation results. As we can see, our method clearly
surpasses the other adaptation methods. In particular, compared with DDC2,
our method is highly advantageous, which indicates that our discriminability
regularization term significantly improves the classifier’s discriminative ability
in the target domain.

4.3 “SVHN to MNIST”

The SVHN dataset contains the images of street view house numbers. Different
from the MNIST digits, the SVHN images contain significant variations, such
as background clutter, rotation, slanting, embossing etc. As we can see in Fig. 1,
the SVHN and MNIST samples are quite different in appearance, which makes

1 The convolutional layers are followed by pooling layers, which is a default throughout
the paper.

2 Our method is equivalent to DDC when the discriminability regularization term LT

is removed.
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Table 1. The classification accuracy (%) on the target domain obtained by our method
and the recent state-of-the-art methods.

Method MNIST to
USPS

USPS to
MNIST

SVHN to
MNIST

SYN-SIGNS
to GTSRB

Source only 80.2 65.8 54.9 70.2

DDC [26] 84.8 72.3 71.1 80.3

DANN [6] 82.1 89.7 73.9 78.9

DRCN [7] 91.8 73.7 82.0 -

DTN [24] - - 84.4 -

kNN-Ad [22] - - 78.8 -

DSN [3] - - 82.7 93.1

CoGAN [15] 91.2 89.1 - -

UNIT [14] - - 90.5 -

ADDA [25] 89.4 90.1 76.0 -

Ours 92.3 91.9 93.1 93.7

Target only 96.1 98.7 99.4 99.8

the adaptation task of “SVHN to MNIST” fairly challenging. Also, its source
only result in Table 1 clearly states the difficulty. Following [6], we use 73,257
labeled SVHN images and 59,000 unlabeled MNIST images for training, 1,000
MNIST samples for validation, and 10,000 MNIST samples for testing. In this
experiment, the classifier network follows the architecture in [6], which contains
3 convolutional layers (CONV1: 64 5×5 filters; CONV2: 64 5×5 filters; CONV3:
128 5 × 5 filters) and 3 fully connected layers (FC4: 3072 activations; FC5: 2048
activations; FC6: 10 activations). To make the network architectures suitable for
both SVHN and MNIST, we convert the MNIST images to the RGB format and
resize them to the resolution of the SVHN images.

As we can see in Table 1, our method obtains quite a strong advantage com-
pared to the other methods, which clearly demonstrates that our method can
really help to increase the classifier’s discriminative ability on the target domain.

4.4 “SYN-SIGNS to GTSRB”

This task aims to demonstrate that our method is suitable for adapting from syn-
thetic images to real images. Specifically, the samples in SYN-SIGNS are images
of synthetic signs, simulating various imaging conditions. On the other hand, the
samples in GTSRB are images of real traffic signs. Both datasets contain images
from 43 classes. To conduct a fair comparison, we use the same experimental
setting to that of [6]: 10,000 labeled SYN-SIGNS images and 31,367 unlabeled
GTSRB images for training, 3,000 labeled GTSRB images for validation and
the remaining GTSRB images for testing. Also, the classifier network follows
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(a) DDC (b) our method

Fig. 2. The visualization of the first fully connected layer on “MNIST to USPS”, with
source samples denoted by red points and target samples denoted by blue points. (a)
the t-SNE embedding visualization for DDC; (b) the t-SNE embedding visualization
for our method. (Color figure online)

the same structure of [6], which contains 3 convolutional layers (CONV1: 96
5×5 filters; CONV2: 144 3×3 filters; CONV3: 256 5×5 filters) and 2 fully con-
nected layers (FC4: 512 activations; FC5: 10 activations). In our preprocessing
step, both the SYN-SIGNS and GTSRB images are resized to the resolution of
32 × 32.

The results displayed in Table 1 demonstrate that our method can effectively
work in synthetic-to-real adaptation.

4.5 Discussion

In our ablation studies, we find that the domain alignment mechanism is impor-
tant for our final performance. Only the source supervision loss and the target
entropy regularization cannot result in desirable adaptation results. This can be
attributed that simply minimizing the target samples’ Softmax entropies may
increase the risk of making incorrect decisions when the domain discrepancy is
large. Therefore, the domain alignment loss that focuses on reducing the domain
shift can help to lower this risk. Overall, domain alignment and the target entropy
regularization work in a complementary way to improve the classifier’s discrim-
inative ability in the target domain.

4.6 Visualization

As indicated above, our method can significantly improve the target accuracy
of unsupervised domain adaptation by regularizing the softmax probabilities of
the target data. This indicates that the entropy minimization can really help
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to discover the discriminative clusters underlying the target data. In Fig. 2, we
visualize the t-SNE embedding of the first fully connected layer on transfer task
“MNIST to USPS”.

As we expect, the target samples cluster well and keep accordance with the
source data. Also, It is clear that the target samples are classified with large mar-
gins. Compared with the DDC model, which only considers domain alignment,
our method can obtain “deep” feature that is both domain-invariant and dis-
criminative for the target domain. Surprisingly, our method aligns the domains
discrepancy much better than DDC, which qualitatively implies that the domain
alignment term and the discriminability regularization term work complemen-
tarily. The entropy regularization mechanism provides an extra force to reduce
the domain shift.

5 Conclusion

In this paper, we propose an effective unsupervised domain adaptation method.
The main idea of our method is to improve the classifier’s discriminative abil-
ity on the target domain through regularizing the classifier’s prediction on the
target samples. Specifically, the entropy minimization is performed on the soft-
max probabilities of the target data, which pushes the target samples away
from the decision boundaries. In addiction, to prevent from simply assigning
all the target samples to the same class, we further balance the relative size of
each class through maximizing the entropy of the marginal distribution of class
labels. Although high prediction confidence does not necessarily imply correct-
ness, it pushes the network to discover discriminative clusters underlying the
target samples.

Through combining the discriminability regularization term with the domain
alignment term, we can obtain “deep” feature that is both domain-invariant
and discriminative for the target domain. The experiments on several standard
domain adaptation benchmarks clearly demonstrate that our method can sig-
nificantly improve the classifier’s discriminative ability on the target domain,
and obtain better adaptation performance than the compared state-of-the-art
unsupervised domain adaptation methods.

In our future work, we will consider how to leverage deep generative models
like GANs or variational auto-encoders to generate target data with given class
labels, in order to further improve the classifier’s predictive accuracy on the
target domain.
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Abstract. Previous research has revealed that people are generally poor
at distinguishing genuine and acted anger facial expressions, with a mere
65% accuracy of verbal answers. We aim to investigate whether a group
of feedforward neural networks can perform better using raw pupillary
dilation signals from individuals. Our results show that a single neural
network cannot accurately discern the veracity of an emotion based on
raw physiological signals, with an accuracy of 50.5%. Nonetheless, dis-
tinct neural networks using pupillary dilation signals from different indi-
viduals display a variety of genuineness for discerning the anger emotion,
from 27.8% to 83.3%. By leveraging these differences, our novel Mis-
aka neural networks can compose predictions using different individuals’
pupillary dilation signals to give a more accurate overall prediction than
even from the highest performing single individual, reaching an accuracy
of 88.9%. Further research will involve the investigation of the correlation
between two groups of high-performing predictors using verbal answers
and pupillary dilation signals.

Keywords: Emotion veracity · Neural networks · Pupillary dilation

1 Introduction

Dilation of the pupil reflects a range of cognitive processes including interest [10],
motivation [23], and emotionality [28]. Research has revealed that pupil dilation
reflects the mechanisms of creating and retrieving memories [11]. Specifically,
pupil dilation is positively correlated with people’s confidence in their memories
[21]. Hence, pupillary reflex has persisted as an index of cognitive demand [13].
Later research suggests pupillary reactions summed index of brain processes
during cognitive activities [16]. In particular, pupillary dilation reflects the inner
activity of the autonomic nervous system, which is vital for maintaining the
equilibrium of the body [17], and is hence not under conscious control.
c© Springer Nature Switzerland AG 2018
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The autonomic nervous system consists of two sub-systems, namely the sym-
pathetic nervous system and the parasympathetic nervous system [28]. The for-
mer encourages whereas the latter inhibits pupil dilation. That is, these two
sub-components operate in an antagonistic fashion to support the processes of
the autonomic nervous system [17], the effects of which are visible via pupil
dilation. Studies on the relationship between cognitive activities and pupillary
dilation often utilize discrete stimuli, since emotional stimuli can cause signifi-
cant effects on the autonomic nervous system [1]. These stimuli can also result in
distinctive waveforms corresponding to different mental activities [28]. For exam-
ple, the pupil dilates when people observe beneficial as well as adverse pictures
[27].

Emotions can be characterized as a combination of two dimensions, arousal
and valence [18]. Arousal corresponds to how strong the emotion is, and valence
shows how positive the emotion is, as Fig. 1 indicates. Despite the simplicity of
this model for representing emotions, researchers have successfully utilized it in
a range of tasks, such as emotion recognition and memory studies [15,22,29].

Fig. 1. The model of emotions [4].

Facial expressions are effective means of communication that can convey
emotional information more promptly than languages, with which humans can
rapidly recognize affective states of others [3]. Unlike the physiological signals
mentioned above that are directly governed by the autonomic nervous system,
people may perform acted facial expressions that contradict the expresser’s true
affective state [5]. For example, a salesperson may present acted smiles to pre-
tend friendly attitudes. Research has indicated six basic facial expressions that
are readily recognizable across dissimilar cultural backgrounds, namely anger,
happiness, fear, surprise, disgust, and sadness [3]. In this paper, we consider
anger due to its fundamental importance as a basic emotion.
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Due to the divergent emotional strengths of genuine and acted emotions on
the autonomic nervous system, there may exist differences between the physi-
ological signals corresponding with genuine and acted emotions. Previous work
done by Qin [25] revealed that peoples’ capabilities for discerning the veracity
of emotions vary. Neural networks can leverage this variety by assigning positive
and negative weights to high and low accuracy discerners in order to aggregate
peoples’ responses and give a final higher precision prediction [25]. Preliminary
statistical tests also indicate that people’s physiological signals differ on distin-
guishing genuine and acted anger videos. That is, some participants’ physiolog-
ical signals corresponding to the two different kinds of videos vary more than
others. Thus, we hypothesize that we can also aggregate physiological signals
from different participants in order to give higher accuracy prediction of the
source video label. That is, whether the stimulus is genuine or acted anger.

In this paper, we propose novel Misaka networks, which can predict the verac-
ity of a person’s expressed emotions by aggregating various observers’ pupillary
dilation signals. While previous related work focuses on using psychological sig-
nals from single participant, we novelly utilized physical signals from multiple
individuals and showed better results. This research can be potentially applied
to identify the true emotion of a person from his or her observers. Compared
with collecting verbal answers from participants, utilizing physiological signals
does not require a further process of interviewing and can possibly predict oth-
ers’ emotions ad-hoc and in-time. That is, if one can obtain observers’ dynamic
pupillary dilation signals in a timely fashion, one may predict the observed per-
son’s current emotion in real time.

This paper is organized as follows: We will introduce the structure of our
Misaka neural networks using crowdsourcing techniques. Then, we will report
our results and present discussion on the results obtained. We conclude this
paper with a discussion of the limitations in our work and future work to tackle
those limitations.

2 Method

2.1 Stimuli

This paper utilizes the pupillary dilation signals used by Chen [5]. The elicita-
tion stimuli are videos sourced from YouTube, with 10 each corresponding with
genuine and acted anger, respectively. We choose anger as the emotion to study
because anger is one of the six basic emotions that are identifiable independent
from cultural backgrounds [7], so we hypothesize that the results of this paper
on anger can be generalized to other primary emotions.

Genuine emotion expressions were collected from live news reports and doc-
umentaries and acted ones were sourced from movies containing similar scenes.
These videos were picked to balance ethnicity, gender and background context as
far as possible. Further, they have been processed with greyscale normalization
to reduce the differences between videos other than the veracity of emotions.
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Avezier indicated that the contextual backgrounds for demonstrating emo-
tional expressions are vital in order for humans to effectively discern different
emotions [2]. Therefore, the stimuli adopted in this paper retain some contextual
backgrounds to better simulate scenes from daily life.

Due to the different number of frames of different stimuli, we remove the two
shortest videos due to their significantly lower number of frames, namely 60 and
89. Then, we truncate all the stimuli to only include the beginning 105 frames,
which is the number of frames for the shortest remaining stimulus videos. More-
over, although there were 20 participants who took part in our experiment in total,
due to the fact that some people were absent from some experiments, we only have
12 participants’ complete pupillary dilation signals with all the videos. Thus, we
only utilize data from these 12 participants in this study. This degree of loss of data
is within the normal range with the mobile sensors use, trading non-intrusiveness
and hence more natural behavior for occasional data loss.

Figure 2 demonstrated how the experiments were conducted. Participants
were provided with oral instructions by the experimenters prior to the exper-
iments. As Fig. 2 indicates, pupillary dilation was tracked with a remote Eye
Tribe tracker at 60 Hz [6]. Furthermore, we also collected the subjects’ skin con-
ductance, blood volume pressure, and heart rate during the same experiments.
They have not been utilized in the analysis of this paper and may be used for
future work.

Fig. 2. The experimental setup [5].

2.2 Neural Networks

Artificial neural networks are simulations of animal brain information processing.
Theoretically, a multiple layer feedforward neural network can approximate any
measurable functions [14]. Due to the recent increase of computational power
and the vast amount of data, neural networks now have dramatically improved
in applications, such as object detection and speech recognition [26].
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2.3 Crowd Prediction

Social science researchers have demonstrated promising results of utilizing the
crowd to predict future outcomes [30]. For example, the prediction results of
five US presidential elections using crowd prediction were more accurate than
the traditional polls, where the latter was basically random guessing [19]. Crowd
prediction has also been extended to a range of industrial applications, including
in healthcare companies and technology corporations [24].

Further research on crowd prediction has also acknowledged that people
vary in capabilities. That is, instead of assembling every predictor’s opinion
into equal consideration, top-performing predictions will be extracted first and
their answers synthesized as the representation responses of the whole crowd
[20]. This elite-based method showed a 50% greater accuracy than composing
crowd fore-casting teams [8].

2.4 Misaka Networks

In this paper, we combine both neural network and crowd prediction techniques
in order to predict a person’s true emotion from observer reactions to their
video performance. A Misaka network includes a collection of feedforward neural
networks to predict whether a pupillary dilation physiological signal corresponds
to a genuine or acted anger. The name Misaka network? was inspired by a
Japanese anime where clones of Misaka can demonstrate much more powerful
capabilities when working as a cohesive group than as individuals [12]. Each of
these neural networks is trained to predict whether a pupillary dilation signal
belongs to genuine or acted anger, using one participant’s data, trained on that
participant’s reactions to 18 videos. We call these neural networks discerners.
In our case, we have trained 12 discerners corresponding to the 12 participants.
Specifically, a discerner has an input layer with 105 nodes (corresponding to 105
frames), a hidden layer with 100 nodes and an output layer with 2 nodes. Each
discerner is trained using leave-one-out cross-validation.

A Misaka network also contains another feedforward neural network to com-
bine all the discerners’ responses for one video, based on the discerners’ previous
accuracies. We call this neural network an aggregator. For example, if the accu-
racy of discerner i was higher previously than discerner j, then the aggregator
should assign more weight to a future prediction from discerner i. Moreover,
the aggregator should also be able to reverse answers from the poor-performing
discerners, and in general, learn to best aggregate the information from the dis-
cerners. An aggregator has an input layer with 12 nodes, a hidden layer with
120 nodes and an output layer with 2 nodes.

As Fig. 3 indicates, we collected 18 pupillary dilation time-series signals from
each participant by letting him or her watch 18 videos, in an order balanced
fashion to eliminate the effects of presentation order. Among these 18 videos, 10
correspond to genuine and the other 8 correspond to acted anger, respectively.
Then, we train a discerner to predict the source of a signal. That is, whether a
signal comes from watching a genuine anger video, or an acted one. We conduct
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leave-one-video-out cross-validation for each discerner to predict the label of
every video. Thus, we utilize 17 signals to train and let the discerner predict the
source of the remaining one signal. As a result, for each of the 12 discerners, we
will have 18 predicted results for each video.

Fig. 3. An illustration of recording pupillary dilation signals from a participant.

Subsequently, we utilize the aggregator to learn the reliability of discerners
in order to best combine their answers to give more accurate predictions. In our
case, the input data is an 18×12 matrix, where each feature row represents a dis-
cerner’s prediction for a given anger video. For example, a vector <1, 0, ..., 1, 1>
means that the predictions from the first two, ..., and the last two regarding an
anger video are genuine, acted, ..., genuine and genuine, respectively. That is,
the aggregator will learn from the historical answers from discerners in order
to determine their reliabilities. Based on these reliabilities, the aggregator will
eventually combine all the discerners’ opinions and ideally, give a more precise
prediction. We also conducted leave-one-video-out cross-validation for the aggre-
gator. Nevertheless, due to our limited amount of participants, we test on the
same videos. However, the aggregator will not know the correct labels, it only
learns the credibilities from the discerners. Therefore, using the same data again
will not result in unreliable issues.

Our previous work on crowdsourcing verbal responses has indicated that
a minimal number of participants being 20 may be necessary for an accurate
aggregator to work properly [25]. Here, we only have 12 participants. In order to
reduce the unexpected effects caused by insufficient participants, we only utilize
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discerners that are strongly accurate or inaccurate (if significantly worse than
chance) by only considering those outside 50% ± 10% accuracy. This is because
we wish to minimize the learning pressure on the aggregator by removing inputs
that may confuse it, as discerners close to 50% (the chance value) provide noisy
signals.

3 Results and Discussion

3.1 Discerning Reliabilities of Detecting Anger Differ with People’s
Varying Pu0pillary Dilation Signals

When observing genuine and acted anger facial expressions, people’s pupillary
dilation signals corresponding to those two kinds of emotional expressions can
vary. Our preliminary analysis indicated this from Student’s t-tests. For each
participant, we averaged each signal so that we would collect 10 + 8 means,
which correspond to genuine and acted stimuli, separately. The calculated sta-
tistical significances among the first 8 pairs of signal means differ among different
participants, as Table 1 indicates.

Table 1. Statistical t-test significance calculated from the means of every individual’s
genuine and acted pupillary dilation signals.

Participant P1 P2 P3 P4 P5 P6

T-test significance 0.8856 0.3494 0.6720 0.5765 0.8530 0.3363

Participant P7 P8 P9 P10 P11 P12

T-test significance 0.0036 0.7592 0.2997 0.4486 0.5623 0.5959

In more detail, we may interpret the t-test significances as a reflection of the
deviance between signals corresponding to genuine and acted anger emotions.
These different values imply that some people’s pupillary dilation signals may
be more distinguishable for the veracity of the source anger videos than others.

Table 2 shows the accuracy of discerners, each corresponding to a partici-
pant’s pupillary dilation signals. For instance, discerner D1 is trained with par-
ticipant P1’s physiological signals. The accuracy is calculated by averaging the
cross-validation results of predicting the signal source with a discerner. Specifi-
cally, taking discerner D1 as an example, we train it with 17 signals from partici-
pant P1. Then we let D1 predict whether the remaining signal from P1 is sourced
from a genuine anger video, or an acted one. The accuracy of D1 is defined as the
proportion of correctly predicted signal sources over the total number of signals.
In our data, discerner D1 demonstrated the highest accuracy, whilst discerner
D5 showed a poor accuracy with merely 27.8%, which is noticeably worse than
chance. We could speculate that this participant has had an unusual emotional
background, such as only encountering anger in videos, and so judges genuine
anger incorrectly, consistently.
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Table 2. Different discerners have distinct prediction accuracies, with 6 close to chance.

Discerner D1 D2 D3 D4 D5 D6

Accuracy 83.3% 44.4% 50.0% 50.0% 27.8% 50.0%

Discerner D7 D8 D9 D10 D11 D12

Accuracy 50.0% 38.9% 44.4% 61.1% 66.7% 38.9%

3.2 Aggregating the Prediction Results from Various People’s
Pupillary Dilation Signals Can Increase the Accuracy
of Prediction

As discussed previously, we used the same data for aggregation due to the
limited amount of collected signals. The aggregator result is 88.9% accurate,
showing that an aggregator, by combining multiple discerners’ predictions based
on their prior response accuracies, can outcompete the highest-accuracy dis-
cerner. The aggregator, as illustrated in Fig. 4, successfully learned the pattern
of their reliabilities and that it should assign more accurate discerners like D1
mostly positive weights. Conversely, it gave poor-performing ones like D5 mostly
negative weights. Eventually, this aggregator demonstrated 88.9% accuracy with
cross-validation.

3.3 A Mathematical Explanation for the Feasibility of Misaka
Networks

The problem faced by Misaka networks can be formally abstracted as given a
collection of N discerners D1,D2, ...,DN , each with an accuracy A1, A2, ..., AN .
If these N discerners have reached a consensus on predicting a binary result as
1, what is the probability of the result actually being 1?

We apply Bayes’ theorem. The probability of the result R being 1 can be
expressed as

P (R = 1|D1 = 1,D2 = 1, ...,DN = 1)

=
P (D1 = 1,D2 = 1, ...,DN = 1|R = 1) × P (R = 1)

P (D1 = 1,D2 = 1, ...,DN = 1)
(1)

With a further assumption of P (R = 1) = P (R = 0) = 0.5 and
D1,D2, ...,DN are conditionally independent given R, Eq. 1 can be further
expressed as

∏N
i=1 P (Di = 1|R = 1) × P (R = 1)

∏N
i=1 P (Di = 1|R = 1) × P (R = 1) +

∏N
i=1 P (Di = 1|R = 1) × P (R = 0)

(2)

For example, given we have two discerners D1 and D2 with accuracies A1

being 0.8 and A2 being 0.7 and they have reached a consensus predicting the
result being 1. Formula 2 tells us that the overall probability of the result being
1 is approximately 0.9032, which is higher than 0.8.
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Fig. 4. An illustration of an aggregator. White and black represent genuine and acted
anger respectively. Each row represents predictions from different discerners regarding
the same video, whose correct label is given in the last “labels” column. The aggregator
learns from the first 17 to predict the label for the last green row (genuine in the example
shown). (Color figure online)

4 Limitations and Future Work

4.1 Limitations

The number of stimuli is limited, specifically, only 18 videos, also there are a
limited number of participants. Thus, it is infeasible to split these videos into two
groups, where the first half is to train discerners including cross-validation within
that group, and then use the second half to train and test the synthesizer by
predicting the genuineness of each video, based on the previous learnt accuracies
of each discerner, again using cross-validation on that group. This is because
it requires about 20 videos to consistently infer the reliability of each discerner.
Instead, cross-validation was undertaken with the same videos for both discerners
and aggregators. Nonetheless, our reported results are still relatively reliable
since discerners will not provide correct labels to aggregators. In the future, we
will collect more videos containing anger and other expressions as stimuli in
order to more thoroughly test a Misaka network by splitting videos into two
groups, one for training all the discerners and the other for training and testing
the aggregator.



308 Z. Qin et al.

4.2 Future Work

Further, people’s capabilities on discerning the veracity of emotions also dif-
fer when they verbalize their thoughts. Therefore, we will investigate whether
there exists a correlation between the two groups of high-performing individuals,
being verbal high-performers and physiological signal high-performers. That is,
we would like to discover whether the people who are capable of giving quality
emotional discerning results from verbalizing produce even more discriminating
physiological signals, or whether they are just in better touch with their bod-
ies/emotions, or to discover whether it is possible to be more correct verbally
than from physiological signals. We suspect that the degree of emotional valence
in the stimuli may have a substantial effect on these alternatives. That is, more
exaggerated acted expressions may make people put more belief on their gen-
uineness. We may also investigate whether fuzzy logic can help in assembling
predictions from individual psychological signals [9].

5 Conclusion

We introduced our Misaka networks, which use reliability signals to aggregate
outputs of discerner networks trained on participants’ raw physiological signal
data. We achieved state-of-the-art results on the (small) sizes of datasets common
in close-to-real-world recording of emotional and physiological data.

In summary, we discovered that people’s pupillary dilation signals vary in
their ability to discern the veracity of anger facial expressions. This variety ranges
from 27.8% to 83.3%. We can leverage these differences by training another
neural network to learn these patterns of these different reliabilities in order
to assign appropriate weights for each participant. After aggregating answers
from different participants’ physiological signals, the prediction accuracy can be
boosted to 88.9%. This combination of discerning networks trained on individuals
and an aggregator trained on their reliability compose our Misaka network.

Acknowledgments. The authors acknowledge Dongyang Li, Liang Zhang and Zihan
Wang for the suggestion of applying Bayes’ theorem in the probability calculation.
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Abstract. Underwater man-made object recognition in optical images
plays important roles in both image processing and oceanic engineer-
ing. Deep learning methods have received impressive performances in
many recognition tasks in in-air images, however, they will be limited
in the proposed task since it is tough to collect and annotate sufficient
data to train the networks. Considered that large-scale in-air images of
man-made objects are much easier to acquire in the applications, one
can train a network on in-air images and directly applying it on under-
water images. However, the distribution mismatch between in-air and
underwater images will lead to a significant performance drop. In this
work, we propose an end-to-end weakly-supervised framework to recog-
nize underwater man-made objects with large-scale labeled in-air images
and sparsely labeled underwater images. And a novel two-level feature
alignment approach, is introduced to a typical deep domain adaptation
network, in order to tackle the domain shift between data generated from
two modalities. We test our methods on our newly simulated datasets
containing two image domains, and achieve an improvement of approx-
imately 10 to 20 % points in average accuracy compared to the best-
performing baselines.
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1 Introduction

Optical imaging is recommended as an important tool in underwater object
detection. With the development of underwater optical image sensors, the under-
water man-made target recognition in optical images has attracted more atten-
tion in both oceanic engineering and image processing. As shown in Fig. 1, the
major challenge in underwater optical image analysis is poor image quality due to
the strong turbidity caused by many factors, such as impurities and large water
density in deep ocean [1,11,19]. Moreover, underwater images are relatively blue
or green compared to the in-air images because the light is exponentially atten-
uated in water [2].

Fig. 1. Examples of underwater optical images with poor image quality.

Deep learning approaches, when trained on massive amounts of labeled data,
can learn representations which have demonstrated impressive performances in
object recognition task from natural images [6]. However, collecting and annotat-
ing large-scale underwater images is an extremely expensive and time-consuming
process in real-world application. Meanwhile, it is much easier to acquire suffi-
cient number of labeled in-air images of man-made objects (with a similar but dif-
ferent data distribution). It is nature to think that one can train a deep classifier
on in-air images and directly applying it on underwater images. However, the dis-
tribution mismatch between in-air and underwater images leads to a significant
performance drop [7], e.g. the average classification accuracy drops from 79.3%
(if train on underwater images) to 21.7% (if train on in-air images, see Table 2).
Motivated by this, we introduce a Weakly-Supervised Domain Adaptation Net-
work (WSDAN) for solving this problem. Due to the scarce labeled underwa-
ter samples, we leverage the massive amount of fully labeled in-air images and
sparsely labeled underwater images to train a network, after that, testing on
underwater images. There is no overlap between training and testing data.

In the proposed work, we aims to transfer knowledge from a label-rich source
domain (in-air images) to a sparsely labeled target domain (underwater images).
This setting is closely to the practical application that we have numerous accesses
to the labeled in-air images, and is often prohibitive to the labeled underwater
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images but sparsely labeled is feasible. We will introduce low-level and high-level
feature alignment by adversarial learning and joint distribution adaptation to
simultaneously reduce the domain discrepancy and learn target discriminative
representations. The contributions of the proposed work can be concluded in
three-folds: (1) we formally formulate the underwater man-made object recogni-
tion problem in a weakly-supervised domain adaptation setting; (2) we propose a
novel end-to-end architecture, which simultaneously takes two-level feature align-
ment into consideration which allows two important and complementary aspects
of knowledge to be transferred: low-level relatively generic features and high-level
class-specific semantic information. (3) compared with the best-performing base-
lines, the proposed approach improves the recognition performances significantly
even when very few (one or two in each category) labeled underwater samples
is available.

2 Related Works

2.1 Underwater Man-Made Object Recognition

Recently, few studies on image analyses in underwater man-made objects recog-
nition from underwater optical images have been reported. [3] proposed an under-
water man-made object recognition framework by integrating different image
processing techniques, including equalization as a preprocessing technique, line
and edge detection, and Euclidean shape prediction. [4] proposed a detection
method for underwater man-made objects based on color and shape features
equipped with color correction. In [5], a system for detection of unconstrained
man-made objects in unconstrained subsea videos was reported, where object
contours were first extracted as stable features, and then Bayesian classifier was
employed to predict if there is a man-made object in the image. [20] proposed
to recognize underwater man-made objects in photo images by an exhaustive
search of key points or small pieces of borders.

2.2 Domain Adaptation

Domain adaptation is an important topic in transfer learning which aims to
transfer knowledge from source to target domains to substantially reduce the
domain discrepancy. Many works are based on distance metric to measure
the domain discrepancy, e.g. maximum mean discrepancy (MMD) [9,14], KL-
divergence [8] and the mean and covariance of the two distributions [22], or using
generative adversarial networks (GAN) [12,16], using adversarial losses to learn
domain-invariant representations to reduce the domain discrepancy.

Our approach is different from previous works, because we simultaneously
consider the two-level feature alignments and effectively leverage the weak super-
vision information to learn target-discriminative representations instead of only
domain-invariant representations.
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3 Methods

3.1 Simulation of Underwater Optical Images

Underwater images are mostly generated based on simulation of underwater
environments. From Fig. 1, we can see that color is the most dominant feature of
underwater images. Nguyen et al. [10] proposed a color transfer method based on
illumination awareness and 3D gamut to manipulate the color value of reference
images to generate images with the same appearance.

However, using only a color transfer we cannot realistically simulate the
underwater environment. Therefore, we apply a turbidity simulation on top of
color transfer to obtain a better representation. Therefore, the resultant signal
is composed of two components, of which the first is the direct transmission
component defined by:

D = Icolore
−ηz, (1)

where Icolor is the image obtained by color transfer, η is the coefficient of diffu-
sion attenuation obtained from a given real underwater patch, and z represents
the adjustable distance between Icolor and the reference underwater image; the
higher the value of z is, the higher turbidity will be.

The second term in the resultant signal is obtained by backscattering:

B = B∞(1 − e−ηz), (2)

where B∞ is the backscatter in the line of sight which tends to infinity in water.
The resultant underwater image is generated by combining these two terms

as follows:

Iunderwater = D + B − D·B, (3)

where · denotes the element-wise multiplication.

3.2 Notations for WSDAN

In our WSDAN model, we are given a source domain Ds = {(xi
s, yi

s)}ns
i=1 of

ns labeled in-air images, xi
s ∈ Xs, with associated labels, yi

s ∈ Y s. Similarly,
given a target domain Dt = (x̃t

i)}nt
i=1 + {(xi

t, yi
t)}mt

i=1 of nt unlabeled underwa-
ter images, x̃t

i ∈ Xt, as well as mt labeled underwater images, xt
i ∈ Xt, with

associated labels, yi
t ∈ Y t. And the number of unlabeled underwater images

is assumed to be much larger than the number of labeled underwater images,
nt � mt. We assumed that there is domain shift between Ds and Dt, e.g. dif-
ferences in the noise, resolution, illumination, color. And mathematically, we
assume that there is a difference between the joint distributions P (Xs, Y s) and
Q(Xt, Y t). The goal being to learn a function: Y = f(X) that during testing is
going to perform well on data from underwater images.
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The proposed model consists of two parts, the architecture of our overall
model is presented in Fig. 2. The main idea of our model is to exploit two-
level feature alignment to learn a domain-invariant space that simultaneously
maximizes the confusion between two domains while encourages the learning of
target-discriminative representations.

Fig. 2. Our overall architecture for weakly-supervised domain adaptation network. The
dotted lines denote weight-sharing between source and target domains. We separate the
network into three modules: feature extractor Gf , source label predictor Gy, domain
discriminator Gd and with associated parameters θf , θy, θd.

3.3 Low-Level Feature Alignment

The low-level features usually contain relatively generic features between source
and target domains. However, due to the large domain discrepancy, we still need
to align them to be domain-invariant. Adversarial learning has been successfully
introduced to domain adaptation by extracting domain-invariant features which
can reduce the domain discrepancy [13,16]. The adversarial learning method
utilizes two players to align distributions in an adversarial manner, where the
first player is the domain discriminator Gd trained to distinguish the source
domain from the target domain, and the second player is the feature extractor
Gf fine-tuned simultaneously to confuse the domain discriminator.

The input x is first embedded by Gf to a D-dimensional feature vector
f ∈ RD, i.e. f = Gf (x; θf ). In order to make f domain-invariant, the parameters
θf of feature extractor Gf are optimized by maximizing the loss of the domain
classifier Gd, while simultaneously the parameters θd of domain discriminator Gd

are optimized by minimizing the loss of the domain discriminator. In addition,
we also aim to minimize the loss of the label predictor Gy for source data. And
the objective of the network defined as
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F1(θf , θd, θy) =
1
ns

∑

xi∈Ds

Ly(Gy(Gf (xi; θf ); θy), yi)

−λ

n

∑

xi∈(Ds∪Dt)

Ld(Gd(Gf (xi; θf ); θd), di),
(4)

where n = ns + nt and λ is a trade-off parameter between the two objectives.
After training convergence, the parameters θ̂f , θ̂y, θ̂d will deliver a saddle point
of the objective function (4):

(θ̂f , θ̂y) = arg min
θf ,θy

F (θf , θd, θy), (5)

(θ̂d) = arg min
θd

F (θf , θd, θy), (6)

3.4 High-Level Feature Alignment

In the previous section, we introduced a method to enforce alignment of the
global low-level features between source and target domains with no class specific
transfer. The high-level features contain class-specific features. Here, we aim to
not only reduce the domain discrepancy, but also learn target class-discriminative
representations, i.e., we need to align the same class between source and target
domains. We propose a variant of joint maximum mean discrepancy (JMMD)
[17] as a regularization term to handle the problem that we mentioned above,
and it is computed as the squared distance between the empirical kernel mean
and a classification loss:

DL(P,Q) =
1

ns
2

ns
∑

i=1

ns
∑

j=1

∏

l∈L

Kl(zsl
i , zsl

j ) +
1

nt
2

nt
∑

i=1

nt
∑

j=1

∏

l∈L

Kl(ztl
i , ztl

j )

− 2
nsnt

ns
∑

i=1

nt
∑

j=1

∏

l∈L

Kl(zsl
i , ztl

j ) +
1

mt

mt
∑

i=1

�(f(xi), yi),

(7)

where L = {fc7, fc8}, K is the Gaussian kernel function defined by K(xi, xj) =
e−‖xi−xj‖2/γ and � is the standard cross-entropy loss. We use the joint distribu-
tion of activations in L layers, namely P (Zs1, · · · , Zs|L|) and Q(Zt1, · · · , Zt|L|)
to replace the original joint distributions P (Xs, Y s) and Q(Xt, Y t), respectively.
Note that the first tree terms aim to reduce the joint distribution mismatch and
the last term aims to learn class-discriminative representations in target domain.

3.5 End-to-End Training Procedure

We propose an end-to-end architecture that we can embed the proposed two-
level feature alignment into deep neural networks (e.g. AlexNet [23]). Therefore,
the overall objective function can be defined as:

min
Θ

Lall = γF1 + (1 − γ)DL(P,Q), (8)

where γ denotes the trade-off parameters, Θ is the training parameters of the
proposed model.
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4 Experiments

4.1 Datasets, Baselines, and Protocol

Datasets. We use the public dataset Office-31 [18] as original man-made objects
(source domain) which are downloaded and collected from amazon.com. There
are 2817 images of man-made objects from 31 categories. We used the low reso-
lution images acquired by web camera to simulate underwater optical images of
man-made objects (target domain) with various turbidity. There are 800 images
from the same 31 categories. The source and target domains share the same
categories. Additionally, the objects in the target images have different back-
ground, views, sizes, colors and shapes, thus the recognition is more challenging
compared to previous works [15]. Results of the simulation of underwater optical
images are shown in Fig. 3, we generate three simulated underwater datasets by
adjusting the turbidity factor z in (3) denoting three different turbidity values.

Fig. 3. Results of the simulation of underwater optical images. First row from left to
right: an original image from the Amazon dataset; an image acquired by web camera
which had various types of background; a real underwater optical image downloaded
from the Internet, and it was used as reference image. Simulated underwater optical
images were presented in the second row: the larger the value of z is, the higher the
turbidity is.

Baseline Approaches. We compare the proposed WSDAN with state of the
art deep domain adaptation methods: We compare our approach with state of the
art deep domain adaptation methods: Source Only, Target Only, Deep Adaptation
Network (DAN), Reverse Gradient (RevGrad) and Residual Transfer Network
(RTN). Source Only denotes training on in-air images and testing on underwater
images, Target Only denotes training on underwater images and testing on under-
water images, DAN [9] learns transferable features by embedding deep features
of multiple task-specific layers to reproducing kernel Hilbert spaces (RKHSs) and
matching different distributions optimally using multi-kernel MMD. RevGrad [16]
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improves domain adaptation by encouraging mistakes in domain prediction using
adversarial training. RTN [14] jointly learns domain-invariant features and adapts
different source and target classifiers by deep residual learning.

Experimental Protocol. For fair comparison, the proposed method and
the other compared methods are all based on AlexNet. We follow standard
evaluation protocols for domain adaptation [13,14]. At training time, for the
underwater optical images, k images were randomly labeled in each category,
k = {1, 2, 3, 4, 5, 6}. We repeated each experiment 10 times, and calculated the
average accuracy. There was no overlap between the images in the training and
test datasets. The details of training and test data are provided in Table 1.

Table 1. Experimental settings: I stands for in-air images, U stands for underwater
images; the k labeled denotes there has k labeled underwater images in each category
and the rest is fully unlabeled; the 800 underwater images were randomly split into
training and testing data.

Experiments Training data Testing data

Type Size Type Size

Source only I 3100 U 400

Target Only U 400 U 400

DAN&RevGrad&RTN I and U 3100 and 400
(k labeled)

U 400

Ours I and U 3100 and 400
(k labeled)

U 400

4.2 Implementation Details

The experiments were performed on server with the following components: NIV-
DIA GeForce 1080 GPU, 64G RAM and a56 Intel(R)Xeon(R) CPU E5-2683
V3@ 2.00 GHz. All the images were resized to the same size of 227 × 227. We
implement all methods based on the TensorFlow and the pre-trained AlexNet
on ImageNet [21], then fine-tuned using the proposed data. For the layers which
are trained from scratch, we set its learning rate to be 10 times that of the other
layers. The trade-off parameter γ was fixed to 0.3. In order to suppress noisy
signal from the domain discriminator at the early stages of the training, λ was
gradually changed from 0 to 1 by the following formula: λx = 2

1+exp(−10x) − 1.
We use mini-batch stochastic gradient descent (SGD) with momentum of 0.9
and the learning rate annealing strategy in [13]: the learning rate is not selected
by a grid search due to high computational cost, it is adjusted during SGD using
the following formula: the learning rate is not selected by a grid search due to
high computational cost, it is adjusted during SGD using η0 = η0

(1+αp)β , where
p is the training progress linearly changing from 0 to 1, η0 = 0.01, α = 10 and
β = 0.75 which is optimized to promote convergence and low error on source
domain.
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Table 2. Classification accuracy on the simulated datasets for different approaches (%).

Turbidity Source only Target only DAN RevGrad RTN WSDAN (k range from 1 to 6)

1 2 3 4 5 6

0.5 26.5 79.8 53.4 54.6 61.5 62.5 67.1 68.6 71.4 73.1 75.3

1 21.6 79.3 48.2 49.4 57.8 61.7 65.7 66.4 70.1 72.7 74.1

2 15.5 77.3 40.7 41.7 47.5 56.3 58.3 61.2 65.7 68.7 72.9

Fig. 4. Comparisons in three different
turbidity.

Fig. 5. Ablation study of the proposed
method.

4.3 Experimental Results

As shown in Table 2, we compare the accuracies of different experiments for
datasets with different turbidities. We observe that our model outperforms com-
pared methods by large margin even when very few labeled samples are available.
Meanwhile, with the increase of k, the accuracy substantially goes up. It is note-
worthy that our model outperforms the state-of-the-art approach using only one
labeled underwater sample per category (k = 1). The encouraging results also
highlight the importance of weakly-supervised domain adaptation in deep neural
networks, and suggest that WSDAN is able to learn more transferable and class-
specific representations for effective domain adaptation. In addition, we see that
the accuracy of our model is just slightly worse than the Target Only (denotes
the upper bound of our experiments) when only 6 labeled samples per category
(k = 6) were used.

As shown in Fig. 4, we demonstrated comparisons between our method and
the baseline (RevGrad) in the three different turbidity datasets. We empirically
observe that with the increasing of turbidity, the improvements of our method
is increased, revealing that the proposed method is robust for different turbidity
and can better apply to the intricate underwater environment.

4.4 Ablation Study

We perform ablation study on task z = 1 by evaluating several variants of
proposed WSDAN: (1) only low-level alignment which denotes only using
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Fig. 6. Examples of diver in the real-world in-air and underwater images, respectively.

Fig. 7. The classification accuracy of each class.

low-level alignment of WSDAN; (2) only high-level alignment which denotes
only using high-level alignment of WSDAN; (3) unsupervised-WSADAN
which denotes compared with the proposed WSDAN we will not use the labeled
underwater samples and the rest is the same. The comparisons with the pro-
posed WSDAN and the baseline are provided in Fig. 5. The results show that
(1) Both only low-level alignment and only high-level alignment outper-
form the baseline, revealing the effectiveness of the proposed two-level feature
alignment respectively. (2) WSDAN outperforms unsupervised-WSADAN,
highlighting the importance of the supervision information from target domain.
(3) High-level alignment contributes more than low-level alignment.

4.5 Evaluation on Real-World Application

In order to evaluate the effectiveness of the proposed method on real-world
application, we add one more class of diver in the real-world images to the
simulated dataset (z = 1, k = 1). We collected 50 real-world diver images in
the in-air scene and 50 in the underwater scene, the examples were shown in
Fig. 6. The diver can be seen as class 32. The classification accuracy of each
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class were shown in Fig. 7. We can observe that the classification accuracy of
diver outperforms most other classes and exceeds the average accuracy by large
margin, revealing that the proposed method is effective in real-world application.

5 Conclusions

This paper has proposed a framework in weakly-supervised setting to address
recognition of man-made objects in underwater optical images. We first simu-
lated three underwater datasets with different turbidity. By introducing low-level
and high-level feature alignments to a deep neural network, the proposed method
shows superior performance than state-of-the-art domain adaptation approaches.
Our method semantically align the distributions of different domains even when
labeled underwater samples are very few. The experimental results also reveal
that both alignments independently introduce a significant gain in performance.
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Abstract. With the recent advances in tablet devices industry, sketch
recognition has become a potential replacement for existing systems’ tra-
ditional user interfaces. Structured diagrams (flow charts, Markov chains,
module dependency diagrams, state diagrams, block diagrams, UML,
graphs, etc.) are very common in many science fields. Usually, such dia-
grams are created using structured graphics editors like Microsoft Visio.
Structured graphics editors are extremely powerful and expressive, but
they can be cumbersome to use. This paper presents an interactive sketch
recognition system that converts user’s sketch into structured geometric
shapes in usable electronic format with minimal effort.

Keywords: Sketch recognition · Pattern recognition
Support Vector Machines (SVMs)
Human-Computer Interaction (HCI)

1 Introduction

With the rise of tablet devices era, developing a system that can convert hand-
drawn sketches into structured (electronic) format became highly required. It
will facilitate sketches creation and modification using Computer Aided Design
(CAD) tools. The existing tools mainly use drag and drop feature for diagrams
creation. The user constructs the diagram by incrementally selecting from the list
of supported shapes. Sketching will provide a more intuitive replacement for this
process. In this work, we propose an interactive sketch recognition framework,
where user sketches using pen tablet or mouse, and the framework will recognize
and convert the scene into well-formed structured diagram. The framework is
capable of recognizing: lines, triangles, rectangles, squares, circles, ellipses, dia-
monds, arrows, arcs, and zigzag lines. User has the freedom of sketching prim-
itives over multiple strokes. We have implemented a grouping algorithm which
is capable of aggregating strokes that belong to the same primitive together.
After that, the grouped strokes will be introduced for recognition by our trained
classifiers. As can be noticed from the set of supported primitives, the proposed
framework is a domain-independent sketch recognition system. We support a
c© Springer Nature Switzerland AG 2018
L. Cheng et al. (Eds.): ICONIP 2018, LNCS 11305, pp. 323–334, 2018.
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set of primitives which are used in a wide range of diagrams and flow charts in
various domains. Integrating this framework into a domain-dependent diagram
recognition system shall be seamless and straight forward. A higher-level recog-
nition system can be used to interpret the meaning of the recognized primitives
(or group of primitives) into domain specific shapes (e.g., zigzag line is a resistor
in the domain of electrical circuits). Therefore, the proposed framework output
primitives can be used as input to domain-dependent frameworks.

This paper is organized as follows: Sect. 2 gives an overview of the related
work. Section 3 explains the proposed sketch recognition framework architec-
ture. The experimental results are presented in Sect. 4 followed by conclusion in
Sect. 5.

2 Related Work

Sketch recognition has been an active area of research. Main focus was in the
area of online sketch recognition systems and there were minimal research efforts
in offline systems. However, there have been some remarkable contributions in
offline research [15,19]. For online, we will highlight a set of remarkable sketch
recognizers. PaleoSketch [11,16] used Neural Networks (NN) classifier and group-
ing technique based on spatial properties. CALI [9,10] used fuzzy logic classifier
and grouping technique based on timeout. HHReco [12] utilizes Zernike moments
as features in SVM and multi-stroke support using segmentation. Rubine [20] is a
motion-based recognizer. Sezgin et al. [21] built Hidden Markov Models (HMM)
sketch recognizer. $N [1] is template matching recognizer based on $1 uni-stroke
recognizer [22]. $N supports multi-stroke sketch by representing a multi-stroke
as a set of uni-strokes representing all possible stroke orders and directions. It is
automatically generalizing from one multi-stroke template to all possible multi-
stroke with alternative stroke orderings and directions. El Meseery et al. [7]
proposed a system that attempts to find the optimal decomposition of the input
stroke using Particle Swarm Optimization (PSO) algorithm and classification
using SVM classifier.

There were also research efforts done in using sketch recognition in applica-
tions; Jayawardhana et al. [13] introduced a novel sketch based query language
for database querying. Bresler et al. [5] introduced an online, stroke-based recog-
nition system for hand-drawn arrow-connected diagrams. Dixon et al. [6] used
sketch recognition to assist the user in creating a rendition of a human face with
the intent of improving that person’s ability to draw. Wu et al. [23] presented
SmartVisio system which is a real-time sketch recognition system based on Visio.
It recognizes hand-drawn flowchart/diagram with flexible interactions. Xu et al.
[24] introduced Voltique Designer which is an Android-based circuits creation
tool. Bohari et al. [2] presented a novel approach to recognize the users intention
to draw or not to draw in a mid-air sketching task without the use of postures
or controllers.
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The sketch recognition framework proposed in this paper uses model-based
classifiers and a set of effective geometric features. The grouping technique is
based on spatial properties which overcomes timeout constraints and long com-
puting time of template matching.

3 System Architecture

A key strength of this work is providing a simple yet robust system architecture.
It is introducing guidelines for building domain-independent sketch recognition
framework. The framework architecture is divided into five main stages: group-
ing, classification preprocessing, features extraction, classification, and system
output.

3.1 Input Stage

The framework is currently supporting sketch recognition in interactive mode.
We built a simple editor which captures user’s sketch using pen tablet or mouse.
Sketch’s points are stored in the same order they were drawn. They are sent to
the core engine on pen/mouse up event. They are represented in a form of array
of points.

3.2 Grouping

Grouping stage is mandatory for multi-stroke primitives recognizers. In this
stage, all the related sketched strokes will be grouped and sent to the primi-
tives classifier. The focus is to apply minimal sketching constraints on the user.
The user shall have the flexibility to draw an incomplete primitive, draw another
primitive, and then continue the drawing of the first primitive. This flexibility
requires a robust strokes grouping algorithm. We propose a grouping algorithm
that uses quite simple grouping criteria, but proved to have very good results.

Only lines and paths1 are considered as candidates for grouping. The user
can edit a line to form a triangle, square, diamond, etc. Fig. 1.

Fig. 1. Multi-stroke sketched triangle by drawing line then edit it to triangle

1 Path: the stroke that was not detected as a primitive. It is kept untouched, as we
assume that it is part of multi-stroke primitive that the user is sketching.
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Euclidean Distance Grouping. We used the Euclidean distance between strokes
endpoints as the criteria for the grouping algorithm. The distance between two
strokes endpoints divided by the average stroke length of the two strokes should
be within some threshold (our experiments proved that 0.1 is a recommended
value for this threshold). Thus, the gap between two strokes should be less than
10% of the average length of the two strokes. Any two strokes meet this criteria
will be merged and sent to the classification preprocessing stage.

The proposed grouping technique uses the graph theory to ease the imple-
mentation [11]. The grouping is done over two steps: graph building, where we
check if any strokes satisfy grouping criteria, and graph traversing, where we
connect strokes satisfying the grouping criteria into one stroke. We will describe
each of those two steps on the example in Fig. 2.

Each stroke index represents the order in which it was drawn. The user drew
stroke1, so we built a graph with one vertex for stroke1. After the user drew
stroke2, the grouping criteria is checked and found that it is applied on stroke1
and stroke2. Accordingly, another vertex is added for stroke2, and an edge is
added between the two vertices to indicate that they shall be connected to form
one stroke. After that, stroke3 is drawn, as it did not satisfy grouping criteria
with neither stroke1 nor stroke2, we created another graph having one vertex
for stroke3. Then stroke4 is drawn, and it is satisfying grouping criteria with
stroke3, so we added vertex for stroke4 and added an edge in the second graph
between stroke3 and stroke4 vertices. The algorithm continues similarly with
the remaining drawn strokes (stroke5, stroke6, and stroke7), and builds the two
graphs shown in Fig. 2. By the end of graph building step, each edge of the
graph represents two strokes that shall be grouped. In graph traversing step, we
traverse through the built graphs and group the strokes that their corresponding
graph vertices are connected.

Using graphs for grouping technique implementation has many advantages:
more structured and well organized implementation, prevents adding duplicate
stroke as any vertex is added once, saves processing time as we avoid any dupli-
cate processing for strokes, improves grouping technique debugging, readability,
and ease of understanding.

3.3 Classification Preprocessing

Our experiments have shown that using one classifier to distinguish between
the set of supported primitives is not an effective approach. It may obstruct
achieving minimum classification errors and maximizing the recognition accu-
racy. The experiments have shown that having a preprocessing stage can sig-
nificantly enhance the classification accuracy. In classification preprocessing, we
calculate the shape closure ratio2, which is the distance between the stroke’s
endpoints to the length of the stroke. Based on this ratio, we categorize user’s
stroke into one of three categories: closed shape (circle, ellipse, rectangle, square,

2 Our experiments have shown that this ratio is less than 0.1 for closed shapes, 0.1-0.6
for paths, and greater than 0.6 for open shapes.
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Fig. 2. Example explains grouping technique implementation using graphs

triangle, and diamond), open shape (line, arrow, arc, and zigzag line), or incom-
plete shape (path). According to the stroke category, we redirect the stroke to
the appropriate classifier (will discuss that in details in classification stage). This
approach empirically proved to improve shapes recognition accuracy and resolved
many shapes classification confusions. It minimizes the number of shapes each
classifier deals with, and sends each stroke to the designated classifier which is
reflecting positively on the system overall classification accuracy.

3.4 Features Extraction

At this stage, we calculate a set of effective geometric features for the user’s
input stroke (grouped stroke in case of multi-stroke sketched primitive) to be
used during classification stage. All geometric features used are size and orienta-
tion independent. The majority of the features rely on essential geometric traits
of the input shapes, e.g., the area and the perimeter of the minimum area enclos-
ing rectangle, the area of the maximum area inscribed k-gon that fits inside the
convex hull of the shape, the shape thinness, and the shape straightness. Fol-
lowing are some of the geometric features used in our framework.

Circle Thinness Value. To distinguish circles from the other closed shapes,
we use the thinness ratio (Pch

2/Ach), where Ach is the area of the convex hull,
and Pch is its perimeter. The thinness of a circle is minimal, since it is the planar
figure with the smallest perimeter enclosing a given area, yielding a value near
4π.

Intersections with Regression Line. We calculate the regression line for
the input sketch points. Then, we calculate the number of intersections between
input sketch and this regression line. For zigzag lines we expect to have relatively
big number of intersections compared to the other open shapes Fig. 3a.
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(a) Intersections with regression line (b) Line thinness feature

(c) Straightness feature

Fig. 3. Geometric features

Line Thinness Value. We identify lines using another thinness ratio which
compares the height of the (non-aligned) minimum area enclosing rectangle (Her)
with its width (Wer). The Her/Wer ratio will have values near zero for lines and
bigger values for the other shapes Fig. 3b.

Straightness Value. This feature measures how straight the shape is by calcu-
lating the ratio between the direct distance between the stroke’s two end points
and the stroke length. For lines, this value shall be ∼1.0. For zigzag lines, it shall
be very small value, and for arcs, it will be ∼0.5–0.7 Fig. 3c.

Zigzag Value. This feature used mainly to distinguish zigzag lines from the
other open shapes. It measures the ratio between the convex hull perimeter and
the stroke length. For zigzag lines, this value shall be very small compared to
the other shapes.

3.5 Classification

One of the main challenges in any recognition problem is choosing a classifier
that will result in the highest recognition accuracy. In this work, we are going to
compare three classifiers: Support Vector Machines (SVMs) with Radial Basis
Function (RBF) kernel, Random Forest (RF), and K-Nearest Neighbor (K-NN).

Multi-stage Classification. As we discussed in the previous section, during classi-
fication preprocessing, we categorize user’s stroke into open shape, closed shape,
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or path. At classification stage, we introduce the stroke to the appropriate clas-
sifier based on the category provided by the preprocessing stage. In our current
implementation, we have two classifiers, one for the closed shapes and another
classifier for the open shapes. Paths are kept as is, not classified, because they
represent an incomplete primitive (primitive that will be drawn on multi-stroke).
Using multi-stage classification approach has minimized classification confusion,
and facilitated the selection of effective features. For example, a geometric fea-
ture used to distinguish two closed shapes might introduce confusion to open
shapes and vice-versa. The proposed two classifier approach has simplified the
evaluation of the impact of the newly introduced feature to the framework overall
accuracy.

3.6 Output Stage

The primitives’ locations, orientations, and sizes need to be maintained as they
were sketched by the user. Figuring out shape orientation from its points is not
an easy task for some shapes (e.g., triangles). Therefore, we defined this problem
as the problem of finding the minimum number of vertices that can be used to
draw the sketched shape. The Ramer-Douglas-Peucker algorithm [18] is used
for curves and polygons approximation. We used OpenCV library’s algorithm
implementation [3]. The implementation minimizes the distance between the
original and the approximated shapes to the provided precision. We implemented
a set of algorithms that use the vertices returned by OpenCV and extract the
minimum number of vertices needed to draw each shape.

Arcs Drawing. For arcs, we use Casteljau’s algorithm [8] which is a recursive
method to evaluate Bezier curves given arc start and end points and the two
control points.

Fig. 4. Points needed to draw arrow

Arrows Drawing. For arrows, we calculate the minimum area enclosing rect-
angle for the input points. The arrow shaft points (xs1,ys1) and (xs2,ys2), Fig. 4,
are the two points in the middle of the smaller enclosing rectangle sides. Then
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we average all the sketch points to get the centroid point (xc,yc). After that, the
distance between (xc,yc) and each of (xs1,ys1) and (xs2,ys2) is calculated. As the
density of the arrow points will be higher at the arrow head side, the (xc,yc) will
be closer to the arrow head than the other side. The arrow head points (xs3,ys3)
and (xs4,ys4) to be located on the enclosing rectangle longer sides and to be
on a distance of ∼0.25 of the length of the longer enclosing rectangle side from
(xs1,ys1). Then, we draw lines between (xs1,ys1) and each of the other points to
draw the arrow.

Fig. 5. Framework samples output

4 Experimental Results

We collected a training set of 1400 patterns of closed shapes and 1040 patterns
of open shapes drawn by six users from different backgrounds. A test set of 615
patterns of closed shapes and 452 patterns of open shapes were drawn by other
four users from different backgrounds as well. The framework achieved average
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accuracy of 96.05% with SVM classifier, 95.09% with RF classifier, and 85.78%
with K-NN classifier. Table 1 shows a comparison between SVM, RF, and K-NN
testing results and the accuracy per each supported shape.

As stated before, SVM is used with RBF kernel. We used 10-fold cross vali-
dation and grid search technique proposed in [14] to fine tune SVM parameters,
C and γ. C and γ values were incrementally increased exponentially (for exam-
ple, C = 2−5, 2−4, . . . , 210 and γ = 2−10, 2−5, . . . , 25). Each time, 10-fold cross
validation was executed while observing the effect of the new values on the out-
put accuracy. The best accuracy was achieved with C = 29 and γ = 2−6 for
both the closed shapes and the open shapes. For RF, best results for the open
shapes were with maximum depth set to 3 and maximum number of trees set
to 1000. For the closed shapes, it was achieved with maximum depth set to 3
and maximum number of trees set to 5000. For K-NN, we ran 10-fold with three
different values for K, K = 5, 11, and 51. K = 5 gave us the best cross validation
results for both the closed shapes and the open shapes.

Table 1. Testing results: SVM with RBF kernel, C = 29 and γ = 2−6, RF with
maximum depth = 3, and K-NN with K = 5

Classifier SVM RF K-NN

Shape Accuracy Accuracy Accuracy

Closed shapes

Triangle 100% 100% 94.31%

Circle 97.56% 97.56% 95.93%

Ellipse 96.75% 96.75% 92.68%

Diamond 91.06% 87.80% 87%

Rectangle 95.93% 96.75% 86.18%

Avg 96.26% 95.77% 91.22%

Open shapes

Line 100% 100% 100%

Arc 100% 100% 93.81%

Zigzag line 92.92% 83.19% 53.10%

Arrow 90.27% 93.81% 69.03%

Avg 95.80% 94.25% 78.99%

Total Avg 96.05% 95.09% 85.78%

We compared the framework accuracy to set of widely known recognizers
to give better understanding of our framework accuracy. We used the recogni-
tion accuracies data collected by Paulson [17] as shown in Table 2. The label
“polyline” includes zigzag lines, rectangles, diamonds, and triangles. As can be
noticed, the proposed framework has very competitive accuracy results. They
have the advantage of recognizing spiral, helix, and complex shapes. On the
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Table 2. Benchmarking: Recognition accuracy comparison of widely used sketch recog-
nition systems

CALI HHReco Rubine Sezgin $1 PaleoSketch 2011 ProposedSVM

Arc 97% 96% 51% - 98% 99% 100%

Circle 97% 89% 37% 83% 97% 90% 97.56%

Complex - 79% 19% 99% 93% 84% -

Curve 61% 77% 47% - 85% 94% -

Ellipse 100% 44% 61% 56% 95% 99% 96.75%

Helix - 92% 75% - 96% 100% -

Line 100% 98% 74% 99% 69% 100% 100%

Polyline - 67% 44% 92% 56% 97% 98.23%

Spiral - 99% 80% - 100% 100% -

Arrow - - - - - 96.3% 90.27%

Average 91% 82.3% 54.22% 85.8% 87.7% 95.93% 97.14%

other hand, this work have the advantage of supporting arrows3 and labeling
rectangles, triangles, diamonds, and zigzag lines separately with very high accu-
racy. For domain-independent recognizer, it does not make much sense to recog-
nize complex shapes. They can be more accurately recognized if domain-specific
information is present. Accordingly, the proposed framework can be seamlessly
integrated with different high-level domain-dependent recognizers.

5 Conclusion

In this paper, we had proposed a framework for domain-independent interac-
tive sketch recognition. The proposed grouping technique allows the user to
draw multi-stroke primitives. The grouping technique is based on spatial prop-
erties which overcomes timeout constraints and long computing time of template
matching. The classification preprocessing stage minimized the number of primi-
tives each classifier is dealing with, which reflected positively on the classification
accuracy. The simple and robust grouping technique and the novel multi-stage
classification aided in building constraints-free sketch recognition system hav-
ing a competitive recognition accuracy. This work also introduced a set of novel
geometric features which can be used to distinguish between wide set of geo-
metric shapes. These shapes are considered as building blocks for a wide range
of high-level diagrams domains. The framework have been evaluated by running
a comparison between a set of famous sketch recognizers that are commonly
used for sketch recognition benchmarking. The framework proved to have a very
competitive accuracy.
3 Arrow detection is one of the major challenges in any sketch recognition framework

[4,5]. This work introduced novel geometric features which recognize arrows with
very high accuracy, as well as novel arrow drawing technique which maintains the
sketched arrows properties (size, orientation, etc.).
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Abstract. Event factuality identification aims at determining the fac-
tual nature of events, and plays an important role in NLP. This paper
proposes a two-step framework for identifying the factuality of events
in raw texts. Firstly, it extracts various basic factors related with fac-
tuality of events. Then, it utilizes a hybrid neural network model which
combines Bidirectional Long Short-Term Memory (BiLSTM) networks
and Convolutional Neural Networks (CNN) for event factuality identi-
fication, and considers lexical and syntactic features. The experimental
results on FactBank show that the proposed neural network model sig-
nificantly outperforms several state-of-the-art baselines, particularly on
speculative and negative events.

Keywords: Event factuality · FactBank · LSTM · CNN

1 Introduction

Event factuality is defined as the information expressing the commitment of
relevant sources towards the factual nature of events, conveying whether an
event is evaluated as a fact, a possibility, or an impossible situation. In principle,
event factuality is related with some basic factors, e.g., predicates, speculative
and negative cues. For examples:

(S1) This scientist speculated that liquid water existed on the planet.
(S2) The rescue team was not able to contact the climbers.
In this paper, events are in bold and sources are underlined in example sen-

tences. In S1, the event existed is a possibility according to scientist due to the
predicate speculated , while in S2 the event contact is impossible according to
the negative cue not. Table 1 shows that factuality is characterized by modality
and polarity. Modality conveys the certainty degree of events, such as certain
(CT), probable (PR), and possible (PS), while polarity expresses whether the
event has happened, including positive (+) and negative (−). In addition, U/u
means underspecified. Some combined values are not applicable (NA) grammat-
ically (e.g., PRu, PSu, and U+/−), and are not considered [1,2].
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Table 1. Various values of event factuality.

+ (positive) − (negative) u (underspecified)

CT (certain) CT+ CT− CTu

PR (probable) PR+ PR− (NA)

PS (possible) PS+ PS− (NA)

U (underspecified) (NA) (NA) Uu

Previous studies usually employed rule-based approaches [1,2], machine
learning models [3,4], or a combination of them [5,6]. Although the rule-based
models can obtain high performance ([2] achieved the micro- and macro-averaged
F1 of 85.45 and 73.59 on the Aquaint TimeML subcorpus in FactBank [7]),
these rules were very complicated and relied on large-scale tables. Similarly, the
machine learning methods depended on various kinds of features, e.g., 19 fea-
tures in [2] and 15 features in [5]. Furthermore, previous researches relied on
annotation information, such as source introducing predicates, relevant sources,
and cues. Although [1,2,5] can obtain satisfactory results, these studies neglected
the performance on raw texts.

Recently, neural networks have been widely-used in various NLP applica-
tions. Previous research [8,9] utilized neural networks to identify factuality of
sentences. However, none of them addressed event factuality identification.

In order to address the issues described above, we propose a two-step frame-
work with neural networks to identify event factuality in raw texts. First, those
basic factors widely used to identify event factuality, i.e., events, Source Intro-
ducing Predicates (SIPs), relevant sources, and cues, are extracted from texts.
Then, a hybrid neural network model which combines BiLSTM and CNN with
attention is employed to identify the factuality of events according to these basic
factors. Shortest Dependency Paths (SDP) are considered as the main syn-
tactic features. Experimental results on FactBank show that our model outper-
forms the baselines significantly, especially on speculative and negative events.
The code of this paper is released at https://github.com/qz011/event factuality.

2 Basic Factor Extraction

This section presents the basic factors related with factuality, namely events,
SIPs, sources and cues, and demonstrates the methods to identify them.

Events in FactBank are defined by TimeML [10]. We utilize the maximum
entropy classification model developed by [11] for event detection.

Source Introducing Predicates (SIPs) are events that can not only intro-
duce additional sources, but also influence the factuality of the embedded events.
For example, in S1 the SIP speculated introduces scientist as a new source, and
scientist evaluates the embedded event existed as PS+ according to speculated .
To detect SIPs, we consider both lexical level features and sentence level

https://github.com/qz011/event_factuality
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features. Similar to event detection, We employ token, part-of-speech (POS)
and hypernym of the token as lexical level features.

Wc×       + bc

×α0 ×α1 ×α2 ×α3 ×α4

Ws0f bs0

tanh

X0

Y0

f

Fig. 1. Convolutional neural network for SIP detection.

An SIP has at least one embedded event [1]. Hence, we propose Pruned
Sentence (PSen) as the sentence level feature: If a clause of the candidate
event token contains events, the clause is replaced by the tag 〈event〉; Nouns,
pronouns and the current candidate event are unchanged, while other tokens are
replaced by the tag 〈O〉 to achieve more generality. S4 is the PSen of the event
said in S3.

(S3) Thomson, who was in India to talk to leaders, said the flights would
provide extra support to the growing tourism market.

(S4) Thomson 〈O〉 who 〈O〉 〈O〉 India 〈O〉 〈O〉 〈O〉 leaders 〈O〉 said 〈event〉
PSen can clearly characterize whether there are events in the clause of the

token. Furthermore, PSen is a simplified and effective structure, because only
the candidate token and the tokens that are possible new sources are reserved,
and the effects of other tokens are omitted.

We utilize the CNN shown in Fig. 1 to identify SIPs. Considering that PSen is
a simplified structure, we learn the sentence level features c through an attention-
based CNN instead of an alternative RNN. We transfer the PSen to X0 ∈ R

d0×n

according to pre-trained word embeddings and compute our CNN as follows:
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Y 1 = W cX0 + bc. (1)

α = softmax(vT
c tanh(Y 1)). (2)

c = tanh (Y 1α
T ). (3)

f = l ⊕ c. (4)
o = softmax(W s0f0 + bs0). (5)

J(θ) = − 1
m

m−1∑

i=0

log p(y(i)|x(i), θ). (6)

where ⊕ is the concatenation operator, and W c, bc,vc,W s0, bs0 are parameters.
A Relevant Source is the participant of an event holding a stance with

regard to the event factuality. AUTHOR is always the source of events by default.
Further sources (e.g. scientist in S1) are represented in chain form [1,2]: scien-
tist AUTHOR, which means that we know about scientist perspective according
to AUTHOR and scientist is an Embedded Source in AUTHOR. The gram-
matical subjects of SIPs are chosen as the new sources. Since we have iden-
tified events and SIPs, we can identify relevant sources RS, which is initialized
as RS = {AUTHOR} for each event. When traversing from the root of the
dependency parse tree of the sentence to the current event, RS is updated as
RSn = RSn−1 ∪{ns s}, where ns is a new source introduced by the correspond-
ing SIP and s ∈ RSn−1. This is a recursive algorithm defined by [1].

Cues are words that have speculative or negative meanings. PR/PS events
are governed by PR/PS cues, while events can be negated by negative (NEG)
cues. Previous studies [12,13] concluded that lexical features can achieve excel-
lent performances on cue detection task. Hence, we employ the lexical features
developed by [13] to classify each token into PR/PS/NEG cue, or not cue.

3 Neural Networks for Event Factuality Identification

This section describes our neural network model considering both BiLSTM and
CNN with attention for event factuality identification shown in Fig. 2. We design
two outputs in the model: one indicates whether the event is Uu, Non-Uu or
OTHER, and the other determines whether the event is governed by a specula-
tive or negative cue and further classifies Non-Uu events as CT+/−, PR+/−,
and PS+/−. We have the following main reasons for the architecture of two
outputs:

(1) Speculative and negative factuality values can be identified more precisely
with the help of corresponding cues;

(2) this design can address the problem of data imbalance, because the specu-
lative and negative factuality values usually occupy the minority.

Finally, the factuality values of events are determined by the two outputs directly.
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SIP_Path RS_Path Cue_Path Auxiliary Words

BiLSTM CNN
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Input
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fu fcue
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Fig. 2. Neural network architecture for event factuality identification.

3.1 Features

Previous studies [1–3] have proven the success of the dependency parse trees
in event factuality identification. Therefore, we develop the following syntactic
features based on the dependency parse trees and the basic factors:

SIP Path: The SDP is from the ancestor SIPs to the event.
RS Path: The SDP starts from the root of dependency tree, passes by all
the relevant sources of the event, and ends with the current event.
Cue Path: The SDP is from a cue to the event.
SIP Path and RS Path are used to determine whether an event is Uu or Non-
Uu. In addition to Cue Path, we also consider the following cue-related lexical
features to judge whether the event is modified by a cue:
Relative Position is the surface distance from the cue to the event, and is
mapped into vector lp with dimensions dp;
Type of Cue includes PR, PS and NEG, is mapped into vector lt with
dimensions dt.

If there is more than one cue in the sentence, we consider whether the current
event is governed by each cue separately. Besides, if a Non-Uu event is governed
by both PR and PS cues, we adopt the cue with the highest confidence score to
decide whether the modality of the event is PR or PS.

Auxiliary Words (Aux Words) share the dependency relations aux or
mark with the event, and can convey syntactic constructions of sentences. For
each Aux Word, both the word itself and the dependency relation are considered
as the input features.

An example sentence and its features for our model are shown in Fig. 3.

3.2 Neural Network Modeling for Event Factuality Identification

Many sequence modeling tasks are beneficial from the access to the future as
well as past context. To model the representations of syntactic paths, we uti-
lize the bidirectional LSTM network that processes the syntactic path in both
directions. It produces the forward hidden sequence

−→
H, the backward hidden
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Sentence: The journalist reports that the scientists say that they have received enough images from the Cassini
spacecraft and speculate that ice may exist on the planet . (Current Event: received)
Current Relevant Source: scientists_journalist_AUTHOR
RS_Path:ROOT root reports nsubj journalist nsubj reports ccomp say nsubj scientists nsubj say ccomp received
Current SIPs: reports say SIP_Path: reports ccomp say ccomp received
Current cue: may Cue_Path: may aux exist ccomp speculate conj say ccomp received
Relative Position from cue to event: 11 Aux_Words: (that, mark) (have, aux)

Fig. 3. An example sentence and features of an event for our neural network model.

sequence
←−
H and the output sequence Hp =

−→
H +

←−
H. To extract the most useful

representations from sequences, we utilize the attention mechanism and produce
the output vector hp:

α = softmax(vT tanh(Hp)). (7)

hp = tanh(Hpα
T ). (8)

where p = sp(SIP Path), rp(RS Path), cp(Cue Path). Noticing that the auxil-
iary words are a collection of tokens instead of a sequence with specific meanings,
we employ the CNN in Sect. 2 to learn representations of auxiliary words and
their dependency relations:

fw = CNN(Xaux words). (9)

We concatenate hsp, hrp and fw into fu to judge whether the event is Uu,
Non-Uu or other. To judge whether a Non-Uu event is governed by a speculative
or negative cue, we consider not only Cue Path hcp but the lexical features lp
(Relative Position) and lt (Type of Cue):

fu = hsp ⊕ hrp ⊕ fw. (10)
f cue = lp ⊕ lt ⊕ hcp. (11)

Finally, the representations fu and f cue are fed into the softmax layer:

o1 = softmax(W s1fu + bs1). (12)
o2 = softmax(W s2f cue + bs2). (13)

where W s1, bs1, W s2, bs2 are parameters. o1 represents whether the event is Uu,
Non-Uu or other (label y1), while o2 determines whether the event is governed
by the cue (label y2), and Non-Uu events are classified as CT+/−, PR+/−, or
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PS+/− according to o2. The design of the two outputs can address imbalance
among instances because speculative and negative values are in the minority.
The objective function is designed as:

J(θ) = ε[− 1
m

m−1∑

i=0

log p(y(i)
1 |x(i), θ)] + (1 − ε)[− 1

m

m−1∑

i=0

log p(y(i)
2 |x(i), θ)]. (14)

where given the training instances (x, y1) and (x, y2), p(y(i)
1 |x(i), θ) and

p(y(i)
2 |x(i), θ) are the confidence scores of the golden label y1 and y2 in o1 and

o2, respectively. ε is the trade-off.

4 Experimentation

This section introduces the experimental settings and then presents the detailed
results and analysis of event factuality identification (Table 2).

4.1 Experimental Settings

We evaluate our models on FactBank [7]. Following previous studies [1–3], we
focus on the five main categories of values, i.e., CT+, CT−, PR+, PS+, and Uu,
which make up 99.05% of all the instances. We perform 10-fold cross-validation
and employ Precision, Recall, F1-measure, micro- and macro-averaging to report
the performance of factuality values. For SIP detection, we set the dimensions
of POS and hypernyms embeddings as 50 and nc = 150. For event factuality
identification, we set dt = dp = 10, the hidden units in CNN nc = 50, the hid-
den units in LSTM nlstm = 100, and ε = 0.75. We initialize word embeddings
via Word2Vec [14], setting the dimensions as d0 = 100. Other parameters are
initialized randomly, and SGD with momentum is used to optimize our model.

Table 2. Distribution of factuality values in FactBank.

Sources CT+ CT− PR+ PS+ Uu Other

All 7749/57.37% 433/3.21% 363/2.69% 226/1.67% 4607/34.11% 128/0.95%

Author 5412/57.05% 206/2.17% 108/1.14% 89/0.94% 3643/38.40% 29/0.31%

Embed 2337/58.15% 227/5.65% 255/6.34% 137/3.41% 964/23.99% 99/2.46%

4.2 Results and Analysis: Basic Factor Extraction

Table 3 displays the results of basic factor extraction tasks. For SIP detection
task, an SIP is correctly identified means both the SIP and the new source intro-
duced by it are correctly identified. We also utilize the maximum entropy classi-
fication model [11] and obtain the F1= 72.56. Our CNN can achieve F1 = 73.66.
We should note that one SIP can determine ALL the relevant sources of the
events embedded in it. Therefore, the improvement of F1 is significant, which
can prove the effectiveness of our CNN based on the pruned sentence structure.
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Table 3. Performance of the basic factor extraction tasks.

P(%) R(%) F

Events 86.67 82.86 84.68

SIPs 74.58 72.91 73.66

Relevant sources 80.70 77.44 78.99

Cues 64.78 70.13 67.05

4.3 Results and Analysis: Event Factuality Identification

For the fair comparison with our neural network model, we adopt the following
baselines whose input features are also developed according to the output of
basic factor extraction task:

SRules is a rule-based model working on dependency parse trees [1,2].
SVM uses the features developed by [2]. Some studies [3,4] also utilized tra-

ditional machine learning models that only considered AUTHOR as the source.
We re-implement these systems and obtain lower performance (macro-averaged
F1 are 46.29 and 48.42, respectively) than [2] on AUTHOR.

ME QRules is a two-step model with a combination of a maximum entropy
classification model and a simple rule-based model [5].

CNN is a variant of our model in Sect. 3 whose LSTM is replaced by CNN
defined in Sect. 2. The parameter of the convolutional layer is set as nc = 50.

Hybrid NN 1 is a variant of our hybrid neural network model, and considers
only ONE vector as the output of our model, i.e., vector representations fu and
f cue in Eqs. (10) and (11) are concatenated into ONE vector and are fed into
ONE softmax layer. Our hybrid model described in Sect. 3 has TWO outputs,
and is denoted as Hybrid NN 2.

Table 4 shows the performance of various models on the event factuality iden-
tification task. SRules gets low results on Uu, mainly due to the upstream error
propagation from basic factor extraction tasks. SVM obtains much lower perfor-
mance on CT−, PR+ and PS+, because they occupy the majority. ME QRules
achieves the micro- and macro-averaged F1 that are between SRules and SVM.

Our Hybrid NN 2 model achieves the best performance not only on CT+
and Uu but on CT−, PR+, and PS+ with All sources. All the improvements are
significant with p < 0.05 applying two-sample two-tailed t-test (the same below).
The performance gaps in different factuality values illustrate that it is challenging
to identify CT−, PR+ and PS+, which only cover 7.57% of all the factuality
values. The improvement on CT−, PR+, and PS+ can show the effectiveness
of features produced by speculative and negative cues. For example, compared
with SVM, our model improves the F1 of CT−, PR+, and PS+ by 11.47, 19.28,
and 18.20, respectively. In addition, Hybrid NN 2 can also obtain satisfactory
performance on CT+ and Uu, which can prove that our model can discriminate
Non-Uu events from Uu ones effectively. It is critical to identify Non-Uu events
because it is the previous step to identify CT+/−, PR+/−, and PS+/−.
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Table 4. F1-measures of various systems on event factuality identification.

Systems Sources CT+ CT− PR+ PS+ Uu Micro-A Macro-A

SRules [1,2] All 61.83 54.52 20.75 39.89 26.08 50.71 40.62

Author 64.83 48.83 13.35 31.93 26.17 53.49 37.02

Embed 53.19 61.94 25.11 47.01 25.95 44.20 42.64

SVM [2] All 64.94 44.80 26.54 25.90 57.68 60.78 43.97

Author 71.39 42.61 34.67 35.00 65.64 68.14 52.59

Embed 50.78 45.60 28.58 27.66 25.45 43.33 35.40

ME QRules [5] All 61.55 43.52 17.65 41.49 53.58 56.89 43.56

Author 67.75 44.21 11.55 40.99 60.95 63.80 43.75

Embed 46.39 40.40 22.22 40.78 30.46 40.73 36.05

CNN All 62.35 52.11 39.60 40.30 55.65 58.92 50.00

Author 68.28 52.26 52.03 45.92 62.93 65.54 56.50

Embed 49.61 52.28 33.58 38.44 22.66 43.25 38.98

Hybrid NN 1 All 66.20 52.99 36.62 37.97 61.39 62.95 51.03

Author 72.18 54.50 36.94 37.55 67.99 69.65 53.83

Embed 52.73 51.39 37.56 36.79 33.97 47.07 41.79

Hybrid NN 2 All 66.41 56.27 45.82 44.10 61.80 63.81 54.88

Author 72.73 58.11 54.14 48.85 68.29 70.41 59.90

Embed 52.80 54.23 42.23 43.72 32.67 48.18 44.84

For events with AUTHOR as the sources, our Hybrid NN 2 model can achieve
the highest F1 on all the five main categories. For events with embedded sources,
Hybrid NN 2 model obtains lower performance due to their syntactic structures.
The F1 of Uu on embedded sources is quite low (32.67), which is similar to other
models. These results show that it is difficult to discriminate Uu from Non-Uu
events with embedded sources.

To further verify the advantages of our Hybrid NN 2 model, we implement
other two neural network models as baselines, i.e., CNN and Hybrid NN 1. The
experimental results show that our model outperforms the two baselines on
both micro- and macro-averaged F1-measures. The BiLSTM neural networks
in our model can learn more information from both future and past context
in syntactic paths, while CNN ignores the context of tokens. Compared with
Hybrid NN 1, the performance of CT−, PR+, and PS+ is significantly improved
by our Hybrid NN 2 model, which can prove that the design of the two outputs
can identify speculative and negative factuality values more effectively.

To explore the upper bound of the performance of our model on event fac-
tuality identification, we present Table 5 that shows the performance of SRules
and Hybrid NN 2 models using annotated information. Comparing Tables 4 and
5, the micro- and macro-averaged F1 of SRules are improved by 30.81 and 29.38,
and those of Hybrid NN 2 by 17.87 and 16.75, respectively, indicating that the
performance of SRules relies more heavily on annotated information.
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Table 5. F1-measures of SRules and Hybrid NN 2 models on event factuality identi-
fication with annotated information.

Systems Sources CT+ CT− PR+ PS+ Uu Micro-A Macro-A

SRules [1,2] All 86.69 73.72 57.83 55.64 76.13 81.52 70.00

Author 88.32 68.59 53.93 56.18 81.18 84.56 69.29

Embed 82.62 77.64 60.44 54.16 58.47 74.19 66.67

Hybrid NN 2 All 86.25 75.90 61.00 59.28 75.70 81.68 71.63

Author 88.09 74.16 66.59 56.67 80.36 84.62 73.05

Embed 82.13 76.62 58.54 63.50 53.81 74.67 66.92

For our Hybrid NN 2 model, the performance of CT+ and Uu is lower than
that of SRules. However, the F1 of CT−, PR+, and PS+ in our Hybrid NN 2
model are higher, indicating that our model is better at identifying specula-
tive and negative values. Furthermore, compared with SRules, Hybrid NN 2
improves the micro- and macro-averaged F1 by 0.16 and 1.63, respectively. The
performance obtained by Hybrid NN 2 in Tables 4 and 5 means that the input
features of our model are developed according to the basic factors, and do not
rely on other intermediate ones.

4.4 Error Analysis

The errors produced by our model mainly include the following types:

Incorrect Relevant Sources for Events (70.61%). Our model fails to iden-
tify correct relevant sources for events due to the error propagation from the
basic factor extraction tasks, which can prove the significance of the SIP and
relevant source detection task. For example:

(S5) The agency quoted witnesses as saying tanks are patrolling the
streets.

(Event: patrolling , Source: witnesses agency AUTHOR, CT+)
In S5, our model fails to identify witnesses as the source introduced by the

SIP saying , and we cannot evaluate the factuality of the event patrolling from
the perspective of witnesses.

Incorrect Uu and Non-Uu (24.21%). CT−, PR+/−, and PS+/− events
cannot be correctly identified if the events are evaluated as Uu mistakenly.

(S6) Officials said DNA test results showed a likelihood that a strand of
hair discovered behind Slepian’s home came from Kopp.

(Event: came , Source: Officials AUTHOR, PR+)
In S6, the event came is assessed as Uu mistakenly, and it cannot be furtherly

assigned as PR+ even if our Hybrid NN 2 model correctly determine that came
is governed by likelihood.

Incorrect Modality or Polarity (4.42%). Our model fails to determine
whether the event is affected by a corresponding cue correctly.
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(S7) StatesWest said it may purchase more Mesa stock or make a tender
offer directly to Mesa shareholders.

(Event: make , Source: StatesWest AUTHOR, PS+)
(S8) “Our company has not been able to cope very effectively with changes

in the marketplace”, said Ryosuke Ito, Sansui’s president.
(Event: changes, Source: Ito AUTHOR, CT+)
The event make in S7 is PS+ due to the PS cue may. Hybrid NN 1 fails

to judge that make is governed by may, while Hybrid NN 2 gave the correct
result. In S8, the event changes is CT+ according to Ito. But our Hybrid NN 2
model determined that changes is negated by not mistakenly.

5 Related Work

Early studies on event factuality identification limited the sources to AUTHOR.
[15,16] classified predicates into Committed Belief (CB), Non-CB or NA under
a supervised framework. Researchers also developed new corpus [17], scalable
annotation schemes [4], and deep linguistic features [6] to predict factuality.

FactBank [7] considers both AUTHOR and embedded sources. [1,2] pro-
posed a rule-based top-down algorithm traversing dependency trees to identify
event factuality on FactBank. [3] proposed a new annotation framework and
identified the factuality of events in some sentences of FactBank. [5] utilized a
two-step model combining machine learning and simple rule-based approaches.
These studies utilized annotated information in FactBank directly.

Previous research showed that neural network methods can learn useful fea-
tures from sentences [18] and syntactic paths [19]. Attention is an effective mech-
anism to capture important information in sequences and has achieved state-of-
the-art performance in various NLP tasks [18,20]. In this paper, we employ a
neural network model that considers both LSTM and CNN with attention to
extract features from sequences and collections of words, respectively.

6 Conclusions

This paper focuses on event factuality identification. We propose a two-step
framework with neural networks to identify the factuality of events with ALL
sources (both author and embedded sources) in raw texts. For event factuality
identification task, we utilize a hybrid neural network model with the combi-
nation of LSTM and CNN based on attention mechanism. The experimental
results show that our model can identify speculative and negative factuality
values effectively, and can outperform the state-of-the-art systems.
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Abstract. Region selection is able to boost the recognition performance
for images with background clutter by discovering the object regions. In
this paper, we propose a region selection method under the least squares
framework. With the assumption that an object is a combination of
several over-segmented regions, we impose a selection variable on each
region, and employ a linear model to perform classification. The model
parameter and the selection parameter are alternatively updated to min-
imize a sum-of-squares error function. During the iteration, the selection
parameter can automatically pick the discriminant regions accounting for
the object category, then fine tunes the linear model with the objects,
independently of the background. As a result, the learnt model is able
to distinguish object regions and non-object regions, which actually gen-
erates irregular-shape object localization. Our method performs signifi-
cantly better than the baselines on two datasets, and the performance
can be further improved when combining deep CNN features. Moreover,
the algorithm is easy to implement and computationally efficient because
of the merits inherited from the least squares.

Keywords: Least squares · Region selection · Object localization

1 Introduction

Image classification is one of the fundamental problems in computer vision. The
task aims to recognize the categories of the objects present in images. However,
an object does not always cover the whole image. Severe background clutter
in the images may disturb the recognition. Classification by detection [3,5,10]
is tailored to this kind of situations. These methods annotate objects from the
background by finding the bounding-box with maximum score, so as to provide
natural comprehensive context for performance boosting.

Moreover, many other seemingly distinct computer vision tasks such as object
detection [11,20] and segmentation [7,8] can be reduced to image classifica-
tion. However, the classification models in these methods need carefully pruned
c© Springer Nature Switzerland AG 2018
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objects for training. Multiple-instance learning (MIL) has been exploited to auto-
matically annotate the objects in images to train a classifier being capable of
localizing objects [15,23,26]. In a MIL paradigm, data examples and labels are
provided at bag-level. A negative bag contains only negative instances, and a
positive bag contains at least one positive instance. This framework applies very
naturally to image classification and localization, where an image is considered
as a bag, and bounding-boxes in the image are considered as instances.

An alternative to the bounding-box annotation is region selection. Li et al.
[12] propose KI-SVM to locate the regions of interest for content-based image
retrieval. Based on convex relaxation of the MI-SVM [1], they maximize the
margin via generating the most violated key instance step by step, and then
combines them via efficient multiple kernel learning. Yakhnenko et al. [25] seg-
ment an image into a fixed grid, and assign a binary latent variable to indicate
either selected or de-selected state for each segment, then incorporate the vari-
able learning into a linear SVM model. Zhao et al. [26] consider an object as a
combination of several over-segmented regions that can be obtained in unsuper-
vised manners [2,24]. They use non-linear kernel SVM to discover discriminative
regions in images and videos. Compared to bounding-box selection, region selec-
tion has the potential to be applied to irregular-shape object detection [19–22].

In this paper, we propose a region selection method under the least squares
framework. Our algorithm aims to find the discriminant regions accounting for
the object category. With unsupervised image segmentation methods, an image
can be converted into a set of regions (or super-pixels). Instead of training on
whole images, we impose the regions with selection variables to realize object
discovery. We minimize a sum-of-squares error function to train a linear model.
The model parameter and the selection parameter are learned in an alternate
way. When the selection parameter is fixed, the model parameter is updated as
a standard least squares problem with a closed-form solution. When the model
parameter is fixed, we show the optimization with respect to the selection param-
eter is a standard quadratic programming. Compared to other methods, ours
are computationally efficient and simple to implement because of the advan-
tages inherited from least squares. The experimental results demonstrate the
effectiveness for region selection and the potential for applications in weakly
supervised irregular-shape object localization.1

The rest of the paper is organized as follows. The method is detailed in
Sect. 2: Least squares for image classification is revisited in Sect. 2.1; The objec-
tive function for region selection in least squares is proposed in Sect. 2.2; Then
the solving of the model parameter and selection parameter are described in
Sects. 2.3 and Sect. 2.4, respectively; Sect. 3 presents the experimental setup and
results analysis. Finally, we conclude with Sect. 4.

1 The code will be published with the article.
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2 Methods

2.1 Least Squares for Image Classification

Given a collection of image data {I1, I2, · · · , IN} with labels yi ∈ {0, 1}, tradi-
tional classification methods first extract feature xi ∈ R

D×1 for each image, com-
prising training data {x1,x2, · · · ,xN}. A linear discriminant function y = w�x
can be used to predict the label. The conventional least squares approach to
training the linear model is to minimize the sum-of-squares error function

E(w) =
1
2

N∑

i=1

(yi − w�xi)2. (1)

The gradient of the error function (1) takes the form:

∇E(w) = −
N∑

i=1

(yi − w�xi)x�
i . (2)

Setting the gradient to zero and solving for w gives,

w =
( N∑

i=1

xix
�
i

)−1 N∑

i=1

yixi. (3)

By introducing a design matrix Φ ∈ R
N×D, whose elements are given by Φ =

[x1,x2, · · · ,xN ]�, the solution (3) can be rewritten as:

w = (Φ�Φ)−1Φ�y, (4)

where y = [y1, y2, · · · , yN ]� ∈ R
N×1.

2.2 Region Selection in Least Squares

With unsupervised over-segmentation methods, an image Ii is decomposed into
a set of regions {xi1,xi2, · · · ,ximi

}, xij ∈ R
D×1. We impose a set of selection

variables pi = [pi1, pi2 · · · , pimi
]�, pij ∈ {0, 1} on each region, and assume some

of them comprising an object. Different assignments of pi correspond to selecting
different regions to represent the image. With the bag-of-words histogram feature
representation, the region selection intuition can be expressed as Xipi, where
we have described an image by the matrix Xi ∈ R

D×mi whose columns are
region vectors: Xi = [xi1,xi2, · · · ,ximi

]. Note that the mathematical result of
the selection Xipi is still a D × 1 column vector.

In order to make the optimization easier, we relax the constraint of pi and
require only |pi| = 1,pi ≥ 0, where 0 denotes a vector with the same size as pi
and elements all zeros, and the inequality constraint needs to hold in element-
wise manner.
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We integrate this region selection idea into the least squares framework, and
define the new sum-of-squares error function for least squares region selection
as:

Ers(w,p1, · · · ,pN ) =
1
2

N∑

i=1

(
yi − w�(Xipi)

)2

. (5)

The objective function consequently becomes:

min
w,p1,··· ,pN

1
2

N∑

i=1

(
yi − w�(Xipi)

)2

s.t. |pi| = 1,pi ≥ 0, i = 1, · · · , N. (6)

A regularization term (e.g., L2 norm) of w can be added to the objective function
to avoid over-fitting without increasing the optimization difficulty. Note that
there are two coupled parameters, model parameter w and selection parameter
pi, i = 1, 2, · · · , N . We employ an alternate strategy to optimize the objective
function.

2.3 Update Model Parameter

When the selection parameter pi, i = 1, 2, · · · , N is fixed, the optimization of
(6) is equivalent to

min
w

1
2

N∑

i=1

(
yi − w�(Xipi)

)2

. (7)

As in the conventional least squares, we take the gradient of the region selec-
tion error function (5) with respect to w:

∇Ers(w) = −
N∑

i=1

(
yi − w�(Xipi)

)
(Xipi)�. (8)

Setting the gradient to zero and solving for w we obtain,

w =
( N∑

i=1

(Xipi)(Xipi)�
)−1 N∑

i=1

yi(Xipi), (9)

Similarly, if we define a new matrix Φrs ∈ R
N×D as [X1p1,X2p2, · · · ,XNpN ]�,

the solution (9) can be rewritten as:

w = (Φ�
rsΦrs)−1Φ�

rsy, (10)

where y = [y1, y2, · · · , yN ]�.
Φrs is a matrix with the same size as the design matrix Φ, each row corre-

sponding to the description of an image. Each row in the design matrix Φ is the
feature description of the whole image, while that in Φrs is the description of
the selected regions in the image. As a result, we call Φrs selected design matrix.
The solution of the model parameter has the same form as the conventional least
squares, and adding a L2 regularization term for w is straightforward.
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Algorithm 1. Least squares region selection (LSRS).
Input: A set of images {I1, I2, · · · , IN} with labels yi ∈ {1, 0}.
Output: Selected region for each image.

1 Over-segment each image into regions;
2 Initialize pi ;
3 while not converged do
4 Update linear model parameter w using (10);
5 Update {p1, p2, · · · , pN} by solving (13);

6 end
7 Return regions with 1 labels according to (14).

2.4 Update Selection Parameter

When the model parameter w is fixed, the objective function (6) becomes:

min
p1,··· ,pN

1
2

N∑

i=1

(
yi − w�(Xipi)

)2

s.t. |pi| = 1,pi ≥ 0, i = 1, · · · , N, (11)

and this optimization can be equivalently decomposed into the following sub-
optimization problems with i = 1, 2, · · · , N :

min
pi

1
2

(
yi − w�(Xipi)

)2

s.t. |pi| = 1,pi ≥ 0. (12)

We rearrange (12) and omit the constant term to have

min
pi

1
2
p�
i (X�

i w)(X�
i w)�pi + (−yiX�

i w)�pi

s.t. |pi| = 1,pi ≥ 0, (13)

which turns out to be a standard convex quadratic programming problem and
can be solved by a typical optimization package.

The algorithm is shown in Algorithm1. Given a set of images with image-
level labels, we first over-segment each image using unsupervised methods to
obtain regions. We impose a selection variable on each region, then alternately
update the model parameter and selection parameter. During the iteration, the
selection parameter can select the objects in the images, and the linear model is
fine tuned with the objects independently of the background clutter. Therefore
the discriminant function

y = sgn(w�x − 0.5) (14)

is able to distinguish object regions and non-object regions in images.
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3 Experimental Results

3.1 Dataset

We compare the LSRS with methods that obtain irregular-shape object local-
ization through region selection: OBoW [22], CRANE [19], MILBoost [21], on
Pittsburgh Car (PittCar) [15] dataset and YouTube-Objects (YTO) manually
annotated in [19].

PittCar dataset contains 400 images of street scenes, where 200 images con-
tain cars. The dataset is challenging for localization because the appearance of
the cars in the images varies in shape, size, grayscale intensity and location.
Furthermore, the cars occupy only a small portion of the images and may be
partially occluded by other objects. Some examples are shown in the first row
of Fig. 1.

YTO dataset contains videos of ten classes of objects collected from YouTube.
The objects are moving, and the background is complicated. See the last two
rows of Fig. 1 for some examples. Tang et al. [19] generated a groundtruthed set
by manually annotating the segments for 151 selected shots. The segment-level
ground truth is well suitable for the evaluation of the irregular-shape object
localization.

P
it
tC

ar
Y
T
O

Fig. 1. Some examples from the datasets: PittCar (row 1), YTO (rows 2 and 3).

3.2 Implementation

We extract local SIFT [13] descriptors densely for each image/frame, and ran-
domly select 100,000 descriptors and obtain 1000 visual words by k-means clus-
tering for each dataset. We use unsupervised methods to get over-segmentations
for each image [2] and video [24]. Therefore each segment is represented by a
1000-dimensional histogram of visual word, and L2 normalization is executed
before feeding to the classifiers.

For each positive image/video, we impose selection variables on each segment.
The variables are initialized with identical values 1

mi
, where mi is the number of
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segments in the image/video. Then they are optimized iteratively. While for each
negative image/video, we just use an average combination, i.e., the variables are
set to 1

mi
constantly. The algorithm is terminated when the change rate of the

objective function is less than 10−3.

3.3 Analysis

In order to give a quantitative comparison, we follow the popular evaluation
metric for object localization [6,16,17]: the localization is considered correct
when the overlapping of the detected region and the ground-truth is larger than
0.5 for images and 0.125 for videos, then the average precision (the fraction of
the correctly detected images) is calculated. As shown in Fig. 2, our method
outperforms the competitors on most classes in the PittCar and YTO datasets.
This results from the automatic region selection when training the classifier.
When minimizing the error function, the algorithm can adaptively select the
regions, which are most different from the negative images, for each positive
image/video. The selected regions usually comprises objects, and the classifier
is actually trained with localized objects.

In order to further understand the algorithm, we plot the iteration process in
Fig. 3. Four iterations are chosen whose APs are 0.07, 0.3, 0.5, 0.63 respectively,
corresponding to the four rows in the figure. We selected three images from the
PittCar dataset whose visualizations are indexed by (a), (b) and (c). Each set of
visualization contains two columns: p-column is the visualization of the selection
variables, where the warmer color indicates the larger variable value; y-column
is the visualization of predicted labels, where each region classified as positive is
stained with red. As can be seen from the figure, since we initialize the selection
parameter for each region with equal values 1

mi
, the selection variables tend to

be uniform in the first selected iteration. As the iteration continues, the selection
variables show a trend of concentrating on cars, and the predicted labels yield
satisfying localization result. It is interesting to see that the selection variables
of the wheels are usually the largest, followed by those of the doors. It indicates
that the wheels are the most discriminant parts for the positive images in the
recognition of the PittCar dataset.

As for the time consumption, our algorithm consists of two steps: One is
a least squares with closed-form solution; The other is a standard quadratic
programming. It is (about 6 times) faster than CRANE that needs much nearest
neighbour search on the same experimental platform.

3.4 Combining Deep Features

Recently deep convolutional neural networks (CNN) has achieved impressive
results on visual recognition tasks compared to conventional feature representa-
tions [4]. CNN-based recognition methods typically use the output of the last
layer as a feature representation, which has rich semantic information but lit-
tle spatial information. Some researchers have investigated using multiple CNN
layers to construct a deep feature representation for a pixel [9,14].
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Fig. 2. Average precision on PittCar and YTO datasets.

p y p y p y
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63

(a) (b) (c)

Fig. 3. Visualization of the LSRS iteration process. Four iterations with localization
APs 0.07, 0.3, 0.5 and 0.63 are picked and plotted in each row. Three car images are
picked and their visualization is indexed by (a), (b) and (c). p- and y-columns indicate
the visualization of the selection variables and the predicted labels for each region,
respectively.

We test the deep feature from the VGG-NET [18] pre-trained on the Ima-
geNet in this section. For each image, we first resize it to 224 × 224 and feed it
into the pre-trained VGG model, then extract feature maps of Conv5-4, Conv4-
4, and Conv3-4 layers. Since the convolution and pooling operations in CNN
reduces the spatial resolution, we up-sample each feature map to the scale of the
original image, then concatenate them into a 1280-dimensional hyper-column
for each pixel. Then k-means is applied to the training points to obtain 1000
words, and therefore each segment can be represented by a 1000-bin histogram.
L2 normalization is used before feeding to the classifier.
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We use the deep features in our LSRS, the localization average precision
achieves 0.89 on PittCar dataset, which improves 41% compared to SIFT fea-
tures. This demonstrates that our algorithm can take advantage of deep CNN
features and obtain much better results.

4 Conclusion

We proposed a region selection method in image/video classification under the
least squares framework. For each over-segmented region, a variable is imposed
to indicate whether it is discriminant to the object category. The selection is
integrated into a linear model, and the parameters are alternately optimized.
It outperforms the baselines on two datasets, and can be further improved sig-
nificantly when using deep CNN features. In addition, our method is easy to
implement and computationally efficient, due to the advantages of least squares.
In future work, we will study region selection with non-linear models.
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Abstract. Intrusion recognition based on the fiber-optic sensing
perimeter security system is a significant method in security technology.
Nevertheless, it is of great challenge to distinguish among multitudi-
nous intrusion signals. Many studies have been conducted to solve this
problem, which are absolutely dependent on the handcrafted features,
and the process of feature extraction is time-consuming and unreliable.
In this paper, we present an adaptive intrusion recognition method for
ultra-weak FBG signals of perimeter monitoring based on convolutional
neural networks. The advantage of the proposed method is its ability
to extract optimal vibration features automatically from the raw sens-
ing vibration signals. A fiber-optic sensing perimeter security system was
developed to evaluate the computational efficiency of the proposed recog-
nition method. The experiment results demonstrated that the proposed
method could recognize the intrusion in the perimeter security system
effectively with the best recognition accuracy among all of the compar-
ative methods.

Keywords: Convolutional neural networks · Intrusion recognition
Feature engineering · Fiber-optic sensing · Perimeter security

1 Introduction

Among the many security technologies, fiber-optic sensing perimeter security
has become a widely used method because of the outstanding advantages of
light weight, flexible length, signal transmission security, easy installation, and
immunity to electromagnetic interference [1,2]. The fiber-optic sensing perimeter
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security system monitors the deployed area in real-time by sensing fibers. With
the open-air construction, the system is often affected by natural factors such
as strong winds, heavy rain and hail, and it has the characteristics of high sud-
denness and strong randomness. The intrusion recognition of fiber-optic sensing
perimeter security system could be regarded as signal recognition, and a lot of
achievements has been made for the past decades.

The vast majority of existing signal recognition methods in the literature
involve two processes, namely feature extraction and feature classification, which
are also called feature engineering [3]. Common signal processing methods
include time-domain statistical analysis, empirical mode decomposition, Fourier
spectral analysis, and wavelet transformation [4–6]. The important step of sig-
nal recognition in feature engineering, which is well configured and trained to
discriminate the extracted features, includes some parametric classifiers such
as support vector machines (SVM) [7], neural networks (NN) [8] and k-nearest
neighbors (KNN) [9]. The effectiveness of feature engineering in signal recog-
nition is completely dependent on handcrafted extracted features, which is a
time-consuming and challenging task.

The objective of this study is to address the laborious feature engineering
of intrusion signal recognition by using convolutional neural networks (CNNs).
CNNs have recently become the de-facto standard for deep learning tasks such as
object recognition in image processing and speech recognition as they achieved
state-of-the-art performance [10]. CNNs have successfully been applied for the
classification of electrocardiogram (ECG) beats achieving excellent effectiveness
in aspect of both speed and accuracy [11]. Additionally, CNNs have rapidly
accomplished the diagnosis fault of rolling element bearings with high accuracy
[12,13]. The reason that CNNs achieves good results is that CNNs can fuse input
raw data and extract basic information from it in its lower layers, fuse the basic
information into higher representation information and decisions in its middle
layers, and further fuse these decisions and information in its higher layers to
form the final classification result [14–16].

In this paper, we propose a highly accurate and adaptive intrusion recog-
nition approach for fiber sensing perimeter security based on CNNs. The main
objective of the proposed method is to identify different intrusion behaviors by
processing the raw intrusion signals collected by the installed fiber-optic sensors.
This convenient signal processing of the proposed method considerably speeds
up the intrusion recognition efficiency of the fiber-optic sensor perimeter security
system, which makes the real-time signal data analysis possible. The advantages
of the proposed CNNs model will be comparatively proved with time-consuming
feature engineering and evaluated experimentally using a simulative system of
perimeter security. Additionally, the better recognition results compared to those
of conventional methods make the engineering applications possible.
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2 Methodology

2.1 Brief Introduction to CNNs

As shown in Fig. 1, convolutional neural networks are multi-stage neural net-
works composed of some filter stages and one classification stage [14]. The fil-
ter stage is commonly considered to include the convolutional layer and the
pooling layer, which is separately designed to have additional features from the
inputs and reduce the dimensions of features. There are usually one or more
fully-connected layers in the classification stage, which is regard as multi-layer
perceptron and gives the decision (classification) vector.

Fig. 1. Typical architecture of convolutional neural networks.

The convolutional layer convolutes the input with filters and obtains the
output features by the activation function. To reduce the operation time and
complexity of the model, each filter shares the same weighted parameters in
different patches of the input [13]. The input of the convolutional layer is recorded
as I, which size is RH×Z . Then the convolution process can be calculated as
follows:

Ol
k = f(conv(W l

k, I
l) + bl) (1)

where Ol
k is the output of the k-th filter kernel in the l-th convolutional layer,

and l is between one and the number of layers. The weights and bias of the k-th
filter kernel are denoted as W l

k and bl in the l-th layer, and each convolutional
filter shares the same bias in the model; f is an activation function, typically
hyperbolic tangent or sigmoid function.

The pooling layer is also called as sub-sampling layer, which decimates the
revolution of the features propagated from the previous layer [15]. The convo-
lutional layer generally alternates with a pooling layer, which includes different
kinds of operator. The max-pooling and average-pooling are the most commonly
used layer, and the transformations are described as follows:
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Max − pooling : P l
i,j = max

0≤m≤k−1,0≤n≤k−1
{oli∗d+m,j∗d+n} (2)

Average − pooling : P l
i,j =

1
k2

k−1∑

m=1

k−1∑

n=1

oli∗d+m,j∗d+n (3)

where ol denotes the input value of the pooling layer operation, l is the
number of layers, and the subscripted variable is the plane coordinates in the
two-dimensional space. P l

i,j represents the output of the pooling operation in
layer l, in which the abscissa is i and the ordinate is j; i and j must comply with
the following conditions: 0 ≤ i ≤ H−m

d and 0 ≤ j ≤ Z−n
d . Further, k is the size

of pooling kernel, and d is the stride of the pooling kernel.
As the final layer of the CNN model, the fully-connected layer maps the

distributed feature learned from the previous layers into the sample mark space
[12]. In practical application, the fully connected layer can be implemented by
convolution operations.

In general, the CNNs model accomplishes its training phase by using a feed-
forward algorithm and a back-propagation algorithm. The feedforward process
in the training is that the output from the previous layer is transferred to the
next layer [15]. The back-propagation algorithm reverses the feedforward pro-
cess, and the CNNs model updates the weights and biases of each layer through
backward propagation of the training loss [16].

2.2 Proposed CNNs Intrusion Recognition Method

The CNNs model of proposed method is adjusted to satisfy the characteristics
of intrusion behaviors, which is made up of a one-dimensional (1D) convolu-
tional structure with a 1D filter bank. As shown in Fig. 2, the input of proposed
model is the raw signal normalized data, and the output of proposed model is
the classification result of the signal. There are some similarities between the
architecture of the proposed model and the classical CNNs model. They are
both made up of several convolutional pooling layers and one full connected
layer. The main difference is that the first convolutional kernels are wide in the
extracted-information layers, and the size of the following convolutional kernels
is incremented at every step. The wide kernels in the first convolutional layer
can obtain more effective information than the small kernels. The convolutional
layers alternate with the pooling layers in the network help to obtain good rep-
resentations of the input intrusion signals and improve the performance of the
model. To speed up the training process in the training, batch normalization is
designed before the activation function and after the convolutional layer and the
fully-connected layer.

The major objective of the CNNs-based method is the effective recognition
of different intrusion behaviors through the processing of corresponding raw
intrusion signal. With the deep-layered architecture in the proposed model, the
method has the adaptive ability to learn features automatically and makes good
decisions about the classification of signals at the end of the model.
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Fig. 2. Architecture of proposed CNNs model.

Figure 3 shows the flowchart of the proposed intrusion signal recognition
method: (1) Simulation experiments are conducted to collect different intrusion
signals; (2) Data pre-processing is applied to standardize each intrusion signal
and divide it into segments; (3) The segments of the different signals are com-
bined simply as one data sample to form the input data of the CNNs model;
(4) CNNs is trained and tested with these fused input data of the intrusion sig-
nals, and their output is the classification result of the intrusion signals. The
model parameters of the model initialized at the beginning of model training are
adjusted to obtain higher accuracy in the training process. The trained model
is directly tested with these random test samples. The effectiveness of the pro-
posed intrusion signal recognition method is evaluated on the basis of the test
accuracy of the output result.

Fig. 3. Procedure of recognition method.
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3 Results and Analysis

3.1 Monitoring System Based on Ultraweak FBG

As shown in Fig. 4, the fiber optic sensing perimeter security system is composed
of ultra-weak FBG arrays, optical fibers, FBG signal processor, and computer.
In this system, the ultra-weak FBG arrays were used as a string of vibration
detectors to encapsulate the external vibration signals near the detection optical
fibers. The signal processor and the software actualized the intelligent analysis
and pattern recognition of the intrusion signals.

Fig. 4. Fiber-optic sensing perimeter security system

An experimental system of fiber-optic sensing perimeter security was set up to
test the performance of various signal recognition methods. With the monitoring
criterion of 5 m of singe area, the simulation system had 12 monitoring areas in
all. As the steel railings were vulnerable to the erosion in the natural environ-
ment, the railings in this experiment were damaged to varying degrees. Different
scenarios are shown in Fig. 5. The first is the damage of the upper horizontal
rail joint; the second, the damage of the joint between the lower vertical rail and
the horizontal rail; the third, the damage of the lower horizontal rail joint; and
the fourth, the break between the lower vertical rail and the fixed cement.

Twelve targeted experiments were arranged to generate the undamaged and
damaged signals, which were used as the input data for different classification
approaches. The input of CNNs model was a total of 512 continuous time-series
points selected from the normalized marked intrusion signals. Table 1 presents
the parameters of the proposed CNNs model. In this experiment, the operating
platform was based on PyCharm under Python, and the CNNs model was con-
structed using TensorFlow developed by Google. To minimize the loss function,
the Adam stochastic optimization algorithm was applied to train the proposed
CNNs model. Additionally, the action functions of the convolutional layers were
all the functions of ReLu in the model.
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Fig. 5. Rail damage scenarios.

Table 1. Details of proposed CNN model used in experiments.

Number Layer type Kernel size/stride Kernel number Output size (width× depth) Padding

1 Convolution1 32 × 1/1 × 1 16 32 × 16 No

2 Pooling1 2 × 1/2 × 1 16 16 × 16 No

3 Convolution2 2 × 1/1 × 1 32 16 × 32 No

4 Pooling2 2 × 1/2 × 1 32 8 × 32 No

5 Convolution3 2 × 1/1 × 1 64 8 × 64 No

6 Pooling3 2 × 1/2 × 1 64 4 × 64 No

7 Convolution4 2 × 1/1 × 1 128 4 × 128 No

8 Pooling4 2 × 1/2 × 1 128 2 × 128 No

9 Fully-connected 100 1 100 × 1 -

10 SoftMax 3 1 3 -

3.2 Evaluation of Proposed Recognition Method

The intrusion behaviors exhibited in the hanging-cable perimeter security system
included tapping the railing, climbing the railing, and tapping the cable. Figure 6
displays those behaviors and the corresponding intrusion signals.

As a comparison of proposed method, the SVM and the BPNN were intro-
duced as substitution of CNNs in the experiment. The particle swarm optimiza-
tion algorithm was applied to look for the optimal solution in SVM, and the
BPNN model was consisted of three layers with sigmoid activation functions.
The damage scenarios and the testing results are displayed in Table 2, in which
the result of the proposed method is marked in bold. As shown in Table 2, the sig-
nal samples in the different areas were trained with a single model trainer. Three
domains of handcrafted features extracted from the raw signals were used as the
dataset of the SVM and the BPNN, such as threshold coefficient, kurtosis factor,
shape factor, frequency variances and wavelet energy, etc. Figure 7 presents the
testing results of the 12 monitoring areas of the best three approaches.
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Fig. 6. Intrusion behaviors and signal waveforms in hanging-cable perimeter security.

Table 2. Average testing accuracy of different methods.

Damage situation Model Raw signal Manual feature extraction

Time-domain features Frequency-domain features Wavelet features

NO CNN1 96.56% – – –

SVM1 35.18% 90.42% 75.84% 82.32%

BPNN1 38.23% 89.94% 76.04% 82.18%

1 CNN2 96.16% – – –

SVM2 45.87% 92.15% 82.51% 85.46%

BPNN2 46.62% 91.42% 80.38% 83.93%

2, 4 CNN3 95.86% – – –

SVM3 42.14% 90.28% 78.24% 78.89%

BPNN3 39.53% 87.23% 71.53% 73.61%

1, 3, 4 CNN4 95.92% – – –

SVM4 49.32% 89.87% 79.62% 82.67%

BPNN4 42.19% 85.29% 72.37% 74.21%

Fig. 7. Testing accuracy of each area for three methods.
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The capability of the automatic feature learning of proposed CNNs model
with raw signals was proven experimentally. The conclusion which can be obvi-
ously reached from Table 2 and Fig. 7 is that CNNs with feature learning achieves
considerably better recognition accuracies than SVM and BPNN. The outcome
proved that CNNs improved the performance of the intrusion signal classification
method for perimeter security.

3.3 Analysis of Model Parameters

To evaluate the effectiveness of applying different numbers of stacked CNNs
layers for the purpose of intrusion signal recognition, we chose four kinds of
CNNs models with varying kernel sizes m = [2, 8, 32, 64] and calculated the
accuracy by L = [1, 2, 3, 4, 5] numbers of CNNs layers. The number of kernels
and the pooling dimensions were selected to ensure the same size in each layer.
Because of the small feature maps extracted in the previous convolutional kernel,
the pooling dimensions were defined as two in all of the layers. For example, the
convolutional filter for the CNNs with kernel size m = 8 was set to n = [8, 1, 32]
in each layer and the pooling dimension was p = [2, 1, 32]. The accuracy as a
function of the number of layers is shown in Fig. 8. In this study, the addition of
multiple layers was not sure to increase the accuracy. However, when excessive
layers were used, the accuracy was decreased in some case. Figure 8 displays the
operation time as a function of different number of layers, and we can obviously
acquire that the operation time is significantly increased with the addition of
multiple layers.

Fig. 8. Testing accuracy and simulation time of different numbers of layers and con-
volution kernel sizes.

Additionally, four convolution kernels with varying kernel sizes m =
[2, 8, 32, 64] were purposely chosen to evaluate the choice of kernels. The number
of kernels and the pooling dimension were set to be the same. Figure 9 displays
the classification results for some combinations of 1, 2, 3, or 4 of the convolu-
tional kernels. For the example shown in the Fig. 9, 3 (8, 32, 64) represents that
the number of model layers is 3 for different sizes of the convolutional kernel.
The highest accuracy in various CNNs models was accomplished when the CNNs
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with the deepest layers, 4 (32, 2, 8, 64), was used. The larger kernels followed with
a small kernel were particularly effective for extracting useful information from
the input data, and the small kernels of multi-layered models in the first layer
played a disappointing role in extracting sufficient and available information
from the input data.

Fig. 9. Testing accuracy of different models in terms of intrusion signal recognition.

4 Conclusions

In this paper, we proposed an adaptive CNNs-based intrusion recognition
method, which achieved astonishing performance on complex and uncorrelated
signals. Compared with some of the existing methods of feature engineering,
the proposed CNNs model worked directly on raw vibration signals without any
time-consuming handcrafted feature extraction process. The performance of the
proposed method was evaluated experimentally by using a simulated intrusion
of fiber-optic sensing perimeter security. Our future work will focus on testing
other approaches of deep learning on the recognition of the ultra-weak FBG
signals.

Acknowledgments. This work is supported by National Natural Science Foundation
of China under grant number 61735013 and 61402345.
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Abstract. This paper exploits both the user and item attribute infor-
mation for sequential recommendation. Attribute information has been
explored in a number of traditional recommendation systems and proved
to be effective to enhance the recommend performance. However, exist-
ing sequential recommendation methods model latent sequence patterns
only and neglect the attribute information.

In this paper, we propose a novel deep neural framework which
exploits the item and user attribute information in addition to the
sequential effects. Our method has two key properties. The first one is to
integrate the item attributes into the sequential modeling of purchased
items. The second one is to combine the user attributes with his/her
preference representation. We conduct extensive experiments on a widely
used real-world dataset. Results prove that our model outperforms the
state-of-the-art sequential recommendation approaches.

Keywords: Recommender systems · Sequential recommendation
Attribute information

1 Introduction

Recommender systems have become a core technology of many e-commerce or
social networking websites. Traditional methods recommend the items only based
on user’s general preferences without considering the relationship between the
items visited in a short period of time. Over the last decade, more and more
researchers have paid attention to the sequential recommendation problem. Dif-
ferent from traditional recommendation system, sequential recommendation is
highly dependent on current contexts. The users’ next decision mainly depends
on two factors: general preferences and recent decisions (also named as sequential
patterns). For example, a user is more likely to buy a keyboard after purchasing
a mouse while this user often buys books in his/her daily life. In this case, the
last decision becomes the determining factor.

In general, there are two types of approaches for sequential recommendation
problem. One is Markov chain based methods. FPMC [9] and Fossil [3] are in this
line, and they work well in extracting local sequential patterns. However, they
cannot model the global sequence. The other is the deep neural network based
c© Springer Nature Switzerland AG 2018
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Recurrent Neural Networks (RNN) methods [6,7,14,15] which aim to capture
the global sequential patterns. More recently, other deep networks like memory
network [1] and CNN [11] are also proposed for sequential recommendation.
However, none of these methods takes the user or item attribute information
into consideration.

Attribute information has been proved to be helpful in recommendation. For
instance, females are more likely to watch romantic movies while males may
prefer war movies. Many studies [2,10,16–18] have been proposed to integrate
attribute information, and these methods perform well on recommendation tasks.
Nevertheless, they are all designed for traditional rather than sequential recom-
mendation problem.

In this paper, we investigate the problem of exploiting item and user attribute
information for sequential recommendation. We propose a novel attribute
enhanced neural framework to this end. Our model is inspired by the CNN
based method [11] but moves one step further by integrating both user and
item attributes into the network. More specifically, our framework has two dis-
tinct properties. The first one combines the item attributes with the sequential
patterns, while the second one incorporates the user attributes into the user’s
preference representation. Extensive experiments on a real-world dataset demon-
strate that our method achieves significant improvements over the state-of-the-
art baselines.

2 Related Work

In the literature, a number of approaches have been proposed to model the
sequential behaviors. By integrating Markov chain and matrix factorization,
FPMC [9] builds a personal transition matrix for each user instead of a common
matrix. Fossil [3] extends Markov chain with similarity-based method to tackle
the data sparsity issue. Besides the above Markov chain based approaches, the
RNN framework is introduced into this filed to model global sequential depen-
dency. DREAM [15] puts user’s transaction sequence into a RNN layer and treats
the hidden states as the current preferences. CA-RNN [6] imports the adaptive
context-specific input and transition matrices to model current contextual infor-
mation. Some RNN-based methods are for session-based recommendation. For
example, GRU4Rec [4] extracts the short-term preferences from previous behav-
iors. NARM [5] adopts an attention mechanism to explore the user’s main pur-
pose in the current session. In addition to RNN, a few other deep networks are
employed for sequential recommendation. MANN [1] builds a memory network
to model user’s preference transformation. Caser [11] applies CNN to capture
the union-level and point-level patterns, as well as the skip behaviors.

Attribute information is useful for recommendation. Recently, many meta-
path based methods have been presented to integrate heterogeneous information
for traditional recommendation. HeteRec [16] builds similarity matrices from
different meta-paths while SemRec [10] predicts users’ ratings based on weighted
heterogeneous information network. Factorization machine (FM) is another basic
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strategy. DeepFM [2] combines deep neural network and FM to model both low
and high order feature interactions. NSCR [13] creates a novel pooling layer to
fuse user/item and their respective attributes.

In summary, all the sequential recommendation methods ignore the impor-
tant attribute information, and the existing approaches considering attribute
information cannot capture users’ current preference. In this paper, we aim to
combine attribute information with sequential patterns into a unified recommen-
dation system.

3 The Proposed Model

This section we introduce our model. The basic idea is to incorporate the user
and item attributes into the neural framework.

Attribute Properties. To make full use of attribute information, we consider
the following three attribute properties.

1. An item or a user may have several attributes and these attributes may have
different impacts on the item or user.

2. The representation of an item or a user should combine the user/item and
the attributes together to get a comprehensive representation for the user or
the item.

3. The attribute sequence generated from the transaction sequence should reflect
the latent patterns. For example, a user may visit a hotel for a rest after
he/she leaves an airport. This case reflects an underlying relationship between
transportation and accommodation.

3.1 General Architecture

We first give basic definitions for our model. Let U =
{
u1, u2, u3, ..., u|U |

}
and

I =
{
i1, i2, i3, ..., i|I|

}
be the user and item set, respectively. For each user u,

a time-order transaction sequence is denoted by Su =
{

Su
1 , Su

2 , Su
3 , ..., Su

|Su|
}

,

where Su
i ∈ I. The attribute set for an item i and a user j is denoted as AIi ={

AIi1, AIi2, ..., AIi|AIi|
}

and AU j =
{

AU j
1 , AU j

2 , ..., AU j
|AUj |

}
, respectively. Our

model aims to predict a list of new items to a user u at time t given his/her
historical transaction sequence Seq =

{
Su
t−L, Su

t−L+1, ..., S
u
t−1

}
, where L is the

length of the sequence.
In order to predict a user’s next decision, it is good to combine both sequential

behaviors and user’s general preferences. To this end, we designed three mod-
ules, i.e., the sequence, user, and prediction module, in our framework. Figure 1
depicts the general architecture of our model.

The left part in Fig. 1 is used to capture the sequence effect while the lower
part in the middle is to model the user’s preferences. Both of the sequence and
user’s preferences are fed into the right part to get the prediction score. Our
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Fig. 1. The general architecture of our proposed model

main contributions are on the sequence and user modules. The prediction part
is simply as same as that of Caser [11].

Specifically, the target of sequence module is to integrate item attribute
with the sequence information. We fuse the latent features of item sequence,
attribute sequence, and item-attribute-fusion sequence into a joint representa-
tion z, denoted as the model’s sequential factor. The user module outputs a
user-attribute integrated vector pu as the user’s general preferences factor. We
put the concatenation of pu and z into a fully-connected layer which outputs
a prediction score vector over all items denoted as ŷ(u,t). We adopt the widely
used negative sampling strategy to train the model. Our lossfunction can be
defined as:

loss = −log(σ(y(u,t)
i )) −

∑

i�=j

log(1 − σ(y(u,t)
j )) (1)

where i is the target item and j is the negative one. The σ is the sigmoid function.

3.2 Sequence Module

The objective of sequence module is to combine the item, the item attribute,
and the item sequence in transactions together. We present our method based
on three attribute properties as follows.

Attribute Fusion: We first consider the attribute property 1. Given an item
i and its attribute set AIi =

{
AIi1, AIi2, ..., AIi|AIi|

}
in an input sequence, dif-

ferent attributes should have different influences on the item i. Hence a high
level attribute representation for i’s attribute set should be produced to reflect
such difference. We choose max-pooling to aggregate all attributes for its low
computational complexity. The max-pooling is a nonlinear operation [12] which
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can choose the most significant feature along one dimension of the input vectors.
We adopt it to produce an overall attribute representation vector for item i’s
attribute set. We illustrate this procedure in Fig. 2.

(a) attributesfusion (b) attribute− itemfusion

Fig. 2. Examples for attributes fusion and attribute-item fusion

In Fig. 2, for a specific item i, we first get i’s attribute embeddings and stack
them together, resulting in a matrix EAi:

EAi =

⎡

⎢
⎢
⎣

a1,
a2,
...

a|AIi|

⎤

⎥
⎥
⎦ (2)

where EAi ∈ R|AIi|×d, d is the latent dimension. After max-pooling operation,
a high level representation can be produced as follows:

ãi = [max(a1[0], a2[0], ...a|AIi|[0]),max(a1[1], a2[1], ...a|AIi|[1]), ...] (3)

where ai[j] denotes the jth element in vector ai.

Attribute-Item Fusion: We then consider the attribute property 2. Given an
item i, a comprehensive representation can be produced by fusing the item ei
and corresponding attribute representation ãi. Following the attribute fusion
method, we still adopt max-pooling to generate this vector. The integrated
attribute-item fusion can be calculated by:

bi = [max(ei[0], ãi[0]),max(ei[1], ãi[1]), ...]. (4)

Capture Attribute, Attribute-Item-Fusion Sequence Patterns: We now
consider the attribute property 3. We design the sequence module to integrate
the item attribute information. The details are shown in Fig. 3.

The sequence module in our framework is the extension of Caser [11], which
is shown as the red dashed rectangle in Fig. 3. Different from Caser, we add
the attribute, attribute-item-fusion sequence into the framework, shown as the
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Fig. 3. Capture sequence patterns: we keep the red dashed rectangle part as same as
Caser. The three matrices are made up of item vectors, item-attribute-fusion vectors,
and attribute vectors in a time order, respectively. The sequential factor z can be
produced through the CNN layers. (Color figure online)

middle and right part in Fig. 3. Specifically, given a time-order sequence, we
generate three kinds of stacked embedding matrices: EI(u,t) for item sequence,
EA(u,t) for attribute sequence, and EIA(u,t) for item-attribute-fusion sequence:

EI(u,t) =

⎡

⎢
⎢
⎣

eSu
t−L

,

eSu
t−L+1

,

...
eSu

t−1

⎤

⎥
⎥
⎦, EA(u,t) =

⎡

⎢
⎢
⎣

ãSu
t−L

,

ãSu
t−L+1

,

...
ãSu

t−1

⎤

⎥
⎥
⎦, EIA(u,t) =

⎡

⎢
⎢
⎣

bSu
t−L

,

bSu
t−L+1

,

...
bSu

t−1

⎤

⎥
⎥
⎦ (5)

The time-order attribute sequence contains latent sequential patterns. Mean-
while, CNN performs well in capturing sequential patterns according to Caser
[11]. Taking all these together, we adopt a vertical CNN layer to capture the
latent attribute sequential patterns. In this CNN layer, there are n vertical fil-
ters Fk ∈ RL×1, 1 ≤ k ≤ n. Applying the Fk filter to the matrix EA(u,t), a
vector representing the attribute sequence features can be produced:

c
(u,t)
k = [c(u,t)k [0], c(u,t)k [1], ..., c(u,t)k [d − 1]] (6)

c
(u,t)
k [i] = ri

T · Fk (7)

where ri is the ith column of EA(u,t). We also do the same calculation on
EIA(u,t).

3.3 User Module

In the user module, we aim to produce a comprehensive representation for a
user. As we discuss above, a user’s general preference can be influenced by
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his/her attributes. To model a user’s preference, a high level fusion will be pro-
duced. Once again, we resort to max-pooling to generate the user’s representation
vector pu.

4 Experimental Evaluation

4.1 Experimental Setup

Datasets. We conduct experiments on the MovieLens dataset. This is a real-
world dataset and has been widely used in the previous studies. It contains
1,000,209 ratings belonging to 6,040 users and 3,883 movies with abundant
attribute information. The movies are labelled with several categories such as
Romance and Drama. The users’ profile information like gender, age and occu-
pation information are also present in the dataset. We use the movies’ category
and users’ profile information as the attributes. Following the previous studies,
we filter out the items which have less than 5 records.

Baselines: We compare our method with the following state-of-the-art baselines:
BPR [8], FPMC [9], Fossil [3], GRU4Rec [4] and Caser [11]. BPR method is based
on matrix factorization for traditional recommendation problem while the others
for sequential recommendation problem.

Evaluation Metrics: We evaluate the performance of recommendation meth-
ods using the Precision@N, Recall@N and MAP metrics.

Settings: For each user, we mask off his/her 20% most current feedbacks as
testing set. The remaining 80% ratings are used as training data. We conduct
two series of experiments on the MovieLens dataset. One is to compare the
overall performance of our model with baselines. The other is to evaluate the
effectiveness of different kinds of attribute information.

In the experiments, we set the latent dimension d = 50, the sequence’s length
L = 5 and the filters’ number n = 4. The learning rate is set to 1e − 3. We
randomly generate 3 negative samples for each target.

4.2 Results

In this section, we report our experiments’ results and give analyses on these
results.

Comparison with Baselines. The comparison results between our method
and the baselines are shown in Table 1.

We have the following three important observations from Table 1.

– Our model has the best performance in terms of all three metrics. For exam-
ple, the Precision@1 of our method is 0.3278, while that of Caser is 0.3036,
showing a 2.42 increase. This clearly proves that the attribute information is
helpful for recommendation and our model can make good use of and benefit
a lot from the attribute information.
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Table 1. Comparison results on MovieLens in terms of MAP, Precision@N, and
Recall@N Score

Map Pre@1 Pre@5 Pre@10 Rec@1 Rec@5 Rec@10

BPR 0.0913 0.1478 0.1288 0.1193 0.0070 0.0312 0.0560

FPMC 0.1053 0.2022 0.1659 0.1460 0.0118 0.0468 0.0777

Fossil 0.1354 0.2306 0.2000 0.1806 0.0144 0.0602 0.1061

GRU4Rec 0.1440 0.2515 0.2146 0.1916 0.0153 0.0629 0.1093

Caser 0.1786 0.3036 0.2650 0.2356 0.0181 0.0765 0.1326

Ours 0.1861 0.3278 0.2773 0.2455 0.0201 0.0806 0.1382

– The Caser is the second best. It outperforms other sequential recommenda-
tion models. As discussed in the literature, FPMC and Fossil fail to model
union-level sequential patterns and neglect the users’ behaviors. Also, the
RNN-based method GRU4Rec can’t capture the relationships between actions
which are not adjacent. Different from these methods, Caser adopts CNN lay-
ers to avoid these problems and thus achieves better performance.

– BPR has the worst performance. The reason is that it does not takes the
sequences into account. This shows the effects of the latent sequential pat-
terns.

Effectiveness of Different Attribute Information. We now show the results
of different attribute information experiments in Table 2. Ours-MA denotes only
using movies’ attribute information. Ours-UA denotes using users’ attribute
information, and −g, −a, −o denotes removing the gender, age, and occupa-
tion information, respectively. We also list the results of the best baseline Caser
in Table 2 for a deep analysis.

Table 2. Effectiveness of different attribute information

Map Pre@1 Pre@5 Pre@10 Rec@1 Rec@5 Rec@10

Caser 0.1786 0.3036 0.2650 0.2356 0.0181 0.0765 0.1326

Ours-MA 0.1829 0.3224 0.2721 0.2430 0.0189 0.0771 0.1344

Ours-UA-g 0.1827 0.3123 0.2717 0.2418 0.0185 0.0773 0.1335

Ours-UA-a 0.1823 0.3179 0.2726 0.2441 0.0189 0.0776 0.1343

Ours-UA-o 0.1784 0.3040 0.2677 0.2413 0.0173 0.0745 0.1315

Ours 0.1861 0.3278 0.2773 0.2455 0.0201 0.0806 0.1382

It is clear that all kinds of attribute information excepts occupation have the
positive effects on our model. By taking only movie attribute information into
consideration, our model can already perform much better than Caser, especially
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in terms of Map and Pre@1. It shows that the attributes also have the sequential
patterns which are helpful for recommendation.

As for users’ attribute information, gender and age play important roles in
our model. However, the occupation attribute doesn’t works well and it performs
the worst in terms of Rec@N. This phenomenon reflects that a user’s interest
for a movie depends more on his/her gender and age.

In summary, we can get the best result when we integrate all kinds of
attribute information despite that the single occupation attribute has negative
effects.

4.3 Sensitivity

In this section, we investigate the impact of parameters, including the dimension
d and the iteration r. We conduct experiments on the same dataset and keep
other parameters the same as we illustrate before. We report the Map score as
a function of d, r in Fig. 4.

(a) d : dimension (b) r : iterations

Fig. 4. Parameter sensitivity study

Figure 4(a) shows the impact of dimension d. We can see that the performance
of our model becomes the best when 40 ≤ d ≤ 60 and declines a little when
d > 60. Figure 4(b) shows the impact of iteration r. The Map value increases
rapidly when r ≤ 9 and achieves the highest score when r is around 14. Then it
falls because of over-fitting. This can be due to the abundant sequential patterns
in MovieLens which can easily lead the model to over-fitting.

5 Conclusion

In this paper, we propose a new model to incorporate the attribute informa-
tion into the sequential recommendation system. By integrating the attribute
information, our model can represent a user or an item more comprehensively.
Furthermore, our model can capture the latent patterns in attribute sequence.
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We conduct extensive experiments on a real-world dataset. The results demon-
strate that our model takes advantages of attribute information and outperforms
all baselines by a large margin.
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the NSFC project (61572376).
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Abstract. With the development of deep learning techniques, recom-
mender systems leverage deep neural networks to extract both the fea-
tures of users and items, which have achieved great success. Most existing
approaches leverage both the descriptions and reviews to represent the
features of an item. However, for some items, such as newly released
products, they lack users’ reviews. In this case, only the descriptions of
these items can be used to represent their features, which may result in
bad representations of these items and further influence the performance
of recommendations. In this paper, we present a deep learning based
framework, which can use the reviews of the items that are similar to
the target items to complement the descriptions. At last, we do experi-
ments on three real world datasets and the results demonstrate that our
model outperforms the state-of-the-art methods.

Keywords: Recommendation system · Deep learning
Knowledge representation

1 Introduction

With the increasing of users and the number of products, more and more web-
sites have leveraged recommender systems as an effective technique to find
what the users need and resist information overload [1,15]. Collaborative filter-
ing (CF) [9,14], as the typical traditional recommender system, mainly utilizes
the users’ historical behavior to discover the users’ preferences. However, CF
has some limitations: (1) The CF techniques cannot solve the sparsity problem
very well. (2) The interpretability of the CF techniques is poor. Recently, some
researches [4,20,21] have adopted both descriptions and reviews to enhance the
performance of recommendations in order to solve these problems.

McAuley et al. [11] has adopted HFT to develop statistical models that com-
bine latent dimensions in rating data with topics in review text. With the devel-
opment of deep learning, researchers have more effective ways to make full use
c© Springer Nature Switzerland AG 2018
L. Cheng et al. (Eds.): ICONIP 2018, LNCS 11305, pp. 381–391, 2018.
https://doi.org/10.1007/978-3-030-04221-9_34
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of the rich information of reviews. Tang et al. [17] has proposed UWCVM to
introduce a novel neural network method for review rating prediction by taking
user information into account. Zheng et al. [22] has used convolutional neural
network (CNN) to deal with reviews in order to get the users’ features and the
items’ features. Song et al. [16] not only captures the static features of reviews,
but also considers the temporal changes in users’ reviews. It leverages long-short
term memory (LSTM) networks to capture the dynamic features.

However, the above approaches mainly have the following problems: (1) The
descriptions of items are ignored by them. (2) Some items, such as some newly
released products, lack users’ reviews. For example, a newly released wristband
only has descriptions like “plastic”, “colorful” and “waterproof” and their users’
reviews are not enough. In this case, users usually cannot decide whether the
wristband is worth buying or not simply based on these descriptions. The users’
reviews like “the plastic material is fragile” and “the white one is easy to be
soiled” should be combined with the descriptions to help users make decisions.

In this paper, we propose a novel deep model, named Similar Reviews Discov-
ering Networks (SRDN), which can use the reviews of the items that are similar
to the target items to complement the descriptions to generate the features of
items. SRDN including two key parts is illustrated in Fig. 1. Firstly, we use the
triplet network proposed in [8] to discover the items with similar descriptions.
After that, we use two CNN networks to generate the features for users and
items, respectively. In general, our contributions can be summarized as follows:

– We present a deep learning model, SRDN, which can use the reviews of the
items that are similar to the target items to complement the descriptions. To
the best of our knowledge, we are the first to leverage the users’ reviews of
the items that are similar to the target items.

– We do some experiments to demonstrate the effectiveness of our model
through comparing with the state-of-the-art methods on several datasets.

2 Approach

2.1 Problem Definition

Given an item I, we adopt DI = {DI
1 ,D

I
2 , · · · ,DI

k} to represent the descriptions
of items (k denotes the k-th item), and use RI = {RI

1, R
I
2, · · · , RI

j} to denote
the reviews of items (j denotes the j-th item). But in real scenarios, the number
of items k will be much larger than the number of reviews j. Therefore, only
the descriptions of these items DI can be used to represent the features, which
may result in bad representations and further influence the performance. To
recommend suitable items to each user, we use the reviews RI that are similar
to the target items to complement the descriptions DI .
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Fig. 1. The architecture of SRDN

2.2 Overview

As shown in Fig. 1, SRDN has three key parts: (1) Word Embeddings Part (2)
Similar Items Discovering Part (3) Recommendation Part. Firstly, we adopt
word embeddings to deal with descriptions and reviews. Secondly, we adopt a
triplet network to find the items which are similar to the target items based on
descriptions. Finally, we utilize two CNN networks to generate the features for
users and items, respectively. For the user part, we utilize reviews as the input.
For the item part, we utilize reviews and descriptions as the input.

2.3 Word Embeddings Part

We leverage the word embedding, which is better than the bag-of-words tech-
niques, to deal with the semantics of reviews and descriptions. We use the embed-
ding layers to get the dense vector representation. With the development of the
semantic analysis, many researches [3,6] have demonstrated word embeddings
have achieved great success. In SRDN, we use word2vec1 to pre-train the dic-
tionary of words. Reviews contain both user information and item information.
Descriptions contain the properties of items. The document matrix D in our
approach is:

D =

⎛
⎝

| | |
· · · wi−1 wi wi+1 · · ·

| | |

⎞
⎠ (1)

For items, we merge all the reviews about the item i into a single sequence Si
n.

In this look-up layer, we find the corresponding vectors and concatenate them.
The input word embedding matrix V R

i of reviews is:

V R
i = concat(v(si1), v(si2), · · · , v(sik)) (2)

1 https://code.google.com/archive/p/word2vec/.

https://code.google.com/archive/p/word2vec/
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where v(sik) represents the corresponding c-dimensional word vector for the word
sik, which is the k-th word of the sequence Si

n. Besides, we use V D
I to denote the

input word embedding matrix of descriptions.
For users, same as the items, we merge all the reviews written by user u into

a single sequence Su
n . Then we get the input matrix Vu:

Vu = concat(v(su1 ), v(su2 ), · · · , v(suk)) (3)

where v(suk) denotes the corresponding c-dimensional word vector for the word
suk , which denotes the k-th word of the sequence Su

n .

2.4 Similar Items Discovering Part

By using descriptions, we can discover the items which are similar to the target
items. As shown in Fig. 1, we use a triplet network [8] to achieve the goal.
In our model, we use a convolutional network, consisting of 3 convolutional
and 2 × 2 max-pooling layers, followed by a fourth convolutional layer. Same
as [8], we utilize the L2 distances to represent the distance amongs the embedded
representations. In our model, we use Anchor (x) to present the anchor item,
utilize Positive (x+) to present the similar item and adopt Negative (x−) to
present the unsimilar item, respectively. In addition, we use Net(x), Net(x+) and
Net(x−) to denote the output of the networks, respectively. In this subsection,
we first randomly select the items as the anchor items. Then we select the similar
items as the positive items and we adopt the unrelated items as negative ones.
We use the following equation to measure the distances between each of x+ and
x− against the anchor x:

TripletNet(x, x+, x−) =
[ ||Net(x) − Net(x−)||2

||Net(x) − Net(x+)||2
]

(4)

2.5 Recommendation Part

When we discover the items which are similar to the target items through similar
items discovering part, we should combine reviews to help users make decisions.
As shown in Fig. 1, we adopt two same CNN networks to find whether the items
should be recommended to the users or not in recommendation part.

CNN Layers. Convolutional neural network extracts the features in our app-
roach, which includes convolutional layers, max pooling and fully connected lay-
ers. We use the CNN model proposed in [10]. For each convolutional kernel Kj ,
we can get the output from the convolutional layer. For each user, we can get the
output from the convolutional layer. In our model, we adopt ReLUs (Rectified
Linear Units) [13] as our activation function to avoid the problem of vanish-
ing gradient. In [10], they demonstrate that ReLU can get better performance
than other non-linear activation functions. Then, the convolutional feature cj

of a sequence is constructed, and i presents the i-th convolutional kernel. The
pooling layers extract representative features from convolutional layers. Our task
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follows [6], and we can use max pooling operation to get the reduced fixed size
vector. The results from the max-pooling layer are passed to a fully connected
layer with a weight matrix Wu. Last we can get the output Xu. The details are
as follows:

cji = ReLU(Vu ∗ Kj + bj) (5)

cj = [cj1, c
j
2, · · · , cji , · · · , cjk] (6)

mu = [max(c1),max(c2),max(c3), . . . , max(cn)] (7)
Xu = f(Wu ∗ mu + bu) (8)

where Kj is convolutional kernel, ∗ is the convolutional operator, bj is a bias
for Vu and bu is the bias term for Xu. Same as the user part, we can obtain the
output of item part Xi:

Xi = f(Wi ∗ mi + bi) (9)

where Wi denotes the fully connected weight, mi denotes the output of the
maxpooling operations and bi denotes the bias term.

The Output Layer. In this part, we adopt the cosine distance between Xu and
Xi as the similarity between users and items.

cos(Xu,Xi) =
∑n

i=1(Xu ∗ Xi)√∑n
1 (Xu)2 ∗ √∑n

1 (Xi)2
(10)

At last, we adopt hinge loss [19] as the loss function to train SRDN.

L = max(0, 1 − th · cos(Xu,Xi)) (11)

where th = ±1 represents whether the users are interested in the items (th = 1)
or not (th = −1).

2.6 Training

In this subsection, we firstly train the similar items discovering part and then
we train the recommendation part. In similar items discovering part, we regard
the task to be a 2-classification problem. We adopt the same loss function as [8]:

Loss(d+, d−) = ||(d+, d− − 1)||22 = const · d2+ (12)

where

d+ =
e||Net(x)−Net(x+)||2

e||Net(x)−Net(x+)||2 + e||Net(x)−Net(x−)||2 (13)

and

d− =
e||Net(x)−Net(x−)||2

e||Net(x)−Net(x+)||2 + e||Net(x)−Net(x−)||2 (14)

where Net(x) denotes the output of the networks. In addition, we adopt back-
propagation (BP) to take the derivative of the loss with respect to the whole set
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of parameters. Besides, stochastic gradient descent (SGD) should be updated
the parameters.

In recommendation part, by using the same shared parameters network, we
also use BP algorithm to deal with the derivative of the loss, meanwhile, we
leverage SGD with mini-batch to update the parameters. To avoid over-fitting,
we adopt dropout to deal with it. We set the word vector dimension as 200 in
word embeddings.

3 Experiment

3.1 Datasets

In our experiments, we adopt three real-world datasets as follows.

Clothing . This dataset, which not only contains 278677 reveiws from 39387
users, but also contains the metadata spanning from 1996 to 2014. We download
the dataset by McAuley’s [7,12] website2.

Yelp16. It is a large-scale dataset consisting of restaurant reviews and descrip-
tions from Yelp. It is released by the seventh round of the Yelp Dataset Challenge
in 2017. There are more than 1M ratings and reviews in Yelp20163.

Trip. It is one of the world’s top travel sites4. We collect the dataset from 2015
to 2016. This dataset contains users’ reviews and the whole descriptions of items.

3.2 Metrics

In our experiments, we use 2 popular metrics for evaluation: precision at position
1 (P@1) and 5 (P@5) and Mean Reciprocal Rank (MRR).

P@N =
∑|N |

i=1 hasTrue(Ni)
|N | (15)

where hasTrue(Ni) = 1 means the i-th item Ni should be recommended, and
vice versa.

MRR =
1

|Q|
|Q|∑
i=1

1
ranki

(16)

where |Q| is the number of query and ranki refers to the rank position of the
first relevant document for the i-th query.

2 http://jmcauley.ucsd.edu/data/amazon/.
3 http://www.yelp.com.
4 http://www.trip.com.

http://jmcauley.ucsd.edu/data/amazon/
http://www.yelp.com
http://www.trip.com
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3.3 Comparison Methods

We compare SRDN with the following methods.

LDA [2]: Latent Dirichlet Allocation is a well-known topic modeling algorithm
presented in [2].

HFT [11]: Hidden Factors and Hidden Topics is proposed to employ LDA to
learn a topic distribution from a set of reviews for each item. By treating the
learned topic distributions as latent features for each item, latent features for
each user is estimated by optimizing rating prediction accuracy with gradient
descent.

CNN [3,5]: Convolution Neural Network is a state-of-the-art performer on
sentence-level sentiment analysis tasks.

CDL [18]: Collaborative Deep Learning tightly couples a Bayesian formulation
of the stacked denoising autoencoders and PMF.

DeepCoNN [22]: Deep Cooperative Neural Networks (DeepCoNN) uses two cou-
pled neural networks to deal with reviews to find the users’ interest.

We split the original corpus into train, val and test sets with a 80:10:10 split.
We adopt SGD and set batch size as 128. Meanwhile, we train each model for 500
epochs. We set word embedding size as 200 in our experiments. We set K = 10
for LDA and we set α = 0.1, λu = 0.02 and λv = 10 for HFT-10. We use the
recommended parameters to deal with the others. For SRDN, we set the dropout
as 0.2. Our models are implemented in Keras5. All models are trained and tested
on an NVIDIA GeForce GTX1080 GPU.

3.4 Results

Performance Evaluation. In Table 1, we list the performance of SRDN and
that of the baselines. Table 1 shows the experimental results on the three datasets
and we select the best performance through 10-fold cross validation for compar-
isons. In addition, the averages are reported with the best performance shown in
bold. We can get the following conclusions through the experimental results: (1)
Traditional methods have not achieved good effects, of which LDA is the worst
among the whole approaches. The reason is likely to be that traditional algo-
rithms cannot mine the deep latent knowledge. (2) Although the typical deep
learning algorithms (CNN and CDL) are better than the traditional algorithms,
the effects are still not ideal. CNN can capture the complex latent features, but
it has not considered the user information and item information, respectively. As
CDL uses unsupervised learning, its effectiveness is worse than DeepCoNN and
SRDN. (3) DeepCoNN and SRDN are better than the above approaches, which
consider the users’ reviews and items’ reviews, respectively. Because DeepCoNN
ignores the impact of the items which are similar to the target items, the per-
formance of DeepCoNN is not as good as SRDN. (4) SRDN achieves the best
5 http://keras.io.

http://keras.io
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performances, which demonstrates that using the reviews of the items which are
similar to the target items to complement the descriptions is effective.

Table 1. P@1, P@5 and MRR comparision with baselines

Method Clothing Yelp16 Trip

P@1 P@5 MRR P@1 P@5 MRR P@1 P@5 MRR

LDA 0.154 0.071 0.092 0.176 0.091 0.105 0.152 0.081 0.094

HFT-10 0.157 0.073 0.112 0.179 0.092 0.127 0.161 0.085 0.119

CNN 0.202 0.113 0.131 0.212 0.121 0.142 0.198 0.101 0.136

CDL 0.213 0.127 0.133 0.231 0.126 0.148 0.218 0.119 0.143

DeepCoNN 0.226 0.132 0.143 0.242 0.139 0.150 0.226 0.125 0.149

SRDN 0.235 0.143 0.154 0.255 0.155 0.163 0.238 0.135 0.157

(a) Clothing (b) Yelp16 (c) Trip

Fig. 2. The similar items on three datasets. (Color figure online)

Impact of Other Parameters. To measure the impact of similar items, we
classify 3 datasets through leveraging descriptions to categorize 10 classes and
show the results of Clothing, Yelp16 and Trip, respectively, in Fig. 2. As shown in
Fig. 2, we can observe the data distributions through data visualization. Besides,
different colors represent different classes.

Our model focuses on leveraging the reviews of items which are similar to
the target items to complement for the descriptions. We measure the impact of
descriptions and reviews, as shown in Fig. 3(a). We use C, Y and T to denote
Clothing, Yelp16 and Trip, respectively. Besides, D denotes descriptions and R
denotes reviews. In this experiment, we use recommedation part to measure the
impact of descriptions and reviews. As shown in Fig. 3(a), on the experimental
datasets, we observe the phenomenon which the performance of using reviews
and descriptions is significantly higher than only using descriptions. This exper-
imental results demonstrate that using reviews and descriptions can improve the
performance of recommendations.

Since SRDN contains a lot of text processing, we show the word embedding
experiment in Fig. 3(b). Firstly, we need to fix other factors to avoid affecting the
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Fig. 3. The impact of other parameters

results of the experiment. Then we set the embedding size from 25 to 400. With
the increasing of embedding size, we find that the impact of the word embedding
size tends to be stable, as shown in Fig. 3(b). When we set the size as 200, our
model can present the best performance. When we tune the size from 150 to
300, the experiment shows that the others can achieve the best perfomance.

4 Conclusions

We propose a novel deep model, named Similar Reviews Discovering Networks
(SRDN) in this paper. The SRDN model contains two key parts: Similar Items
Discovering Part and Recommendation Part. In Similar Item Discovering Part,
we use a triplet network to find the items which are simliar to the target items
based on descriptions. In Recommendation Part, we utilize two CNN networks to
generate the features for users and items, respectively. The experimental results
show that our proposed SRDN model can improve the performance of recom-
mendations through leveraging the reviews of items which are similar to the
target items. In addition, SRDN outperforms the above algorithms.
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Abstract. Human robot interaction is a rapidly growing topic of interest in
today’s society. The development of real time emotion recognition will further
improve the relationship between humans and social robots. However, con-
temporary real time emotion recognition in unconstrained environments has yet
to reach the accuracy levels achieved on controlled static datasets. In this work,
we propose a Deep Convolutional Neural Network (CNN), pre-trained as a
Stacked Convolutional Autoencoder (SCAE) in a greedy layer-wise unsuper-
vised manner, for emotion recognition from facial expression images taken by a
NAO robot. The SCAE model is trained to learn an illumination invariant down-
sampled feature vector. The weights of the encoder element are then used to
initialize the CNN model, which is fine-tuned for classification. We train the
model on a corpus composed of gamma corrected versions of the CK+ , JAFFE,
FEEDTUM and KDEF datasets. The emotion recognition model produces a
state-of-the-art accuracy rate of 99.14% on this corpus. We also show that the
proposed training approach significantly improves the CNN’s generalisation
ability by over 30% on nonuniform data collected with the NAO robot in
unconstrained environments.

Keywords: Deep convolutional neural networks � Emotion recognition
Greedy layer-wise training � Social robots � Stacked convolutional autoencoders

1 Introduction

Robots have been incorporated into the lives of humans for years, particularly in industry.
However, the field of social robotics has been growing in recent years. What defines a
social robot outside of a typical robot is its ability to interact with humans in a supportive
and assistive manner, as part of a larger society. In this work, we aim to contribute to the
creation of an empathic robot by furthering their ability to recognise emotions in real
time. By providing social robots with the ability to recognise emotions in real time,
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human-robot interaction (HRI) can become more immersive and social robots will be
able to mimic natural conversations with the addition of nonverbal communication [1].
Contemporary work into facial emotion recognition using Deep Learning (DL) models is
usually conducted using facial expression images obtained in controlled environments,
and, as a result, high accuracy rates have been achieved. However, DL models often fail
to generalise on data with nonuniform conditions, making real time emotion recognition
in unconstrained environments a challenge difficult to overcome.

In this work, we propose a deep CNN model for emotion recognition from facial
expression images obtained in uncontrolled environments. This model is pre-trained in
a greedy layer-wise (GLW) unsupervised fashion [2] as a deep SCAE. The SCAE
produces illumination invariant hidden representations of the input images by learning
to reconstruct gamma corrected versions of an input image as the input image before
these transformations. Once the SCAE is trained, we use the encoder weights to ini-
tialize our CNN and fine-tune it for classification. The proposed training approach
shows that by using an autoencoder to reconstruct different versions of an image, i.e.,
the same image with different luminance levels, as the same image, the emotion
recognition model improves its ability to generalise on data with nonuniform condi-
tions. We show that our training approach improves classification performance on data
with nonuniform conditions by over 30%.

The following section introduces related work on social robots and existing DL
approaches for real time emotion recognition. Section 3 introduces our experimental
setup. Section 4 presents our results and a discussion of these results. Finally, Sect. 5
presents our conclusions and ideas for future work.

2 Related Work

Social robots are beginning to be introduced into many real-world applications, such as
elderly care [3], which means an increase in everyday HRI. In order for these inter-
actions to become more natural, it is imperative that robots are able to understand the
emotions being expressed by the user. The addition of emotional awareness will
provide social robots with the ability to interpret the full intentions behind a conver-
sation and will be able to provide appropriate responses.

2.1 Social Robots

A social robot is defined as a robot that interacts with humans and can understand them,
in order to support them [4]. The distinction from a typical autonomous robot and a
social robot lies in its communicative abilities [5] and in some case in its anthropo-
morphic features. In a survey of socially interactive robots, Fong et al. [6] define a
social robot as having the ability to ‘express and perceive emotions’, an important part
of regular human interaction. With the ability to perceive emotions, the robot can
imitate human empathy to an abstract level and can then go on to adjust its following
actions accordingly. According to Tapus et al. [7], for a robot to emulate empathy, the
robot should be able to recognise the human’s emotional state and convey the ability of
taking perspective.
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An example of a socially assistive robot comes from Fasola et al. [3] who presented
a socially assistive robot used for encouraging elderly participants to exercise. Par-
ticipants were asked to follow the arm movements of the robot and copy them them-
selves, whilst the robot gave vocal feedback and encouragement. Feedback was given
throughout the exercise in real time, based on the performance of the user. The addition
of vocal feedback is beneficial as it was helpful in keeping the participant engaged.
However, the addition of emotion recognition would have been beneficial, as the
patient’s attitude during the exercises could be monitored to see whether any action
needed to be taken.

Social robots are also making progress in the areas of education and social care.
A study into the effectiveness of socially assistive robots from Shamsuddin et al. [8]
demonstrated that by using a humanoid robot during simple activities, including
speaking and moving, with children with Autism Spectrum Disorder (ASD) reduced
the display of typical autistic behaviour. Although not conducted over a long period,
this study demonstrates the use that social robots have in aiding people with ASD, by
reducing autistic behaviour, and shows the potential of social robots in human care.

2.2 Emotion Recognition

Recognizing human emotions can be done by analysing a person’s facial expressions,
speech signals, or body language. This work explores more into emotion recognition
using facial expression images as it is commonly easier to obtain facial expression
images compared to audio or body language in unconstrained environments.

Regarding emotion recognition on static images, high levels of accuracy have been
achieved on facial expression corpora collected in controlled environments. For
example, Burkert et al. [9] proposed a new CNN architecture for emotion recognition,
which includes two parallel feature extraction blocks. The datasets used were the
Extended Cohn-Kanade (CK+) dataset [10] and MMI [11]. On the CK+ dataset, they
obtained an accuracy of 99.6%, an increase from the previous benchmark of 99.2%
using a conventional CNN. Most notably, they improve on the previous benchmark of
93.33%, to 98.63% for the MMI dataset. Real time emotion recognition has not reached
these levels of classification accuracy.

Duncan et al. [12] used a CNN for classifying facial expressions in real time using
transfer learning. They employed the VGG_S network architecture using both the
CK+ and the Japanese Female Facial Expressions (JAFEE) [13] datasets for training.
The result was a training accuracy of 90.7% and a test accuracy of 57.1% on the live
stream images. On the live feeds, they included a feature of superimposing a corre-
sponding emoji over the subject’s face, which demonstrates a unique application for
real time emotion recognition by providing a response of some sort to the person’s
emotion. Gilligan et al. [14] retrained LeNet and AlexNet networks for their own
approach to real time emotion recognition. Included in their work are self-taken images
to supplement the CK+ and JAFFE datasets. On their custom dataset, they achieved an
accuracy of 98.5%. In addition to this, they took a series of live feed images. Out of the
50 live images taken, 28, or 56%, were classified correctly. Looking closer at the
incorrectly classified images, either the second and third strongest classified emotion,
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out of seven emotions, was the actual correct class, demonstrating a potential for this
methodology.

Ruiz-Garcia et al. [15] proposed a hybrid model for real time emotion recognition
with the use of a NAO robot. The authors employed a deep CNN for feature extraction
and a Support Vector Machine for classification of the KDEF and CK+ datasets.
Additionally, they test their model in a real-life application on images taken by a NAO
robot in an uncontrolled environment. The authors report an average accuracy rate of
68.75% on the self-taken image and show that most of the misclassifications happen on
images with relatively low illumination.

Work on emotion recognition with variation in lighting has been done by Ma and
Mohamed [16]. The authors altered the BU-4DFE dataset by changing the lighting
conditions and observed whether their classification rate was improved. They found
that when compared to no pre-processing, their pre-processing methods improved
classification accuracy from 55% to 86%, showing an importance of considering
illumination variation in facial emotion recognition. This work aims to build on the
findings of [15] and [16] by proposing an illumination invariant emotion recognition
architecture for a NAO robot. The following section introduces the experimental setup.

3 Methodology

3.1 Facial Expression Corpora

CK+ , KDEF, JAFFE and FEEDTUM Datasets
The facial expression corpora used in training our emotion recognition model is
composed of four different datasets: CK+ , the Karolinska Directed Emotional Faces
(KDEF) dataset [17], JAFEE and the Facial Expressions and Emotions (FEEDTUM)
database [18]. The CK+ dataset is a labelled set of 486 images from 97 people,
including seven emotion categories, with a split of 65/35 female to male participants.
The KDEF dataset is also a labelled set of 4900 images from 70 people with seven
emotion categories taken from 5 different angles, only frontal facing images are con-
sidered in this work, with an even number of female and male participants. The JAFFE
dataset consists of 213 images from 10 Japanese female subjects posing seven emo-
tions. The FEEDTUM database contains video streams from 18 participants’ reactions
to stimuli videos, capturing 7 affective states, from neutral to the peak of the emotion.

The emotion categories include Ekman’s six universal emotions: angry, disgust,
fear, happy, neutral, sad, and surprise, plus neutral. Neutral has been added considering
that all other emotions develop from a neutral state. All seven categories of images
were used for training and testing. The CK+ , KDEF and JAFFE datasets were ran-
domly split into 70% for training and 30% for testing. For the FEEDTUM database, we
discarded the first 30% along with the last 10% of each sequence of images. Since each
sequence starts with a neutral face and transitions to an emotion, we wanted to ensure
that the images used contained the most emotion related information rather than neutral
faces. The resulting images were also split into 70% training and 30% testing. All four
corpora were then combined into one.
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Own Facial Expression Corpus
In addition to the combined dataset, we collected facial expression images in uncon-
strained environments. Examples are shown in Fig. 1. The additional images were
taken to test the model on a dataset that demonstrated images in a more realistic
environment, such as a classroom where a social robot could be used. Images were
taken in three sessions and two different classrooms, as to make the images more
realistic. All images were collected using a NAO robot, a 58-centimetres-tall humanoid
robot with a 1.22-megapixel camera with an output of 30fps.

In both sessions, participants were asked to sit at a table across from the NAO
robot. No specific instructions were provided on how far to sit from the robot or at what
angle. Similarly, participants were not asked to remove glasses, hats or scarves as long
as their face was visible. Participants were asked to express one of seven emotions at a
time and hold it for three seconds for the robot to capture it. A total of 196 images were
collected from 21 male participants and 7 females. Participants are undergraduate and
postgraduate students between ages 20-55 and from at least five different ethnic
backgrounds. Participants were also asked to express the emotion as natural as possible.
No other factors were controlled and the rooms had varying lighting conditions due to
windows being present. The NAO was in a sitting position to better suit the height of
the participants. Note that this meant varying face tilt for every participant, as opposed
to zero tilt on the images from the combined corpus. This corpus also differs from the
combined corpus datasets, as the extraneous variables were significantly less con-
trolled, the lighting in the images was subject to variability due to the gradual change in
the natural external lighting and faces are not centred. After collecting images, we
asked three independent parties to label each image with one of seven emotions and
tested our model on the images which were labelled with the same emotion by all
parties, a total of 121 images. Note that none of these images are used for training.

Data Pre-processing
For all images, the faces were extracted using a Histogram of Oriented Gradients face
recognition model [19]. The resulting images were converted to grey-scale for
dimensionality reduction. As the resulting cropped images were of different sizes, they
were resized using bipolar interpolation and down sampled to 100 � 100 in order to
speed up training and recognition times.

In an attempt to improve the CNN model’s generalisation performance, we use
gamma correction to alter image luminance on the training set. Gamma correction
alters the luminance of an image with a non-linear alteration of the input values and the
output values. Given an input image i, the gamma corrected image x is defined by:

Fig. 1. Sample images from our dataset illustrating seven emotions.
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x ¼ i
255

� �1
c

�255 ð1Þ

where c 2 0:4; 0:6; 0:8; 1:0; . . .; 3:4f g. This approach inflates our training dataset over
a magnitude of ten. Note that where c ¼ 1:0 the input image remains unchanged, thus
in this case x ¼ i. For this reason, when training the SCAE model, the gamma corrected
image x with c ¼ 1:0, referred to as x hereafter, becomes the target reconstruction
image for all the other gamma corrected images, referred to as xc, including itself.

3.2 Illumination Invariant Feature Learning - SCAE

Considering that CNNs often fail to generalise on data with nonuniform conditions, e.g.
varying image luminance, in this work we propose pre-training a deep CNN, described
in Sect. 3.3, as a deep SCAE to deal with illumination invariance. Autoencoders are
neural networks composed of an encoder function f xð Þ that maps an input vector x to a
hidden representation h and a decoder function g that maps h to a reconstruction y
which in turn is an approximation of x. In effect, empirically, autoencoders are designed
to learn an identity function g f xð Þð Þ ¼ x. However, since in this case we are interested
in learning a function than can map xc to x, learning an identity function is not suitable
and thus the objective becomes g f xc

� �� � ¼ x. Note that, since the combined corpus is
composed of images taken in controlled environments, we assume that x has a good
degree of luminance and therefore is a good reconstruction target.

We build a shallow autoencoder for each convolutional layer of the CNN model
and treat it as the encoder element along with its activation, batch normalization and
max pooling, if any, layers. For the decoder, we replicate the same layers and replace
max pooling with nearest neighbour upsampling layers. Each shallow autoencoder is
trained greedily using the inter-layer GLW approach described in [20] to improve
training by reducing error accumulations. Training and fine-tuning of each shallow
autoencoder is done using mini-batch stochastic gradient descent (SGD) and nesterov
momentum for 100 epochs using a mean absolute value criterion. The mean absolute
value C of the element-wise difference between the reconstruction y and target image x
is defined by:

c ¼
Pn

i¼1 xi � yij j
n

ð2Þ

where x and y are both vectors with a total of n elements. Learning rate was set to 0.1
and momentum to 0.75.

3.3 Feature Classification – CNN

Once the SCAE is trained, the decoder element is discarded and a fully connected layer
with 100 hidden units is attached to the encoder. This CNN model is then fine-tuned for
classification using a cross-entropy criterion. Cross-entropy loss is defined by:
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Li ¼ �fyi þ log
X
j

efj ð3Þ

where fj equals the j th element of the vector of the f class scores and yi is the true label
of example i. Our CNN model is composed of four convolutional layers, followed by
rectifier linear unit (ReLU) activation functions, batch normalization (BN), and 2 � 2
max pooling layers, except for the last convolutional layer where there is no max
pooling. The first two convolutional layers have 20 and 40 5 � 5 filters, and the second
two have 60 and 80 3 � 3 filters. Refer to Fig. 2 for a pictorial description. Fine-tuning
is done for 100 epochs using SGD, a learning rate of 0.001, and momentum of 0.4.

4 Results and Discussion

The deep CNN emotion recognition model proposed in this work achieves a state-of-
the-art accuracy rate of 99.14% on the combined facial expression corpus composed of
the CK+ , JAFEE, KDEF, and FEEDTUM datasets. Note that only the training subset
contained gamma corrected images. When tested on our own dataset of images col-
lected with the NAO robot in unconstrained environments, our model achieved a
classification performance of 73.55%, as observed in Table 1. One of the main
observations in Table 1 is the decrease in performance from 99.14% to 73.55% when
tested on the dataset collected with the NAO robot, even though we trained the CNN
with many image luminance variations. Nonetheless, we attribute this decrease in
performance due to the fact that even though the CNN can deal with changes in image
illumination, it was not trained to deal with other factors such as face pose or tilt,
subjects wearing glasses or scarves, or from many different ethnic backgrounds. It can
also be observed that our CNN model fails to generalise on neutral expressions. This
can be explained by the fact that in the FEEDTUM database all sequences of emotions
start, and most of the time finish, with a neutral face. Even though we discarded the first
30% and the last 10% of the sequences, many of the images with low emotion
intensities remained in the dataset. Therefore, if our test subjects illustrated expressions
with very low intensities instead of neutral faces, our model will misclassify them. This
can also justify neutral being the most misclassified emotion on the testing subset of the
combined corpus.

Another discrepancy observed in Table 1 is that most of the classes, except for
happy which only had one image misclassified, have misclassified images with the
class angry even though angry was one of the best performing classes. This is also true
for fear, most of the classes in our dataset have images misclassified as fear, but it is not

Fig. 2. CNN architecture and sample image from our dataset.
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the same case for the combined dataset. On the contrary, happy, surprise and angry are
the three classes with the highest classification rates across both testing sets. This can
be explained by the fact that these emotions have stronger facial expressions, for
instance a standard image expressing happy involves a person with an upturned smiling
mouth, pushed up cheeks and slightly squinted eyes. These characteristics are not
largely shared with the other emotions, especially the upturned mouth, meaning images
depicting happy are not often confused.

The CNN emotion recognition model proposed in this paper outperforms the hybrid
emotion recognition model proposed by [15]. The authors employed a CNN for feature
extraction, and a SVM for classification. When tested on data also collected by a NAO
robot in unconstrained environments, the authors obtained a classification rate of
68.75%, compared to 73.55% achieved by our model. Moreover, [15] only tested with
four subjects, whereas we evaluated our model on images from 28 participants.

When training our model without gamma corrected versions of the combined
corpus, i.e., training the SCAE model to simply learn an identity function, the best
performance we obtained on the testing set of the combined corpus was of 92%.
Similarly, the best performance our own corpus was below 40%. With these obser-
vations we conclude that it is imperative to train emotion recognition models designed
for real time emotion recognition in unconstrained environments with data that rep-
resents the environment settings where the application is to be used.

One issue highlighted was the variation in expressions of emotion in different
cultures. The authors of [21] showed that between Eastern and Western cultures, there
is a difference in the levels of emotional arousal. Western cultures were found to prefer
and expressed more higher-arousal emotions, whereas Eastern cultures were found to
prefer lower arousal emotions. When taking the images to add to the dataset, partici-
pants of different cultures expressed some emotions stronger than others. For example,

Table 1. Confusion matrix for the CNN emotion recognition model for the combined corpus
(top) and confusion matrix for our own dataset (bottom).

A D F H N S SU
A 99.34 0.53 0.13 0 0 0 0
D 0.18 99.18 0 0.18 0 0.36 0.09
F 0.26 0 99.04 0.09 0.09 0.35 0.17
H 0 0 0.11 99.31 0.11 0.34 0.11
N 0.8 0 0 0.4 97.21 2.79 0
S 0.32 0.06 0.25 0 0.25 99.05 0.06
SU 0 0 0.12 0.25 0 0 99.63

A 85.14 7.14 7.14 0 0 0 0
D 8.33 66.66 16.66 0 0 8.33 0
F 9.09 0 72.72 0 0 0 18.18
H 0 3.57 0 96.43 0 0 0
N 3.85 3.85 7.69 19.23 42.3 15.38 7.69
S 9.09 0 18.18 0 0 72.72 0
SU 5.26 0 15.80 0 0 0 78.95
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in our dataset a Chinese participant expressed all emotions, excluding neutral, in a
subtler way than participants from a Western cultural group, which resulted in some of
their images being misclassified as neutral.

In addition, there was an issue with the ratio between the genders of participants.
The participants who took part in the images consisted of 7 females and 21 males,
which is not truly representative. Kring and Gordon [22] conducted a study where
participants were asked to view emotional films and complete a self-report of how they
viewed their expressivity. They found that the female participants were more expres-
sive of emotions in their facial expressions than the male participants were. This shows
the importance of collecting a representative set of images with an equal split in gender,
as emotions are expressed at different levels between males and females.

One consideration that has not been made is variance in the pose of a face. All
images used for training and testing were forward facing and showed the entirety of the
face. For emotion recognition in real time to be effective, models should be trained to
be able to classify images of faces that are not looking directly at a camera.

5 Conclusions and Future Work

In this work, we looked into emotion recognition in unconstrained environments with
an application in social robotics. We proposed pre-training a deep CNN model as a
SCAE model in a greedy layer-wise unsupervised manner. Instead of learning an
identity function like empirical autoencoder models, our SCAE learns to reconstruct
images from the same person, illustrating the same emotion and with varying lumi-
nance levels produced with gamma correction, as an image with fixed luminance. We
demonstrated that this training approach improves the classifier’s ability to generalise
on unseen data with nonuniform conditions and improves classification rates by over
30%.

Images from 28 participants were collected in an uncontrolled environment to test
our CNN emotion recognition model, resulting in a classification rate of 73.55%.
Similarly, our model achieved a state-of-the-art classification performance on a com-
bined corpus composed of the CK+ , JAFEE, KDEF and FEEDTUM databases with
99.14% accuracy. From the training results, we can determine that real time emotion
recognition in uncontrolled environments with consideration to illumination variance is
conceivable. Future work will look at improving this method to also deal with pose
invariance, which is a common problem for emotion recognition models designed to
work in real time in unconstrained environments.

In this work, we have made progress towards real-time emotion recognition in
unconstrained environments for social robots, an essential step in the development of
empathic robots. In future work we will look at improving this approach, to be able to
deal with varying poses and face tilt, as well as with different emotion intensities.
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Abstract. Affective models based on EEG signals have been proposed
in recent years. However, most of these models require subject-specific
training and generalize worse when they are applied to new subjects. This
is mainly caused by the individual differences across subjects. While, on
the other hand, it is time-consuming and high cost to collect subject-
specific training data for every new user. How to eliminate the individ-
ual differences in EEG signals for implementation of affective models is
one of the challenges. In this paper, we apply Deep adaptation network
(DAN) to solve this problem. The performance is evaluated on two pub-
licly available EEG emotion recognition datasets, SEED and SEED-IV,
in comparison with two baseline methods without domain adaptation
and several other domain adaptation methods. The experimental results
indicate that the performance of DAN is significantly superior to the
existing methods.

Keywords: Affective brain-computer interface
Emotion recognition · EEG · Deep neural network · Domain adaptation

1 Introduction

Emotion plays a critical role in human lives, which affects our behavior and
thought almost anytime and anywhere. As a result, the technology of emotion
recognition has various applications in many fields, including assistance for peo-
ple everyday life, improvement of working performance, and even implementa-
tion of emotional intelligence. On the other hand, EEG singals are considered
to reflect the internal temporal states of human brains and has been studied in
the field of Brain-computer interface (BCI). In recent years, BCIs have also seen
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progressive growth in affective Brain-computer interface (aBCI) that aims at
recognizing emotions from brain signals [13,18]. Many studies have been made
in detecting human emotion states with EEG signals [4,8,12].

Though existing studies have achieved many successes in emotion recognition,
most of them only focus on training specific models for particular subjects. These
subject-specific models suffer from degraded performance when they are applied
to new subjects. The phenomenon is caused by the large domain shift introduced
by individual differences across subjects. The naive solution for the problem is
to train subject-specific models for every subject, which takes a lot of effort to
collect labeled dataset. Another path to solve the problem is to apply domain
adaptation methods. As the matter of fact, domain adaptation methods have
been applied in various fields to solve the domain shift problem.

There are already several studies on the application of domain adaptation
methods to EEG-based emotion recognition. In our previous work [21], Zheng
and Lu adopted Transfer component analysis (TCA) [14], Kernel principle anal-
ysis (KPCA) [17], and Transductive parameter transfer (TPT) [16] for emotion
recognition. Lan et al. explored various domain adaptation methods applied on
two EEG emition recognition datasets [9]. Jin et al. proposed to use Domain-
adversarial neural network (DANN) [6] to eliminate the subject differences and
achieved appreciable improvement in recognition performance [7]. Lin et al. pro-
posed a conditional transfer learning method for emotion recognition task to
avoid negative transfer [10].

In this paper, we introduce Deep adaptation network (DAN) to EEG-based
emotion recognition and compare DAN with two baseline methods without
domain adaptation and several other domain adaptation methods. As far as
we know, this is the first work to apply DAN to deal with the subject transfer
problem in EEG-based emotion recognition on two publicly available datasets:
SEED and SEED-IV. From experimental results we find that DAN achieves
the best performance and improves the accuracy of recognition significantly in
comparison with the baseline methods.

2 Materials and Methods

2.1 Dataset Description

Two publicly available emotion recognition datasets, SEED [21] and SEED-IV1

[20], are used in this paper to evaluate the proposed methods.
The SEED dataset contains EEG signals of 15 subjects recorded while they

were watching Chinese film clips. A total number of 15 film clips were selected
by a preliminary study and labeled as being negative, positive, or neutral. For
each of the subjects, three experiments were performed at an interval of no less
than one week. During the experiments, the 15 film clips were played in 15 trials
and the subjects were required to watch the clips patiently. The EEG signals

1 The SEED and SEED-IV datasets are available at http://bcmi.sjtu.edu.cn/∼seed/
index.html.

http://bcmi.sjtu.edu.cn/~seed/index.html
http://bcmi.sjtu.edu.cn/~seed/index.html
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were recorded with a 62-channel cap according to the 10–20 system using ESI
Neuroscan system.

The SEED-IV dataset also contains EEG signals of 15 subjects while they
were watching Chinese film clips. The main difference between SEED-IV and
SEED is there are film clips of four emotion categories: happy, sad, fear, and
neutral. A total number 72 film clips were selected by a preliminary study (18
clips for each emotion category). Each experiment contains 24 trials so that the
subjects watched all of the 72 film clips. The EEG signals were recorded with
62-channel cap according to the 10–20 system using ESI Neuroscan system.

2.2 Data Preprocessing

The EEG signals are firstly downsampled to 200 Hz and processed with a 1–75 Hz
bandpass filter. The filtered signals are then segmented into 1-s and 4-s segments
for SEED and SEED-IV datasets, respectively. The segments are attached with
the label of the corresponding film clips. Differencial entropy (DE) features are
extracted from the segment at the frequency band of delta (1–4 Hz), theta (4–
8 Hz), alpha (8–14 Hz), beta (14–31 Hz), and gamma (31–50 Hz) [5,19]. The DE
feature is a robust EEG feature that has been applied in our previous studies
[7,21]. The definition of the DE feature on a one-dimensional signal X drawn
from a Gaussian distribution N(μ, δ2) is

h(X) = −
∫ ∞

−∞
P (x) log(P (x)) =

1
2

log 2πeδ2. (1)

For SEED, because there are three duplicate experiment for each subject,
we select one of them to reduce the scale of the data. After the preprocessing,
there are 3394 and 2505 data samples for each subject in the SEED and SEED-
IV datasets, respectively. The feature dimension is 310 (62 EEG channels by 5
frequency bands).

2.3 Domain Adaptation Methods

According to Pan et al. [15], a domain D = {X , P (X)} consists of a feature
space X and the corresponding marginal probability distribution P (X), where
X ∈ X . Given a domain D, a task T = {Y, f(·)} consists of a label space Y and
the corresponding objective predictive function f(·), where y = f(x), x ∈ X , and
y ∈ Y.

Traditional machine learning approaches focus on solving the task with data
samples and the corresponding labels from the same domain. However, in the
field of transfer learning, the goal is to solve tasks in a domain when there is no
or little observation of data sample while some data samples are available from
related domains.

The objective domain where the task lies is called the target domain
DT = {XT , P (XT )} and the related domain is called source domains DS =
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{XS , P (XS)}. Additionally, when source and target domains share the same fea-
ture space and task, the problem is a subset of transfer learning, and is called
domain adaptation. In this paper, we study the domain adaptation problem with
the target domains being the data from the target subjects, the source domains
being the data from the other subjects.

Feature Extractor 
Network

Domain
Discriminator

Label
Predictor

Emotion
Prediction

Domain
PredictionFlip 

Gradient

Source 
Subjects

Target 
Subject

DE
Features

Fig. 1. Structure of DANN. The arrows in solid lines indicate the forward propagation
path, while the arrows in dotted lines indicate the backpropagation path.

Domain-Adversarial Neural Network. Domain-adversarial neural network
(DANN) is a domain adapation method based on deep adversarial network. It is
composed of three sub-networks as shown in Fig. 1: a feature extractor, a label
predictor, and a domain discriminator whose network functions are denoted by
Gf (·), Gy(·), and Gd(·) parameterized by θf , θy, and θd, respectively. The method
aims to train a feature extractor that eliminates domain discrepancies as well as
keep objective task related component of the input features.

In the forward propagation phase, the feature extractor projects the input
features into a new feature space. The output is directed to the label predic-
tor and the domain discriminator, simultaneously. The label predictor produces
predictions of the labels according to the input, while the domain discrimintor
produces predictions of the corresponging domain. The loss of the whole network
is

1
n

n∑
i=1

Jy(Gy(Gf (xi)), yi) + αJd(Gd(Gf (xi)), di), (2)

where Jy(Gy(Gf (xi)), yi) denotes the loss for the label prediction Gy(Gf (xi))
when the true label is yi, Jd(Gd(Gf (xi)), di) denotes the loss for the domain pre-
diction Gd(Gf (xi)) when the true domain is di, α is a tradeoff hyperparameter,
and n is the data sample number.
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During the backpropagation phase, the label prediction and domain discrim-
ination losses (Jy and Jd) are propagated along the network as in ordinary net-
works. However, the derivatives are inverted when it is passed from the domain
discriminator to the feature extractor: the feature extractor is updated in the
direction of maximizing the domain discrimination losses (i.e., deceiving the
domain discriminator). In this way, the feature extractor finally discards the
domain-specific component of the input (i.e., eliminates the domain discrepan-
cies) in order to keep the domain discrimination losses Jd high. In the test phase,
the prediction is made by the feature extractor and the label predictor.
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Fig. 2. Structure of DAN. The first 3 layers are ordinary layers. The MK-MMD values
between source and target domains are calculated in the forth and fifth layers.

Domain Adaptation Network. According to the recent findings, neural net-
works extract features that transition from general to domain and task specific
with the growth of their depths. Basing on this idea, Long et al. proposed to use
multi-kernel Maximum mean discrepancies (MK-MMDs) as a measurement for
domain discrepancies of hidden features extracted by deep layers in neural net-
works [11]. By jointly minimizing the MK-MMDs and the task related loss, the
proposed Deep adaptation network (DAN) can eliminate domain discrepancies
across domains as well as maintaining task related features.

The structure of DAN is shown in Fig. 2. The first several layers are ordinary
ones that behave the same as in traditional networks in forward-propagation
and back-propagation phases. Because the feature representation transition to
be task and domain specific as the layers become deeper, the deep layers must
be treated differently to eliminate domain discrpancies. MK-MMD is applied
to achieve this goal in DAN. MK-MMD is multiple kernel variation of MMD
that is used for distribution discrepancy measurement. The MK-MMD distance
between two probability distributions p and q is defined as the distance between
their mean embeddings in a reproducing kernel Hilbert space (RKHS) endowed
with a characteristic kernel k:

d2
k(p, q) � ||Ep[φk(x)] − Eq[φk(x)]||2Hk

, (3)
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where φk(·) is the corresponding projection function associated with the kernel.
If the probability distributions p and q are the ones of the source and tar-
get domains, respectively, the MK-MMD value can then measure the domain
discrepany. In order to eliminate the domain discrepancies in the deep layers,
the MK-MMDs between the distributions of source and target domain feature
expressions in the deep layers should be minimized. As a result, the final objec-
tive for DAN is

min
Θ

1
n

n∑
i=1

J(θ(xi), yi) + λ

5∑
l=4

d2
k(Dl

S ,Dl
T ), (4)

where J(θ(xi), yi) indicates the loss when the network predicts θ(xi) for a data
sample xi with the true label yi, d2

k(Dl
S ,Dl

T ) indicates the MK-MMDs between
the distributions of source and target domain feature expressions in the lth layer,
Θ is the set of all of the parameters, n is the size of the training set, and λ is a
tradeoff hyperparameter that balance the objective loss and the MK-MMD loss.
However, as (3) indicates, the calculation of MK-MMDs between two domains
requires computation complexity of O(n2), which is not feasible during training
of neural network. Here we propose to use an unbiasd estimate of MK-MMD
within a batch which can be computed with O(n) cost.

3 Evaluation Experiments

3.1 Experiment Settings

We applied leave-one-subject-out cross validation to evaluate the domain adap-
tation methods on SEED and SEED-IV datasets: for each subject, an emotion
recognition model is trained with the subject as target domain, and other sub-
jects as source domain. The deep learning based methods are compared with
several traditional methods and two baseline methods to show their adavan-
tages. Both DAN and DANN contain convolutional layers to extract features
from images in there original papers [6,11]. In this paper, general features are
used instead of images, so the network structures are modified to adapt our prob-
lem. For DANN, the feature extractor consists of two fully connected layers, and
the label predictor and the domain discriminator consist of three fully connected
layers. For DAN, there are three ordinary fully connected layers, two specialized
fully connected layers attached with MK-MMD losses, and one output layer for
the label prediction. The specific structure of the two networks are described in
Table 1. Other methods are described as follows:

(1) KPCA projects the original features into a reproduce Hilbert kernel space
(RHKS) with a projection function φ(·) [17]. A low dimensional subspace of
the RHKS is then found by maintaining the variance of the data distribution.

(2) TCA is similar to KPCA in projecting the original features into a RHKS
and find a low dimensional subspace [14]. The difference lies in that the
subspace is found by minimizing the MMD distance between the source and
target domain distributions as well as preserving data properties that are
useful for the target supervised learning task.



Cross-Subject Emotion Recognition Using Deep Adaptation Networks 409

(3) TPT is a parameter based domain adaptation method on multiple source
domains [16]. The method consists of three steps. First, domain-specific mod-
els are learnt on each domain. Then, a regression algorithm is applied to
project the source domain distributions to the domain-specific model param-
eters. Finally, the domain-specific model for the target domain is constructed
with the target domain distribution and the regression algorithm.

(4) Baseline methods consist of training Support vector machine (SVM) and
Multi-layer perceptron (MLP) models on the source domain and applying
the trained models directly on the target domain.

Table 1. Structure description of DANN and DAN

Method Description

DANN The feature extractor has 2 layers, both with node number of
128. The label predictor and domain discriminator have 3
layers with node numbers of 64, 64, and C, repectively. C
indicates the number of emotion classes to be recognized

DAN There are 5 layers in total, each of them with node numbers of
128, 128, 64, 64, and C from the input end to the output end,
respectively. The last two layers are attached with MK-MMD
losses

3.2 Results and Discussion

The mean accuracies and standard deviations of each method for the two
datasets are shown in Tables 2 and 3, respectively. The specific statistics when
each subject is trained as target domain are shown in Figs. 3 and 4.

Table 2. Means and standard deviations of the accuracies for each method applied to
the SEED dataset

Method SVM MLP TCA KPCA TPT DANN DAN

Mean 0.5818 0.6101 0.6400 0.6902 0.7517 0.7919 0.8381

SD 0.1385 0.1238 0.1466 0.0925 0.1283 0.1314 0.0856

For SEED, we compare our previous results in [7] with the results of DAN.
As Table 2 shows, DAN achieves the mean accuracy of 0.8381, which outper-
forms any other methods. DAN also achieves the smallest standard deviation
value of 0.0856. It outperforms DANN, which was the best method in [7], by
4.62% in terms of mean recognition accuracy (but with no statistical signifi-
cance with p = 0.2645 in ANOVA test). To show the advantages of DAN, we
further compare it with results on the SEED dataset from other papers. Chai
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Fig. 3. The specific accuracies of each method for all the subjects and the averages in
the SEED dataset.

and colleagues applied several novel domain adaptaiton methods to cross-subject
emotion recognition from EEG data and evaluated those methods on the SEED
dataset. They reported that the mean accuracies of 77.88%, 80.46%, and 79.61%
were obtained in their studies [1–3]. Though the evaluation strategies are slightly
different (mostly on the selection of the data), DAN outperforms all of the exist-
ing methods, which confirms it to be the state-of-the-art approach on the dataset
for the cross-subject problem.

Table 3. Means and standard deviations of the accuracies for each method applied to
the SEED-IV dataset

Method SVM MLP TCA KPCA TPT DANN DAN

Mean 0.5178 0.4935 0.5397 0.5176 0.5243 0.5463 0.5887

SD 0.1285 0.0974 0.0805 0.1289 0.1443 0.0803 0.0813

As for SEED-IV, DAN still achieves the best performance, followed with
DANN, TCA, TPT, SVM, KPCA, and MLP (in order of declining performance).
The method outperforms the baseline SVM and DANN with 6.09% and 4.24%
in terms of mean accuracy, respectively. The other deep learning based method,
DANN, achieves the second best mean accuracy and the smallest standard devia-
tion. TCA achieves the best performance among the three tranditional methods,
but still falls behind DAN with 4.90% of the mean accuracy. In the original paper
of SEED-IV [20], Zheng and colleagues achieved a mean accuracy of 70.58% in a
within-subject and within-experiment evaluation experiment (training and test
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Fig. 4. The specific accuracies of each method for all the subjects and the averages in
the SEED-IV dataset.

data are from the same subject, in the same experiment), compared with 58.87%
in our results. There is an 11.72% gap of accuracy between the two mean accu-
racies. However, considering the great difference in the evaluation settings, our
results should be a desirable one.

For both of the datasets, DAN outperforms DANN and achieves the best
performance in terms of mean accuracy. It outperforms the baseline method
significantly for SEED (with p < 0.01 in ANOVA test). For SEED-IV, it outper-
forms the baseline method with weaker statistical significance (with p < 0.1 in
ANOVA test). Besides, it also has the smallest and the second smallest standard
deviation of the reconition accuracies for the two dataset, respectively. These
clues demonstrate that DAN is suitable for the EEG-based cross-subject emo-
tion recognition, and can achieve more stable performance in comparison with
the other domain adaptation methods.

By observing the accuracies on the two datasets, we find that the overall
performance of the methods is worse in SEED-IV compared with those in SEED.
There might be two reasons for this phenomenon. The first one is that SEED-
IV contains four emotional states for recognition, which makes its task a harder
one. The second one lies in that each subject has 2505 data samples in SEED-IV,
compared with 3394 data samples in SEED, which adds to the difficulty for the
methods to capture and eliminate the domain discrepancies.

4 Conclusion

In this paper, we have adopted Deep adaptation network (DAN) for dealing with
the cross-subject problem in EEG-based emotion recognition. Two publicly avail-
able datasets SEED and SEED-IV have been used for performance evaluation.
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The proposed method, DAN, was compared with several other domain adapta-
tion approaches. The experimental results demonstrate that DAN achieves 4.62%
and 4.24% accuracy improvements on three and four classes emotion recognition
problems, respectively, and is suitable for the cross-subject emotion recognition
from EEG data.
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Abstract. Machine learning techniques are presented for automatic recognition
of the historical letters (XI–XVIII centuries) carved on the stoned walls of St.
Sophia cathedral in Kyiv (Ukraine). A new image dataset of these carved
Glagolitic and Cyrillic letters (CGCL) was assembled and pre-processed for
recognition and prediction by machine learning methods. The dataset consists of
more than 4000 images for 34 types of letters. The explanatory data analysis of
CGCL and notMNIST datasets shown that the carved letters can hardly be
differentiated by dimensionality reduction methods, for example, by
t-distributed stochastic neighbor embedding (tSNE) due to the worse letter
representation by stone carving in comparison to hand writing. The multinomial
logistic regression (MLR) and a 2D convolutional neural network (CNN) mod-
els were applied. The MLR model demonstrated the area under curve
(AUC) values for receiver operating characteristic (ROC) are not lower than
0.92 and 0.60 for notMNIST and CGCL, respectively. The CNN model gave
AUC values close to 0.99 for both notMNIST and CGCL (despite the much
smaller size and quality of CGCL in comparison to notMNIST) under condition
of the high lossy data augmentation. CGCL dataset was published to be avail-
able for the data science community as an open source resource.

Keywords: Machine learning � Explanatory data analysis
t-distributed stochastic neighbor embedding � Stone carving dataset
notMNIST � Multinomial logistic regression � Convolutional neural network
Deep learning � Data augmentation

1 Introduction

Various writing systems have been created by humankind, and they evolved based on
the available writing tools and carriers. The term graffiti relates to any writing found on
the walls of ancient buildings, and now the word includes any graphics applied to
surfaces (usually in the context of vandalism) [1]. But graffiti are very powerful source
of historical knowledge, for example, the only known source of the Safaitic language is
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graffiti inscriptions on the surface of rocks in southern Syria, eastern Jordan and
northern Saudi Arabia [2]. In addition to these well-known facts, the most interesting
and original examples of the Eastern Slavic visual texts are represented by the medieval
graffiti that can be found in St. Sophia Cathedral of Kyiv (Ukraine) (Fig. 1) [3]. They
are written in two alphabets, Glagolitic and Cyrillic, and vary by the letter style,
arrangement and layout [4, 5]. The various interpretations of these graffiti were sug-
gested by scholars as to their date, language, authorship, genuineness, and meaning [6,
7]. Some of them were based on the various image processing techniques including
pattern recognition, optical character recognition, etc.

The main aim of this paper is to apply some machine learning techniques for
automatic recognition of the historical graffiti, namely letters (XI–XVIII centuries)
carved on the stoned walls of St. Sophia cathedral in Kyiv (Ukraine) and estimate their
efficiency in the view of the complex geometry, barely discernible shape, and low
statistical representativeness (small dataset problem). The Sect. 2 contains the short
characterization of the basic terms and parameters of the methods used. The Sect. 3
includes description of the datasets used and methods applied for their characterization.
The Sect. 4 gives results of the initial analysis of preprocessed graffiti images. The
Sect. 5 contains results of machine learning approaches to the problem. The Sect. 6 is
dedicated to discussion of the results obtained and lessons learned.

2 State of the Art

The current and previous works on recognition of handwriting were mainly targeted to
pen, pencil, stilus, or finger writing. The high values of recognition accuracy (>99%)
were demonstrated on the MNIST dataset [8] of handwritten digits by a convolutional
neural networks [9]. But stone carved handwriting has usually much worse quality and
shabby state to provide the similar values of accuracy. At the moment, most work on
character recognition has concentrated on pen-on-paper like systems [10]. In all cases

Fig. 1. Example of the original image for graffito #1 (c. 1022) (a) and preprocessed glyphs
(b) from the medieval graffiti in St. Sophia Cathedral of Kyiv (Ukraine) [3].
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the methods were based on the significant preprocessing actions without which accu-
racy falls significantly. And this is especially important for analysis and recognition of
the carved letters like historical graffiti. Usually, the preprocessing requires a priori
knowledge about entire glyph, but the Glagolitic and Cyrillic glyph datasets are not
available at the moment as open source databases except for some cases of their
publications [3, 4]. The recent progress of computer vision and machine learning
methods allows to apply some of them to improve the current recognition, identifi-
cation, localization, semantic segmentation, and interpretation of such historical graffiti
of various origin from different regions and cultures, including Europe (ancient
Ukrainian graffiti from Kyivan Rus) [3], Middle East and Africa (Safaitic graffiti) [2],
Asia (Chinese hieroglyphs) [11], etc. Moreover, the progress of diverse mediums in the
recent decades determined the need for many more alphabets and methods of their
recognition for different use cases, such as controlling computers using touchpads,
mouse gestures or eye tracking cameras. It is especially important topic for elderly care
applications [12] on the basis of the newly available information and communication
technologies based on multimodal interaction through human-computer interfaces like
wearable computing, brain-computing interfaces [13], etc.

3 Datasets and Models

Currently, more than 7000 graffiti of St. Sophia Cathedral of Kyiv are detected, studied,
preprocessed, and classified (Fig. 1) [14–16]. The unique corpus of epigraphic monu-
ments of St. Sophia of Kyiv belongs to the oldest inscriptions, which are the most
valuable and reliable source to determine the time of construction of the main temple of
Kyivan Rus. For example, they contain the cathedral inscriptions-graffiti dated back to
1018–1022, which reliably confirmed the foundation of the St. Sophia Cathedral in 1011.
A new image dataset of these carved Glagolitic and Cyrillic letters (CGCL) from graffiti
of St. Sophia Cathedral of Kyiv was assembled and pre-processed to provide glyphs
(Fig. 1a) for recognition and prediction by multinomial logistic regression and deep
neural network [17]. At the moment the whole dataset consists of more than 4000 images
for 34 types of letters (classes), but it is permanently enlarged by the fresh contributions.

The second dataset, notMNIST, contains some publicly available fonts for 10
classes (letters A–J) taken from different fonts and extracted glyphs from them to make

Fig. 2. Examples of glyphs obtained from: CGCL dataset from graffiti of St. Sophia Cathedral
of Kyiv (a) and from notMNIST dataset (b).
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a dataset similar to MNIST [8]. notMNIST dataset consists of small (cleaned) part,
about 19k instances (Fig. 1b), and large (unclean) dataset, 500k instances [18]. It was
used for comparison of the results obtained with GCCL dataset.

4 Explanatory Data Analysis

The well-known t-distributed stochastic neighbor embedding (t-SNE) technique was
applied [19, 20]. It allowed us to embed high-dimensional glyph image data into a 3D
space, which can then be visualized in a scatter plot (Fig. 3). The cluster of glyphs of
the carved graffiti from CGCL dataset is more scattered (Fig. 3a) than the cluster of
glyphs from notMNIST dataset (Fig. 3b) (note the difference of >30 times for scales of
these plots).

The explanatory data analysis of CGCL and notMNIST datasets shown that the
carved letters can hardly be differentiated by dimensionality reduction methods, for
example, by t-distributed stochastic neighbor embedding (tSNE) due to the worse letter
representation by stone carving in comparison to hand writing.

For the better representation of the distances between different images the cluster
analysis of differences by calculation of pairwise image distances was performed for
subsets of the original CGCL dataset and notMNIST datasets that contained glyphs of
A and H letters only. Then the clustered distance map was constructed for CGCL
dataset (Fig. 4a) and notMNIST (Fig. 4b) datasets. The crucial difference of the visual
quality of glyphs from CGCL and notMNIST datasets consists in the more pronounced

Fig. 3. Results of tSNE analysis for 10 letters from A (red) to H (blue) glyphs (Fig. 2) from:
CGCL dataset (a) and notMNIST dataset (b). The similar letters are modeled by nearby points
and dissimilar ones are mapped to distant points. The same color corresponds to the same class
(type of letter from A to H). (Color figure online)
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Fig. 4. The clustered distance maps for distances between A (red) and H (blue) letters in CGCL
(a) and notMNIST (b) datasets. (Color figure online)
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clustering in two distinctive sets (denoted by separate blue and red parts of the legend
ribbons) and more darker regions inside map (the darker region means the lower
distance between letters) for notMNIST dataset (Fig. 4b). Even from the first look these
maps are very different and have the clear understanding about correlation among the
glyphs in both datasets.

5 Machine Learning for Automatic Recognition of Graffiti

5.1 Multinomial Logistic Regression

To estimate the possibility to predict the letters by glyphs the multinomial logistic
regression (MLR) was applied for subsets with 10 classes of letters (Fig. 5). The MLR
model demonstrated that the area under curve (AUC) values for receiver operating
characteristic (ROC) for separate letters were not lower than 0.92 and 0.60 for
notMNIST and CGCL, respectively, and the averaged AUC values were 0.99 and 0.82
for notMNIST and CGCL, respectively.

Fig. 5. Confusion matrixes and ROC-curves for CGCL (left) and notMNIST (right) datasets.

Open Source Dataset and Machine Learning Techniques 419



5.2 Convolutional Neural Network

2D convolutional neural network (CNN) was applied to check the feasibility of
application of neural networks for the small dataset like CGCL in comparison to
notMNIST dataset to recognize two letters A and H from their glyphs. The CNN had
pyramid like architecture with 5 convolutional/max-pooling layers and 205 217
trainable parameters, rectified linear unit (ReLU) activation functions, a binary cross-
entropy as a loss function, and RMSProp (Root Mean Square Propagation) as an
optimizer with a learning rate of 10−4. In Fig. 6 accuracy and loss results of training
and validation attempts are shown for subsets of the original CGCL (Fig. 6, left) and
notMNIST (Fig. 6, right) datasets that contained glyphs of A and H letters only.

The model becomes overtrained very soon after 5 epochs for CGCL (Fig. 6, left)
and after 10 epochs for notMNIST (Fig. 6, right) datasets. The prediction accuracy for
test subset of 70 images and AOC for ROC-curve was very small (*0.5) and it is
explained by the small size of datasets in comparison to the complexity of the CNN
model.

To avoid such overtraining the lossless data augmentation with addition of the
random horizontal and vertical flips of the original images was applied. In Fig. 7
accuracy and loss results of training and validation attempts are shown for subsets of
the original CGCL (Fig. 7, left) and notMNIST (Fig. 7, right) datasets that contained
glyphs of A and H letters only. Again model became overtrained a little bit later: after 7
epochs for CGCL and after 15 epochs for notMNIST datasets. In this case the pre-
diction accuracy for test subset and AOC for ROC-curve was very small (*0.5) also.

Fig. 6. The accuracy and loss for the original CGCL (left) and notMNIST (right) datasets.
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Fig. 7. The accuracy and loss for CGCL (left) and notMNIST (right) with lossless data
augmentation.

Fig. 8. The accuracy and loss of training and validation attempts for the original CGCL (left)
and notMNIST (right) datasets with lossy data augmentation.
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But application of the lossy data augmentation with addition of the random rota-
tions (up to 40°), width shifts (up to 20%), height shifts (up to 20%), shear (up to 20%),
and zoom (up to 20%) allowed significantly increase both datasets and improve
accuracy and loss without overtraining (Fig. 8).

As a result the prediction for the test subset became much better with accuracy 0.94,
loss 0.21, and area AOC 0.99 for CGCL (Fig. 9, left), and accuracy 0.91, loss 0.21, and
area AOC 0.99 for ROC-curve for notMNIST (Fig. 9, right) datasets.

6 Discussion and Future Work

The explanatory data analysis of CGCL and notMNIST datasets shown that the carved
letters from CGCL can hardly be differentiated by dimensionality reduction methods,
for example, by tSNE due to the worse letter representation by stone carving in
comparison to glyphs of handwritten and printed letters like notMNIST. The results of
MLR are good enough for the small dataset even, if the quality of glyphs is high
enough, for example like in the cleaned part of notMNIST dataset. But for the more
complicated glyphs like ones from CGCL dataset, MLR can provide quite mediocre
predictions. In contrast, the CNN models gave the very high AUC values close to 0.99
for both notMNIST and CGCL (despite the much smaller size of CGCL in comparison
to notMNIST) under condition of the high lossy data augmentation. That is why in the
wider context the obtained models can be significantly improved to be very sensitive to
many additional aspects like date, language, authorship, genuineness, and meaning of
graffiti, for example, by usage of the capsule-based deep neural networks that were
recently proposes and demonstrated on MNIST dataset [22]. The first attempts of
application of such capsule-based deep neural networks seem to be very promising for
classification problems in the context of notMNIST and CGL datasets [23]. But for this
the much larger datasets and additional research of specifically tuned models will be
necessary. In this context, the further progress can be reached by sharing the similar
datasets around the world in the spirit of open science, volunteer data collection,
processing and computing [2, 21].

Fig. 9. ROC-curves for subsets of the original CGCL (left) and notMNIST (right) datasets that
contained glyphs of A and H letters only.
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In conclusion, the new image dataset of the carved Glagolitic and Cyrillic letters
was prepared and tested by MLR and deep CNNs for the letter recognition. The dataset
was published for the data science community as an open source resource.
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Abstract. Since standard canonical correlation analysis (CCA) works
with vectorized representations of data, an limitation is that it may suf-
fer small sample size problems. Moreover, two-dimensional CCA (2D-
CCA) extracts unsupervised features and thus ignores the useful prior
class information. This makes the extracted features by 2D-CCA hard
to discriminate the data from different classes. To solve this issue, we
simultaneously take the prior class information of intra-view and inter-
view samples into account and propose a new 2D-CCA method referred
to as supervised two-dimensional CCA (S2CCA), which can be used for
multi-view feature extraction and classification. The method we propose
is available to face recognition. To verify the effectiveness of the proposed
method, we perform a number of experiments on the AR, AT&T, and
CMU PIE face databases. The results show that the proposed method
has better recognition accuracy than other existing multi-view feature
extraction methods.

Keywords: Multi-view learning · Canonical correlation analysis
Two-dimensional analysis · Dimensionality reduction

1 Introduction

In recent years, data representation has become more and more diverse, espe-
cially in the domains of pattern recognition and computer vision. In practical
applications, the same objects can be characterized by various feature vectors in
different high-dimensional feature spaces. For instance, a person can be expressed
by facial image feature and fingerprint feature; a speaker may be characterized
by audio feature and image/video feature. In general, the data with multiple
kinds of features are often called multiple-view data, each of which depicts a
specific feature space. Because the multiple-view data can reveal different view-
points or attributes of same objects, they provide a more comprehensive and
more accurate description of the objects than single-view data. Therefore, learn-
ing from high-dimensional multiple-view data, often referred to as multi-view
learning, has attracted an increasing attention.

To date, there have been lots of dedicated multi-view learning approaches, in
which subspace learning is undoubtedly one of the most important multi-view
c© Springer Nature Switzerland AG 2018
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learning topics. Canonical Correlation Analysis (CCA) [5], proposed by Hotelling
in 1936, is the most widely used multi-view subspace analysis algorithm, which
linearly transforms two sets of random variables into a lower-dimensional sub-
space where they are maximally correlated. In real world, multiple view data
usually have complex nonlinear dependency rather than only linear relations.
But, CCA can not effectively deal with this nonlinear case owing to its linearity.
To overcome this shortcoming, some nonlinear variants of CCA have been pro-
posed. For example, kernel CCA [4] uses two nonlinear mappings to transform
the multi-view original data into high-dimensional Hilbert spaces where standard
CCA is adopted to analyze the correlations between two views. In addition, a
famous nonlinear version of CCA is the deep CCA [2], which uses deep neural
networks instead of kernel mappings to achieve a more flexible representation of
high-dimensional data. More details about deep CCA can be found in [2].

It is well-known that CCA does not consider the class label information of
training data in learning. Thus, it is an unsupervised algorithm. This makes the
CCA-extracted features difficult to effectively differentiate unseen samples. In
order to solve this issue, generalized CCA (GCCA) [10] and discriminant CCA
(DCCA) [11] have been proposed to extract discriminative feature vectors for
pattern classification tasks. However, GCCA merely utilizes intra-view-sample
class label information and DCCA merely inter-view-sample class label informa-
tion. To make full use of the class label information, Yuan et al. [12] proposed a
new supervised CCA algorithm, which takes the class information of intra-view
and inter-view samples into account at the same time.

However, in image recognition, CCA and related methods above need to
first reshape two-dimensional (2D) image matrices into the vectors before they
are applied. Such transformation leads to two issues. First, it loses the intrinsic
spatial relationships among image pixels. Second, it results in the high dimen-
sionality of image data due to the vectorized representation. Moreover, vector
representation-based CCA always suffers from the singularity problem of within-
view covariance matrices in small samples size cases [7] where the dimensionality
of feature vectors is larger than the number of training samples. To exploit the
image structure information, Lee et al. [6] proposed a two-dimensional CCA
(2D-CCA) method, which directly measures the relations between two sets of
two-dimensional image matrices rather than image vectors and thus reduces the
computational cost. Later, An and Bhanu [1] employed 2D-CCA to present a new
facial image high-resolution reconstruction algorithm. More recently, Gao et al.
[3] proposed two new 2D canonical correlation approaches, i.e., 2D-LPCCA and
2D-SPCCA. Experimental results have shown the effectiveness of both methods
in pattern classification.

The foregoing 2D-CCA-related methods are unsupervised. From the perspec-
tive of pattern classification, the extracted features by those 2D methods may
not be optimal for recognition tasks. Thus, in this paper we propose a super-
vised two-dimensional CCA approach referred to as S2CCA for multi-view fea-
ture representation, which simultaneously considers the prior label information
of intra-view and inter-view training samples. S2CCA can find more discrimina-
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tive low-dimensional representation than 2D-CCA due to the use of supervised
information. Numerous experiments show that the proposed S2CCA can obtain
encouraging results.

2 Related Work

2.1 CCA

Consider n pairwise centered samples {(xi, yi)}ni=1, where xi ∈ �p and yi ∈ �q

with p and q as the sample dimension. Assume X = (x1, x2, · · · , xn) ∈ �p×n and
Y = (y1, y2, · · · , yn) ∈ �q×n. CCA aims to find a pair of base vectors, wx ∈ �p

and wy ∈ �q, which maximize the correlation coefficient of canonical projections
wT

x X and wT
y Y defined as

ρ (wx, wy) =
wT

x XY wy
√

wT
x XXTwx

√
wT

y Y Y Twy

=
wT

x Cxywy
√

wT
x Cxxwx

√
wT

y Cyywy

, (1)

where ρ is the correlation coefficient, Cxx and Cyy are the intra-view covariance
matrices of X and Y , and Cxy is the inter-view covariance matrix of X and Y .
As ρ is scale-invariant w.r.t. wx and wy, maximizing (1) can be reformulated as

max
wx,wy

wT
x Cxywy

s.t. wT
x Cxxwx = 1, wT

y Cyywy = 1.
(2)

The optimization problem (2) can be solved by the generalized eigenvalue prob-
lem. More details of CCA can be found in [4].

2.2 2D-CCA

Let n pairs of training samples of two-dimensional random variables X and Y
be given as {(Xi, Yi)}ni=1, where Xi ∈ �mx×nx and Yi ∈ �my×ny . 2D-CCA tries
to simultaneously find left transformations, lx and ly, and right transformations,
rx and ry, so that the correlation between lTx Xrx and lTy Y ry is maximized.
Concretely, the optimization problem of 2D-CCA can be formulated as

max
lx,ly,rx,ry

cov
(
lTx Xrx, lTy Y ry

)

s.t. var
(
lTx Xrx

)
= 1, var

(
lTy Y ry

)
= 1,

(3)

where cov(·) and var(·) denote the covariance and variance operators, respec-
tively. Note that, in practice, the covariance and variance are computed using n
pairwise samples {(Xi, Yi)}ni=1.

2D-CCA needs to make use of an alternating iteration algorithm to solve left
and right transforms. Existing study [6] has shown that iteration-based 2D-CCA
can converge fast after a few iterations. The details of solving (3) can be found
in [6].
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3 Proposed S2CCA

The proposed S2CCA simultaneously considers the prior label information of
intra-view and inter-view 2D training samples. Specifically, let two sets (views)
of 2D training samples of c classes be {X(i)}ci=1 and {Y (i)}ci=1, respectively,
where X(i) = {X

(i)
j ∈ �mx×nx}ni

j=1, Y (i) = {Y
(i)
j ∈ �my×ny}ni

j=1, X
(i)
j and Y

(i)
j

are separately the j-th 2D samples in the i-th class, ni is the number of samples
in i-th class, and

∑c
i=1 ni = n. Assume all training samples of two views in class

i have been centered, i.e.,
∑ni

j=1 X
(i)
j = 0 and

∑ni

j=1 Y
(i)
j = 0, i = 1, 2, · · · , c. The

goal of our S2CCA is to find left transforms, lx and ly, and right transforms, rx
and ry, such that the intra-class correlation between lTx X(i)rx and lTy Y (i)ry is
maximized. It can be formulated as

max
lx,ly,rx,ry

ρ(i) =
cov(lTx X(i)rx, lTy Y (i)ry)

√
var(lTx X(i)rx)

√
var(lTy Y (i)ry)

, i = 1, 2, · · · , c. (4)

To obtain the left and right transformations, (4) shows that we need to
simultaneously solve c optimization problems, which is generally difficult to find
c global optimal values at the same time. In order to simplify our model, sum-
ming all c objective functions in (4) leads to the resulting optimization model of
S2CCA, as follows

max
lx,rx,ly,ry

c∑

i=1

cov(lTx X(i)rx, lTy Y (i)ry)√
var

(
lTx X(i)rx

)√
var(lTy Y (i)ry)

. (5)

Due to the scaling of left and right transforms, we reformulate the optimization
problem (5) as

max
lx,rx,ly,ry

c∑

i=1

cov(lTx X(i)rx, lTy Y (i)ry)

s.t.

⎧
⎨

⎩

var(lTx X(i)rx) = 1,
var(lTy Y (i)ry) = 1,
i = 1, 2, · · · , c.

(6)

Using the idea in [8], we further relax the optimization problem (6) by reducing
the 2c constraints to 2 ones, which is the following

max
lx,rx,ly,ry

c∑

i=1

cov(lTx X(i)rx, lTy Y (i)ry)

s.t.

⎧
⎪⎪⎨

⎪⎪⎩

c∑

i=1

var(lTx X(i)rx) = 1,

c∑

i=1

var(lTy Y (i)ry) = 1.

(7)
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Now, let us define

Cr
xy =

c∑

i=1

〈
X(i)rxrTy Y (i)T

〉
=

c∑

i=1

1
ni

ni∑

j=1

X
(i)
j rxrTy Y

(i)T
j , (8)

Cr
xx =

c∑

i=1

〈
X(i)rxrTx Y (i)T

〉
=

c∑

i=1

1
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Cr
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Y (i)ryr

T
y Y (i)T

〉
=
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i=1

1
ni

ni∑

j=1

Y
(i)
j ryr

T
y Y

(i)T
j . (10)

Since
c∑

i=1

cov(lTx X(i)rx, lTy Y (i)ry) =
c∑

i=1

〈
lTx X(i)rxrTy Y (i)T ly

〉
= lTx Cr

xyly,

the optimization problem (7) can be rewritten as

max lTx Cr
xyly

s.t. lTx Cr
xxlx = lTy Cr

yyly = 1.
(11)

In addition, we also notice that

c∑

i=1

cov(lTx X(i)rx, lTy Y (i)ry) =
c∑

i=1

cov(rTx X(i)T lx, rTy Y (i)T ly).

Thus, the optimization problem (7) can be also rewritten as

max rTx Cl
xyry

s.t. rTx Cl
xxrx = rTy Cl

yyry = 1,
(12)

where
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In S2CCA, we first fix right transforms rx and ry, and then solve optimiza-
tion problem (11) to obtain left transforms lx and ly. By the Lagrange multipli-
ers technique, the problem (11) can be converted into the following generalized
eigenvalue problem:

[
0 Cr

xy

Cr
yx 0

] [
lx
ly

]
= λ

[
Cr

xx 0
0 Cr

yy

] [
lx
ly

]
(16)
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Alternately, we fix left transforms lx and ly, and then solve optimization problem
(12) to obtain right transforms rx and ry. Likewise, the problem (12) can be
transformed into the following generalized eigenvalue problem:

[
0 Cl

xy

Cl
yx 0

] [
rx
ry

]
= λ

[
Cl

xx 0
0 Cl

yy

] [
rx
ry

]
. (17)

We select the top e1 eigenvectors of the generalized eigenvalue problem in
(16) to form left transformation matrices Lx ∈ �mx×e1 and Ly ∈ �my×e1 , and
the top e2 eigenvectors of the generalized eigenvalue problem in (17) to determine
right transformation matrices Rx ∈ �nx×e2 and Ry ∈ �ny×e2 .

Fig. 1. Recognition rates of CCA, 2D-CCA, SCCA, and our S2CCA with 1NN classifier
and different number of training samples on the AR database, where the left is the
l = 10 case and the right is the l = 12 case.

Fig. 2. Total correlation versus iteration number when l = 10 on AR database.

4 Experiment

In order to verify the effectiveness of the proposed S2CCA, we perform a number
of experiments on the AR, AT&T, and CMU PIE face databases and compare
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it with existing related methods including CCA, supervised CCA (SCCA) [12],
and 2D-CCA. To obtain multi-view data, we extract wavelet features [9] from
original image data as the first set of features, and use the original image data
to form the second set of features. For CCA and SCCA, we separately use PCA
to reduce the dimensionality of the two-set features to 150. For 2D-CCA and
S2CCA, we directly use the two sets of features. Finally, the 1-Nearest-Neighbor
(1NN) classifier is applied for classification.

4.1 AR Face Database

The AR database consists of more than 4,000 color images of 126 people. All
these image data are the frontal view of the face with different expressions, illu-
mination conditions and characteristic changes. In our experiment, we select 120
persons and each of which has 14 unobstructed images. All images are grayscale
and resized by 50 × 40 pixels.

On this database, we separately choose the first l = 10 and l = 12 images per
person for training and the remaining images for testing. We use CCA, SCCA,
2D-CCA, and the proposed S2CCA for feature extraction. As seen in Fig. 1, our
S2CCA method overall achieves better recognition rates than CCA, SCCA, and
2D-CCA, regardless of the variation of dimensions. In addition, Fig. 2 shows the
convergence curve of our S2CCA. It is obvious that S2CCA only takes a few
iterations to reach the convergence on the whole.

4.2 AT&T Face Database

The AT&T face database consists of 400 images from 40 people, and each person
has 10 grayscale images taken under different lighting conditions, facial expres-
sions, facial details and at different times. Each image of the resolution is 92×112
and the head in the image is slightly titled or rotated.

On this database, we separately select the first l = 5 and l = 6 images per
class for training and the rest for testing. The 1NN classifier is used to evaluate
recognition performances of CCA, SCCA, 2D-CCA, and our proposed S2CCA.
As seen in Fig. 3, our S2CCA method overall outperforms again other methods
on different training cases. The trend of recognition rates in 2D-CCA is not
stable. Moreover, Fig. 4 shows the convergence curve of our S2CCA. Clearly, our
S2CCA is of fast convergence after some iterations, which is in accordance with
that obtained from the previous experiment in Sect. 4.1.

4.3 CMU PIE Database

The CMU PIE face database consists of 41,368 images of 68 individuals, each
of whom has thirteen poses, forty-three different conditions, and four different
expressions. We select the subset containing 3329 images of 68 individuals and
each individual approximately has 49 images. Each image is grayscaled and
cropped to 32 × 28 pixels.
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Fig. 3. Recognition rates of CCA, 2D-CCA, SCCA, and our S2CCA with 1NN classifier
and different number of training samples on the AT&T database, where the left is the
l = 5 case and the right is the l = 6 case.

Fig. 4. Total correlation versus iteration number when l = 6 on AT&T database.

On this database, we separately select the first l = 20 and l = 30 images of
each individual for training and the remaining for testing. We use CCA, SCCA,
2D-CCA, and our S2CCA to extract low-dimensional features. As seen in Fig. 5,
our S2CCA method and 2D-CCA performs better than CCA and SCCA on the
whole. 2D-CCA performs comparably with our S2CCA. Figure 6 shows that our
S2CCA takes a few iterations for convergence.

Fig. 5. Recognition rates of CCA, 2D-CCA, SCCA, and our S2CCA with 1NN classifier
and different number of training samples on the CMU PIE database, where the left is
the l = 20 case and the right is the l = 30 case.
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Fig. 6. Total correlation versus iteration number when l = 30 on CMU PIE database.

5 Conclusion

In this paper, a supervised 2D-CCA method has been proposed referred as
S2CCA for feature extraction and classification, which simultaneously takes the
prior class information of intra-view and inter-view samples into account and
extracts more discriminative features. S2CCA has the following three advan-
tages: (1) effectively reducing computational complexity; (2) minimizing the loss
of intrinsic spatial structure information; (3) enhancing the discriminative power
of low-dimensional features. The experiments on the AR, AT&T, and CMU PIE
face databases show that our method has better recognition performance than
existing multiview feature extraction methods.
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Abstract. With the popularity of the Internet, short texts become
common in our daily life. Data like tweets and online Q&A pairs are
quite valuable in application domains such as question retrieval and per-
sonalized recommendation. However, the sparsity problem of short text
brings huge challenges for learning topics with conventional topic mod-
els. Recently, models like Biterm Topic Model and Word Network Topic
Model alleviate the sparsity problem by modeling topics on biterms or
pseudo documents. They are encouraged to put words with higher seman-
tic similarity into the same topic by using word co-occurrence. How-
ever, there exist many semantically similar words which rarely co-occur.
To address this limitation, we propose a model named SEREIN which
exploits word embeddings to find more comprehensive semantic represen-
tations. Compared with existing models, we improve the performance of
topic discovery significantly. Experiments on two open-source and real-
world short text datasets also show the effectiveness of involving word
embeddings.

Keywords: Topic model · Word embeddings · Short text

1 Introduction

Short text has become quite popular with the explosive development of the
Internet. Data examples include tweets, news headlines and online Q&A pairs.
These massive data are of great value but we can hardly analyse them directly.
Topic model, which can represent each document with a topic-level vector, is
able to organize and summarize digital data automatically. probabilistic Latent
Semantic Analysis (pLSA) [5] and Latent Dirichlet Allocation (LDA) [3] are two
conventional topic models and are widely used for topic discovery. However, they
are designed for long text. When it comes to short text, they will suffer from the
sparsity problem brought by lack of words.

There exist several strategies to address this problem. It is intuitive to aggre-
gate similar texts to form a longer one [7]. This solution over-relies on extra data
c© Springer Nature Switzerland AG 2018
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which may be unavailable in some cases. It is also common to add restrictions on
model assumptions, such as each document only has one topic, known as Dirich-
let Multinomial Mixture (DMM) [19]. But this kind of restriction is too strong
because some short text documents can also contain several topics. Another one
is to learn topic distributions over word pairs or word groups instead of orig-
inal corpus. Biterm Topic Model (BTM) [18] and Word Network Topic Model
(WNTM) [21] are two representative models. They only treat co-occurrent words
as semantically similar ones. But semantic similarity is not only determined by
the word co-occurrence. Examples from Online Question dataset are as Table 1
shows. They are all semantically similar but rarely co-occurrent words.

Table 1. Examples of semantically similar words and their co-occurrence

Word-1 (Frequency) Word-2 (Frequency, co-occurrence with Word-1)

Essay (162) Dissertation (12, 2)

Muscle (204) Dumbells (13, 3)

Trading (106) Trader (14, 2)

We believe that capturing these latent semantically similar words is necessary
for the following two reasons: (1) involving latent semantically similar words can
further increase the length of pseudo documents, which we will introduce later,
and is beneficial for alleviating the sparsity problem; (2) these latent semantically
similar words have better topic coherent representations than simply using co-
occurrent relationship. Based on this fact, we propose a short text topic model
with word semantic representations involved (SEREIN) to discover better topics.
The main contributions include:

– We propose a short text topic model by alleviating the sparsity problem from
the perspective of constructing pseudo documents with word embeddings.

– We involve semantic representations in pseudo documents construction pro-
cedure, including quantifying the relationship between co-occurrent words
with similarity, discovering semantically similar but not co-occurrent words
by arithmetic relationship of word vectors and involving words with high
semantic similarity calculated by word vectors.

– We discover word embeddings’ positive effects on SEREIN and show the
utility of word embeddings.

This paper is organized as follows. Section 2 shows related researches.
Section 3 presents our short text topic model named SEREIN. Section 4 con-
tains the experiments as well as analysis and finally Sect. 5 concludes.

2 Related Work

Recently, short text topic model has attracted much attention. Early works are
mainly based on aggregation. For example: Hong and associates aggregated
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tweets which shared the same keywords [6]; Jin and associates enlarged short
text documents with auxiliary related texts searched from the Internet [7].
This may fail if auxiliary data are limited or difficult to achieve. Some other
researchers develop their models with extra assumptions: Yin and associates
added the restriction that each document should only contain one topic [19];
Lin and associates assumed that each document would contain the most related
subset of topics [10]. These restrictions are too strong and the rationality of
assumptions overly depends on the content of the corpus. A more popular strat-
egy is to use word co-occurrence for learning, such as BTM [18] RIBS-TM [12]
and WNTM [21]. WNTM constructs pseudo documents for each word in the
corpus by using all words co-occurrent with it. This is based on the idea that if
two words appear in the same context, they are more likely to share the same
topic. Instead of learning topic distributions over the original short-text docu-
ments, WNTM learns topic distributions over pseudo documents for each word.
Because each pseudo document is composed of co-occurrent words, the length
is longer than that in the original document, thus the sparsity problem can be
relieved to some extent. However, WNTM still ignores some semantically similar
but rarely co-occurrent words.

Word embeddings, early introduced in [16], can involve useful syntactic and
semantic properties in each dimension of learned word vectors. This kind of
method usually uses deep neural network to learn vectors by predicting words
with their context [2,13]. So it can offer dense, low-dimensional and real-valued
word vectors with semantic information. There exist some methods [8,15] utiliz-
ing word embeddings for topic discovery. For example, GPU-DMM [8] extends
DMM by involving word embeddings. These models have too strong restric-
tions on model assumptions brought by DMM. Different from existing models,
we solve the sparsity problem from another perspective of constructing pseudo
documents by utilizing word embeddings.

3 SEREIN Topic Model

The problem setting of topic discovery for short text is as Definition 1 shows.

Definition 1. Given the corpus D with ND documents whose vocabulary size
is NW , topic model aims to discover topics of each document and learn topic
representations with words. If the corpus has K topics, topic model should give
an ND × K matrix θ for topic distributions over documents and a K × NW

matrix φ for word distributions over topics by learning observed words. In short
text scenarios, each document consists of only few words.

3.1 Model Description

SEREIN learns topic distributions over pseudo documents, which are constructed
according to semantic similarity between words. Following is its generative
procedure:
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1. For each word wi, learn semantic vector −→wi and construct pseudo document
pdi for wi with semantically similar words, denoted as zPD

i .
2. For each z, draw φPD

z ∼ Dirichlet (β).
3. Draw θPD

i ∼ Dirichlet (α), treated as topic distributions over word wi.
4. For each word wj ∈ pdi

(a) draw zPD
j ∼ θPD

i .
(b) draw the semantically similar word wj ∼ φPD

zj .

where pdi contains all semantically similar words for wi, α and β are the sym-
metric Dirichlet priors for θ and φ.

LDA generates a collection of documents by using topics and words under
those topics. Different from that, SEREIN learns to generate pseudo documents,
which are long enough, for each word by using semantically similar words.

3.2 Learn Word Semantic Similarity

Most existing short text topic models lack quantifiable description for the seman-
tic similarity between words. Fortunately, word embeddings have shown effec-
tiveness and are successfully applied in NLP tasks [4,20]. Inspired by the recent
work which uses word-embeddings procedure to further learn semantic similarity
[8], we also choose Word2Vec [14] to learn word representations for two reasons:

– Context-predict models can obtain more semantic information than count-
based models [1].

– The arithmetic ability of vectors learned by Word2Vec can help mine latent
semantically similar words [17], which can enrich the pseudo documents.

In SEREIN, we calculate the semantic similarity with cosine similarity just
as same as many related works [11,14]. Given word representations −→wi,

−→wj for
word wi, wj , we can have the semantic similarity sim(i, j) =

−→wi
−→wj

‖−→wi‖‖−→wj‖ . We will
use this learned knowledge for pseudo document construction.

3.3 Construct Pseudo Documents

In SEREIN, pseudo documents are designed to describe each word with a col-
lection of semantically similar words. So we can learn topic distributions over
pseudo documents to infer original ones. Most existing works only use word
co-occurrence to describe semantic similarity. But there exist many semanti-
cally similar words which don’t co-occur. We incorporate this factor to construct
pseudo documents for SEREIN. The pseudo documents are as Definition 2 shows.
And some notations we will use are listed in Table 2.

Definition 2. Given the corpus D with ND documents whose vocabulary size
is NW . The goal is to construct pseudo documents PD whose size NPD exactly
equals to the vocabulary size of D. For each pseudo document pdi ∈ PD, pdi
refers to a word collection semantically describes word wi. It is composed of a
weighted co-occurrent word list Lcooccur(i), a latent semantically similar word
list Llatent(i) and a high similarity word list Lsimilar(i).
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Table 2. Notations used for pseudo document construction

Variable Description

Scooccur(i) A set contains all words co-occur with wi

Count(i, j) The co-occurrent count of wi and wj

Avri The average co-occurrent count for wi

τ(−→a , δ) Return the most similar word with vector −→a with similarity larger
than δ

We can divide the construction procedures into three phases. The first phase
aims to utilize co-occurrent relationship. Lcooccur(i) is a set of words which co-
occur with wi in a certain frequency. The co-occurrent frequency of wi and wj ,
denoted as fri,j , can be defined as Eq. (1) shows.

fri,j = �σ(sim(i, j)) × Count(i, j)/Avri�. (1)

where Avri =
∑

wj∈Scooccur(i) Count(i,j)

|Scooccur(i)| and σ is a sigmoid function.
fri,j is to reflect the strength of co-occurrence whose value means the fre-

quency wj appears in Lcooccur(i). A higher value indicates a stronger similarity.
The σ part of fri,j is designed to involve semantic similarity knowledge, where
a higher sim(i, j) value will increase the value of fri,j . The rest part of fri,j
is based on co-occurrent count, we use Avri to reduce the length of Lcooccur(i)
without losing co-occurrent information.

The second phase aims to find latent semantic similar words. Llatent(i)
is such a word list which contains all latent semantically similar words of
wi. We can capture various syntactical and semantic relationship by mathe-
matical operations [17] with the arithmetic ability of Word2Vec. For exam-
ple, given the learned word vectors, we can find arithmetic relationship like
vec(phone) + vec(song) ≈ vec(ringtone). This example indicates that addictive
operation of vectors can produce meaningful results. The learning procedure
gives the theoretical explanation of addictive property. It’s because skip-gram
learns word vector representations by predicting words in a context and words
in the analogous context may obtain similar vector representations. So the sum
of two words is proportional to composite of the two corresponding context dis-
tributions, which may be semantically similar to these two words. Based on this
idea, we propose an approach to find a latent word wlatent for wi, as Eq. (2)
shows.

wlatent = τ(−→wi + −→wj , δ). (2)

where wj ∈ Scooccur(i) and wlatent /∈ Scooccur(i). For τ(−→a ), We use cosine
similarity as a metric to find the most similar word representation with −→a .
δ is a threshold parameter to filter semantic-irrelevant words. After traversing
Scooccur(i), we can find all latent words for wi.
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The third phase aims to ensure the words of each pseudo document are not
too few. If wi has few co-occurrent words in the original corpus, pdi may still
lack words after the above two phases. This situation may have bad influence
on using topic model. So we involve Lsimilar(i), which contains the top M most
similar words for each wi(i ∈ [1, NW ]) according to sim(i, j) we’ve learned.

Algorithm 1 shows the construction of pseudo document for SEREIN. By
applying it, pseudo documents are long enough to discover topic distributions.

Algorithm 1. Pseudo document construction algorithm for SEREIN

Input: Corpus D, word representations
−→
W , context window size l, number of most

similarly words M , threshold δ.
Output: Pseudo Documents PD.

Traverse D to get Scooccur and Count.
for i ← 1 to W do

Calculate Avri.
for every wj ∈ Scooccur(i) do

Calculate fri,j .
Calculate −→wi + −→wj to find wlatent.
Add wj to Lcooccur(i) with fri,j times, Add wlatent to Llatent(i).

end for
Add the top M most similar words to Lsimilar(i).
Construct pdi with Lcooccur(i), Llatent(i) and Lsimilar(i).
Add pdi to PD.

end for

Figure 1 is a simple example for better understanding the construction proce-
dure. Solid lines connect two co-occurrent words like (A,B). There are also two
kinds of dotted lines in this figure. One represents connecting latent semantic
similar words through mathematical operations, like D is captured by A + B.
The other one which connects A and (G,K,M) represents connecting the most
semantically similar words. Finally, we can bring more semantically similar words
in pseudo document pdA. Note that, all the words we used to construct pseudo
documents are from D, so we will not bring noise to SEREIN.

Fig. 1. An example for pseudo document construction for word A
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3.4 Topic Inference

Because SEREIN doesn’t model topics on the original documents, we have to
infer the topic distributions with knowledge learned from pseudo documents.
Equation (3) shows the derivation of topic zk’s proportion of a document d ∈ D.

p(z|d) =
∑

wi∈Wd

p(z|wi)p(wi|d). (3)

where Wd is a word set for all words in d. p(z|wi) denotes the topic distributions
over word wi. Because the pseudo document pdi is the semantic representation
of word wi, we think the topic distributions over pseudo document pdi can stand
for the topic distributions over word wi, so we can get p(z|wi) = θPD

i,z . θPD
i,z is

the topic proportion of topic z learned from pseudo document pdi.
p(wi|d) refers the word distributions over document. We can simply treat it

as a counting problem, calculation is as Eq. (4) shows.

p(wi|d) =
nd(wi)

|d| . (4)

where nd(wi) is the frequency of word wi in document d and |d| is the number
of words in it. So the final topic inference is calculated as Eq. (5) shows.

θDd,z = p(z|d) =
∑

wi∈Wd

θPD
i,z

nd(wi)
Size(d)

. (5)

4 Experiments and Analysis

We use two open-source and real-world datasets for experiment. Online Ques-
tions dataset1 is offered by Yahoo! Research. Each question is attached with a
label according to the forum it was posted. We have over 80,000 question con-
tents for experiments. There are 24 categories in the corpus, the vocabulary size
is 9696 and the average length of a single question is 4.950 words. Online News
dataset2 is offered by UCI Machine Learning Repository. We have over 170,000
news headlines for experiments. Each headline is annotated with a category by
the provider. There are 4 categories in the corpus, the vocabulary size is 7247
and the average length of a single question is 6.876 words.

4.1 Experiment Settings

We compare SEREIN with four baseline topic models:

– LDA is a famous topic model which performs really well in long text scenarios.
We use a standard open-source LDA implemented by Gibbs sampling.

1 https://webscope.sandbox.yahoo.com/catalog.php?datatype=l&did=10.
2 http://archive.ics.uci.edu/ml/datasets/News+Aggregator.

https://webscope.sandbox.yahoo.com/catalog.php?datatype=l&did=10
http://archive.ics.uci.edu/ml/datasets/News+Aggregator
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– BTM is a recently proposed topic model for short text. We do experiments
with code provided by the authors3.

– WNTM is a state-of-the-art short text topic model, which construct pseudo
documents with word co-occurrence. We implement this model by ourselves.

– GPU-DMM is a state-of-the-art topic model for short text with auxiliary
knowledge learned by word2vec. We use code provided by the authors4.

To show the advantages of using semantic similarity, we remain parts of
pseudo document construction for ablation studies:

– SEREIN-1 constructs pseudo documents only with weighted co-occurrent
word list Lcooccur.

– SEREIN-2 constructs pseudo documents with both Lcooccur and latent seman-
tically similar word list Llatent.

– SEREIN-3 constructs pseudo documents with both Lcooccur and word list
Lsimilar which contains top M semantically similar words.

Parameter settings are as follows. For pseudo document construction, we set
context window size l = 4, δ = 0.7 for Llatent and M = 10 for Lsimilar. For
training documents, we set α = 50/K, β = 0.1 and iteration = 1000 for all
models. For learning word representations, we set layerSize = 200, window = 8,
sampling threshold = 1e−4 and learning rate = 0.025.

4.2 Quality of Topic Discovery

The most important goal of topic model is to discover topics. This experiment
is designed to show SEREIN has a better performance in topic discovery than
baselines. A good topic should consist of words in cohesive semantic similarity.
A simple but rational way is intuitive display, so we select two representative
topics from two datasets respectively when K = 10 and display 10 words with
the highest probability. Italic words are topic irrelevant comprehensively judged
by volunteers, as Table 3 shows.

Table 3. Topic display of Online Questions dataset and Online News dataset

QUESTIONS. TOPIC FINANCE QUESTIONS. TOPIC COMMUNICATION NEWS. TOPIC HEALTH NEWS. TOPIC FILM & TV SERIES

LDA BTM WNTM GPU-DMM SEREIN LDA BTM WNTM GPU-DMM SEREIN LDA BTM WNTM GPU-DMM SEREIN LDA BTM WNTM GPU-DMM SEREIN

money money estate money loan phone yahoo yahoo phone email health health disease health disease season season vii movie episode

business credit county credit estate person real phone yahoo yahoo prices study alzheimers study mers game game batman box vii

credit business tax business investment child baby cell music messages study cancer mers cancer salmonella day video episode office season

online job airport job tax internet day game ipod e-mail oil change patients climate patients thrones thrones potter trailer marvels

bad buy loan card capital cell month email computer message gas risk infections risk infections chris watch featurette film trilogy

buy company taxes buy fund address create send songs phone cancer climate breast report alzheimers review awards dawn america ninja

card pay mortgage company debt email stay play download mail risk virus measles change breast record trailer ninja xmen captain

company online rent car trading send search address cell text paul report protein virus obesity finale finale casting captain batman

calculate real credit pay income care web search dvd search dvd west cells west epidemic dead movie apes review thrones

pay card filed online mortgage family site change video messenger life obama mosquitoes drug symptoms recap recap thrones star superman

3 https://github.com/xiaohuiyan/BTM.
4 https://github.com/NobodyWHU/GPUDMM.

https://github.com/xiaohuiyan/BTM
https://github.com/NobodyWHU/GPUDMM
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SEREIN is quite good at discovering topics. The cohesive semantic similarity
among each topic is very high. We believe this is attributed to semantic repre-
sentations involved. For example, in ‘topic communication’, WNTM selects word
change mistakenly. This may due to the co-occurrence with word email, which
is up to 25 times. Instead, word messenger rarely co-occurs with email, but they
share high similarity, which helps SEREIN to select them into the same topic.

4.3 Performance of Clustering and Classification

Clustering is to divide unlabeled documents into clusters. We use the same
method as BTM and WNTM does: Take each topic z as a cluster, then assign
each document d to the topic cluster z according to the highest value of condi-
tional probability P (z|d). We set K from 10 to 30 with step size as 5. We use
purity and entropy as evaluation metrics. Results are as Fig. 2 shows.

(a) for Questions (b) for Questions (c) for News (d) for News

(e) for Questions (f) for Questions (g) for News (h) for News

Fig. 2. Clustering results of comparison experiments and ablation studies

For purity, a larger value indicates a better performance. For entropy,
the smaller the better. Figure 2(a)–(d) are comparisons between baselines and
SEREIN. For both purity and entropy metrics, LDA performs much worse than
other four short text topic models. This result indicates that the sparsity problem
will affect the performance of conventional topic model significantly. Compared
with other three short text topic models, no matter what value K is, SEREIN
can get best performance in most cases. This means SEREIN can extract higher-
quality and stable topics to cluster documents. We think the better performance
of SEREIN benefits from using semantic similarity. So we conduct ablation stud-
ies, as Fig. 2(e)–(h) shows. Take K = 15 in Question dataset as an example,
SEREIN-1 uses semantic similarity to quantify co-occurrent relationship, which
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indeed improves the clustering performance to some extent compared with sim-
ply using co-occurrence like WNTM does. SEREIN-2 involves semantically simi-
lar words captured by arithmetic relationship and SEREIN-3 involves words with
high similarity calculated by word vectors. The purity and entropy results show
that both factors have a positive effect on improving clustering performance.

Classification aims to predict a label for each document by learning from
labeled ones. We use topic distributions as features of documents and näıve
Bayes as classification algorithm. Results are as Fig. 3 shows.

(a) for Questions (b) for News

(c) for Questions (d) for News

Fig. 3. Classification results of comparison experiments and ablation studies

Figure 3(a) and (b) compare accuracy for both datasets. We find the perfor-
mance of BTM and GPU-DMM is sensitive to different datasets. They perform
quite badly on Questions dataset but can achieve approximately the same results
as WNTM does on News dataset. SEREIN can stably have advantages over
other models. It shows the effectiveness of constructing pseudo documents and
makes us believe that the topic distributions learned by SEREIN can describe
documents much better. Figure 3(c) and (d) are ablation studies to show the
effectiveness of involving semantic representations. Take 3(c) for example, when
K = 10, the contribution ranking of improvement is SEREIN-1 > SEREIN-2 >
SEREIN-3. When K = 20, it changes to SEREIN-2 > SEREIN-3 > SEREIN-1.
And when K = 30, SEREIN-3 has the best improvement. This indicates that all
Lcooccur, Llatent and Lsimilar can contribute to the pseudo document construc-
tion to some extent. It’s essential to combine them together instead of using part
of them.
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4.4 Utility of Word Embeddings

Since SEREIN is naturally dependent on Word2Vec, this experiment aims to
show how different word vectors learned by Word2Vec affect the performance of
SEREIN. The quality of word vectors is closely related to the scale of training
corpus, so we select documents whose amount ranges from about 300,000 to
1,500,000 for training word vectors respectively.

(a) Clustering (b) Classification

Fig. 4. Performance with the change of training data scale

Figure 4(a) is the clustering performance with the change of data scale. With
the training corpus getting larger, the performance of both purity and entropy is
getting better meanwhile. Figure 4(b) is the classification performance with the
change of data scale. Changing trends of accuracy with both näıve Bayes and
decision tree algorithms are consistent in most cases. Such a discovery is quite
encouraging. It not only shows the utility of Word2Vec, but also indicates we
can optimize SEREIN by using optimized word embeddings models. It offers a
new idea to improve short text topic model and makes SEREIN more extensible.

5 Conclusion and Future Work

The Internet has totally changed our life style these years. People prefer to
express their opinions through online social platforms. This may produce massive
amount of valuable short text data. Unlike long text, short text data faces the
sparsity challenge for lacking words. We propose a short text topic model called
SEREIN, which not only takes word co-occurrence into consideration, but also
utilizes word semantic similarity learned from Word2Vec. This model covers the
semantic information ignored by most existing models, which makes SEREIN
have better performance in both topic discovery and document characterization.
In our experiments, we surprisingly find the performance of SEREIN is positively
related to the Word2Vec. This may imply studies on short text topic model like
optimizing our model can be undertaken from the perspective of improving word
semantic representations. We think the follow-up work is promising because the
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dramatic development of neural networks may promote the research on word
representations. We will also do some future researches based on this idea.
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Abstract. Text representations in text classification usually have high dimen-
sionality and are lack of semantics, resulting in poor classification effect. In this
paper, TF-IDF is optimized by using optimization factors, then word2vec with
semantic information is weighted, and the single-text representation model
CD_STR is obtained. Based on the CD_STR model, the latent semantic index
(LSI) and the TF-IDF weighted vector space model (T_VSM) are merged to
obtain a fusion model, CD_MTR, which is more efficient. The text classification
method MTR_MCNN of the fusion model CD_MTR combined with convolu-
tional neural network is further proposed. This method first designs convolution
kernels of different sizes and numbers, allowing them to extract text features
from different aspects. Then the text vectors trained by the CD_MTR model are
used as the input to the improved convolutional neural network. Tests on two
datasets have verified that the performance of the two models, CD_STR and
CD_MTR, is superior to other comparable textual representation models. The
classification effect of MTR_MCNN method is better than that of other com-
parison methods, and the classification accuracy is higher than that of CD_MTR
model.

Keywords: Text classification � Text representation � Word2vec
Convolutional neural network

1 Introduction

Most of the data generated by Internet are stored in a format of text, and text data
occupy an important position. Manually organizing and managing textual information
has been unable to adapt to the ever-expanding digital information of the Internet age.
With such a large amount of data and a variety of data forms, finding the right method
to effectively manage and use these text data is very important. Efficient feature
extraction and text representation are challenges for text classification, and it is also the
first problem that should be solved in text classification.

Most of the early text representation methods used were vector space models. Later,
most researchers used the distributed representation of words [1], which was proposed
by Hinton in 1986 and could overcome the shortcomings of the one-hot representation.
Bengio proposed to use a three-layer neural network to train text representation model in
2003 [2]. Hinton used hierarchical ideas in 2008 to improve the training process from
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the hidden layer to the output layer in the Bengio method, speeding up the training
model [3]. Mikolov proposed a neural network model to train distributed word vectors
in 2013. The training tool word2vec implemented by this model has been widely used
[4, 5]. Hu used a convolutional neural network to extract semantic combination infor-
mation from local words in a sentence through a neural network in 2014 [6].

We find traditional text representation methods, such as Boolean models and vector
space models, have problems of data sparseness and dimensional disaster. With the
rapid development of machine learning and deep learning technologies, researchers
have begun to use various neural network to construct text representation models and
map texts to low-dimensional continuous vectors through neural network, improving
the model’s representation ability. However, the existing neural network text repre-
sentation model also has some problems. First of all, though the neural network obtains
better semantic information for the text representation, its class distinction ability is
lacking. Secondly, the existing method for extracting text features using convolutional
neural network is based on the length of the longest text in the data set. Texts that are
shorter than this length are filled with special characters. The introduction of too many
non-semantic characters in this text affects the original information of the text and
results in poor classification effect.

2 Related Work

Text representation is an important step in text classification. The original texts are
unstructured data. You must find a suitable representation method to convert the text
content into information that computer can recognize. The text representation mainly
contains two aspects: representation and calculation, respectively referring to definition
of feature selection and feature extraction, and the definition of computational
weighting and semantic similarity [7]. The Vector Space Model (VSM) was proposed
by Salton in the 1970 [8]. It simplifies the process of processing text content into vector
operations in vector space, and expresses the similarity of text semantics by calculating
spatial similarity. VSM is a common and very classic text representation. But the
problem of dimension disaster exists in vector space model.

The Convolutional Neural Network (CNN) is a deep neural network that has made
major breakthroughs in computer vision and speech recognition. It is widely used in
image understanding [9, 10]. In recent years, continuous development of convolutional
neural network has been used in natural language processing tasks such as text clas-
sification and element identification [11]. Wang proposed a semi-supervised convo-
lutional neural network to enhance the semantic relevance of the context [12]. The c-
lstm model proposed by Zhou, c-lstm uses the convolutional neural network to extract
text sentence features and uses short-term memory recursive neural network to obtain
sentence representations [13]. Lai proposed recursive convolutional neural network for
text classification, which introduces less noise than traditional neural network [14].
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3 Methods

3.1 Word2vec

Word2vec can train word vectors quickly and efficiently. There are two Word2vec
models, CBOW model and Skip-gram model. The CBOW model uses the c words
before and after the word w(t) to predict the current word; whereas the Skip-gram
model does the opposite. It uses the word w(t) to predict the c words before and after it.
The two model training methods are respectively shown in Fig. 1 left and right. This
paper uses the CBOW model to train word vectors.

3.2 Convolutional Neural Network

Convolution Layer
The convolutional layer is also called feature extraction layer. This layer is the core part
of the convolutional neural network and can describe the local characteristics of the
input data. The convolution kernel w 2 Qhk included in the convolution operation [11]
will generate a new feature value each time it passes through a word sequence window
with a height of h and a width of k. For example, a feature point ci in a feature map is
the result of the window xi:iþ h�1 after convolution operation, that is, each feature value
can be obtained by formula 1:

ci ¼ f ðw � xi:iþ h�1 þ bÞ ð1Þ

Where, xi 2 Qk , w is the weight parameter of the convolution kernel; b is the offset
term of the convolution layer; and f is a nonlinear activation function.

When training a convolutional neural network, it is necessary to establish a con-
volution kernel sliding stride, which can be set to be 1, 2 or more. The convolution
kernel can convolve the input data to get a feature map, as shown in 2:

c ¼ ½c1; c2; � � � ; cs�hþ 1� ð2Þ

SUM 
W(t-2)

W(t-1)

W(t+1)

W(t+2)

W(t)

INPUT PROJECTION OUTPUT 

W(t-2)

W(t-1)

W(t+1) 

W(t+2)

W(t)

INPUT PROJECTION OUTPUT 

Fig. 1. CBOW and Skip-gram

452 L. Li et al.



Pooling Layer
The pooling layer is generally disposed between two consecutive convolution layers.
The pooling layer down-samples the feature map of the convolutional layer output,
aggregates the statistics of all the feature maps of the convolutional layer, simplifies the
information output from the convolutional layer through the pooling layer, and reduces
the features and network parameters.

3.3 The Idea of the CD_STR Model

The main idea of IDF in TF-IDF algorithm is: if there are fewer documents containing
characteristic words t, larger IDF indicates that characteristic words t have better cat-
egory discrimination ability. The simple structure of IDF in TF-IDF cannot effectively
reflect the importance of words and the distribution of feature words. The CD_STR
model first considers that if a word appears in each text, and the frequency of occur-
rence in each text or in each type of text does not differ much, then the word contributes
very little to the category distinction and should be filtered out or given a smaller
weight. Conversely, the feature words should be given a higher weight value.

If there are three characteristic words t1, t2, t3, in the three categories c1, c2, c3, the
distributions are (8, 8, 8), (5, 8, 5), (1, 8, 5). Then, the weights of these three feature
words should be increased successively, because the frequency of t3 in each category is
relatively uneven compared to t1, t2. So, it will be better to distinguish categories.

CD_STR optimizes the TF-IDF algorithm mainly based on the distribution of
feature words in various category, and specific improved algorithm is shown in
formula 3:

Gðt; dÞ ¼ tf ijðt; dÞ � idf iðtÞ � P
k pðtj ckÞ2 pðck jtÞ2ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn

i¼1
½tf ijðt; dÞ � idf iðtÞ�2

s ð3Þ

Among them, mij is the number of occurrences of feature word ti appearing in the
text dj; ni is the total number of texts containing feature word ti; N is the total number
of texts in the corpus; F is a normalization factor;

P
k mk;j is the total number of feature

word in the text dj; and pðtj ckÞ is the probability that the feature word t appears in the
category ck �pðck jtÞ is the conditional probability that the feature belongs to the cate-
gory ck when the feature word appears.

Then use the optimized TF-IDF weighting word2vec to train the word vector,
assign a weight to each feature word vector, and accumulate each weighted word vector
according to the corresponding dimension to obtain the vector representation of each
text, that is, updating each text vector according to the formula 4:

GWðdÞ ¼
X

t2d Gðt; dÞ � Word2vecðtÞ ð4Þ
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3.4 The Idea of the CD_MTR Model

With the advantages of the TF-IDF weighted vector space model, the LSI model and
the CD_STR, they express the text information in different ways. Therefore, the three
single-text representation models are combined to allow the three models to comple-
ment each other and to better express the content of the text. Thus, a text representation
model (CD_MTR) that integrates multiple models is proposed.

The main idea of the CD_MTR model is that each single-text representation model
selects an appropriate dimension to vectorize the original text and obtains three dif-
ferent sets of text representation vectors. The union of the text vectors corresponding to
these text vector sets is determined as the final text vector. The specific solution is
shown in Eq. 5:

CD MTRðdiÞ ¼ LSIðdiÞ � T VSMðdiÞ � CD STRðdiÞ ð5Þ

Among them, di is the ith text in the data set D; � is a splice operator; LSIðdiÞ is the
text vector representation obtained from the LSI model training text di; T VSMðdiÞ is
vector representation obtained by the TF-IDF weighted vector space model; and
CD STRðdiÞ is the text vector representation obtained by the CD_STR model training
text di.

3.5 Structural Improvements for Convolutional Neural Network
(MCNN)

In general, only one convolution kernel is included in each convolution layer, and the
number of convolution kernels is set to a fixed value. For text data, in order to take the
contextual information of each feature word in the text into consideration, a variety of
convolution kernels of different sizes can be designed. In this paper, three convolution
kernels with different sizes are designed as 3 � 360, 4 � 360 and 5 � 360. The
respectively number of corresponding convolution kernels are 150, 100, and 50.

3.6 CD_MTR Combined with Convolutional Neural Network
(MTR_MCNN)

For the input features of convolutional neural network, the references [11, 15–17] use
the length of the longest text in all the texts of the data set as a benchmark, and the rest
of the texts shorter than this length are filled with special characters. For example, if the
text is insufficiently long, padding is used to fill it. This method is also a commonly
used processing method for input data based on the convolutional neural network text
classification method. Two disadvantages are shown in this method:

(1) Taking the length of the longest text in a data set as a benchmark, texts that are
shorter than this length are filled with special characters. There will be too many
non-semantic characters in short texts, which affects the classification effect.

(2) The text represented by single model is used as the input of the convolutional
neural network. The feature representation of the text is relatively single, which is
not conducive to text classification.
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In order to correct the drawbacks of the above method, a method of combining the
CD_MTR model with a convolutional neural network (MTR_MCNN) is proposed. The
dimension of each text vector obtained by this method is the same, so it does not need
to be filled with special characters. Then, the text retains the original semantic infor-
mation. And the text vector trained by the CD_MTR model expresses each text in
multiple ways as an input to the convolutional neural network, allowing it to extract
deeper features and achieve better classification results.

4 Experimental Design

4.1 Experiment Data Set

In order to verify the performance of the CD_MTR model on text classification, two
classification data sets were selected for experimentation. A total of 24,000 texts were
selected from 6 categories of automotive, culture, economics, medicine, military, and
sports of the NetEase News Corpus. There are 7691 texts in 8 categories of Fudan Text
Classification Corpus: art, history, computer, environment, agronomy, economics,
politics, and sports. The number of corpora categories and the proportionality of texts
are not the same. This experiment uses a ten-fold cross validation method to evaluate
the effectiveness of this method.

4.2 The Influence of Single-Text Representation Model Dimension
on the Effect of CD_MTR Model

The CD_MTR model proposed in this paper combines three single models of T_VSM,
LSI and CD_STR. In order to have a good text representation effect for the CD_MTR
model, it is necessary to fuse three dimensions of the T_VSM, LSI, and CD_STR. The
effect of testing the CD_MTR on two datasets for three single models with different
dimensions were chosen (the number of topics for the LSI is 400). This paper tests the

Fig. 2. The effect of LSI and CD_STR dimensions on CD_MTR classification effect when
T_VSM dimension is 100
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various combinations of the three single models of T_VSM, LSI and CD_STR when
dimensions of [100, 200, 300, 400, 500, 1000, 1500] are selected. The combination is
too much. This paper only takes part of them to explain. Respectively shown in Figs. 2,
3, and 4.

The results in Figs. 2, 3 and 4 show that changes in the three single-model
dimensions of T_VSM, LSI, and CD_STR affect the text representation capability of
the fusion model CD_MTR. Considering the classification effect and classification
speed of the four models of T_VSM, LSI, CD_STR and CD_MTR in different
dimensions, the dimensions of the three models T_VSM, LSI and CD_STR are

Fig. 3. The effect of T_VSM and CD_STR dimensions on the CD_MTR classification effect
when the LSI dimension is 100

Fig. 4. The effect of T_VSM and LSI dimensions on CD_MTR classification effect when
CD_STR dimension is 100
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selected to be 1000, 500 and 400 respectively. The number of LSI model topics was
selected as 400, so the dimension of the CD_MTR model is 1800.

4.3 Text Representation Model Comparison and Analysis

In order to verify the validity of the CD_MTR model, we compared the effect of
different models: A_word2vec (an average of each word vector per text), T_word2vec
(TF-IDF+word2vec), CD_STR, LDA fusion word2vec (LDA+word2vec), T_VSM
fusion LSI (T_VSM+LSI), LSI fusion CD_STR (LSI+CD_STR), and T_VSM fusion
CD_STR (T_VSM+CD_STR). The classification effect of each model is shown in
Table 1.

The results from Table 1 show that:

(1) The micro-average F1 value and the macro-average F1 value obtained by
CD_STR on the two data sets are superior to the single models A_word2vec and
T_word2vec. This result also verifies that the CD_STR model considers the
influence of a single word on the entire document and has better class discrimi-
nation ability.

(2) Compared with other combined models, the CD_MTR model presented in this
paper improves both the micro-average F1 value and the macro-average F1 value.

4.4 Ten-Fold Cross Result

In order to test the effectiveness of the MTR_MCNN method proposed in this chapter,
a ten-fold cross validation was used. The ten-fold cross-validation method divides the
data set into 10 equal and disjoint sub-samples each time. In 10 sub-samples, one sub-
sample is used as the data of the test model, and the other 9 samples are used for
training. Verifying each sub-sample for one time and repeat cross validation for 10

Table 1. Classification effect of each model on two datasets

Methods NetEase news text (%) Fudan text (%)
Micro-average
F1

Macro-average
F1

Micro-average
F1

Macro-average
F1

A_word2vec 91.79 91.83 92.20 90.59
T_word2vec 93.24 93.25 91.92 90.18
CD_STR 94.24 94.25 93.08 92.39
LDA+word2vec 92.99 93.00 93.80 93.01
T_VSM+LSI 94.84 94.85 95.97 95.66
LSI+CD_STR 95.58 95.59 96.78 96.49
T_VSM
+CD_STR

95.70 95.70 96.76 96.44

CD_MTR 95.85 95.86 96.93 96.56
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times. Figure 5 show the classification effect of the NetEase news text and Fudan text
under different sub-samples, respectively.

The results in Fig. 5 show that:

(1) Compared with CD_STR+CNN, CD_STR+MCNN in the distribution of ten
different training sets/test sets pairs is better in most cases. MTR_MCNN is
superior to CD_MTR+CNN.

(2) The classification accuracy of CD_MTR+CNN is better than CD_STR+CNN, and
the classification accuracy of MTR_MCNN is also superior to CD_STR+MCNN.
Furthermore, under the same convolutional neural network structure, the fusion
model CD_MTR presented in this paper can better represent text information,
distinguish categories, and improve the accuracy of text classification.

(3) The model of word2vec_padding+CNN performs better under certain training
set/test set pairs in normal conditions. But compared with the MTR_MCNN
presented in this chapter, the classification accuracy is lower than that of
MTR_MCNN. In the experiment, the word2vec_padding+CNN method needs to
fill in most of the texts in the text sets with special characters, and there is a case
where the supplemented text information and the original text information are
deviated which affects the classification effect. In this method, the matrix
dimension of the input convolutional neural network is the number of words per
text multiplied by the dimension of each feature word. When the number of text
feature words is too large, the text matrix dimension of the input convolutional
neural network will be very large, thus affecting the training speed.

4.5 Method Comparison and Analysis

To further verify the validity of the MTR_MCNN method, this paper compares it with
other classification methods. Table 2 shows the average classification accuracy of each
method under the 10-fold crossover method.

Fig. 5. Different methods of ten-fold cross-validation
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From the results in Table 2, we can conclude:

(1) The text vector represented by the single model CD_STR is lower in classification
accuracy than the CD_MTR proposed in Sect. 3.4 of this paper, whether it is an
input as a non-optimized or optimized convolutional neural network. The clas-
sification accuracy of the method once again proves the performance of the
CD_MTR model.

(2) The MTR_MCNN method proposed in this paper has the highest classification
accuracy among all the methods. The accuracy values on the two data sets
respectively are 96.70% and 97.87%, and its classification is also more effective
than the common used word2vec_padding+CNN method.

The above results are mainly because the MTR_MCNN method proposed in this
paper introduces a convolutional neural network to improve the feature extraction of
the CD_MTR method which is superficial. The MTR_MCNN method designs different
convolution kernels of different sizes and numbers, which extracts text features from
different angles. The MTR_MCNN method uses the CD_MTR model to vectorize the
text and convert the resulting text vectors into a matrix form as input to convolutional
neural network. Additionally, the MTR_MCNN method do not need to fill shorter texts
with special characters, which affects the expression of the original text information, so
it improved the text classification accuracy.

5 Conclusion

This paper proposes a single model CD_STR and a fusion model CD_MTR, which
using optimized TF-IDF weighting word2vec with semantic information combines
with LSI and TF-IDF weighted vector space model to complement each other. Based
on the CD_MTR model, the classification method MTR_MCNN combined with
CD_MTR and convolutional neural network is proposed in this paper. In this method,
the convolutional neural network structure is improved, and different sizes and numbers
of convolution kernels are designed to extract text features from different angles. In
addition, the text vectors obtained from the CD_MTR are converted into a matrix form
as an input to the convolutional neural network. For MTR_MCNN method, it does not
need special characters to fill the text, avoiding meaningless additional text information

Table 2. Classification accuracy of different text classification methods (%)

Methods NetEase news text Fudan text
Accuracy (%) Accuracy (%)

CD_MTR 95.85 96.93
CD_STR+CNN 95.55 96.21
CD_STR+MCNN 95.88 96.46
Word2vec_padding+CNN 95.91 96.99
CD_MTR+CNN 96.36 97.46
MTR_MCNN 96.70 97.87
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and reducing the dimension of the input matrix so as to improve the training speed of
the convolutional neural network. The experiment results show that both the CD_STR
model and CD_MTR model and the MTR_MCNN method in this paper have achieved
good classification effect and are superior to other methods.
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Abstract. Recently, the convolutional neural networks (CNNs) show
the great power in dealing with various image classification tasks. How-
ever, in the task of Chinese character recognition, there is a significant
problem in CNN-based classifiers: insufficient generalization ability to
recognize the Chinese characters with unfamiliar font styles. We call this
problem the Style Overfitting. In the process of a human recognizing Chi-
nese characters with various font styles, the internal skeletons of these
characters are important indicators. This paper proposes a novel tool
named Skeleton Kernel to capture skeleton features of Chinese charac-
ters. And we use it to assist CNN-based classifiers to prevent the Style
Overfitting problem. Experimental results prove that our method firmly
enhances the generalization ability of CNN-based classifiers. And com-
pared to previous works, our method requires a small training set to
achieve relatively better performance.

Keywords: Chinese character recognition
Convolutional neural networks · Style Overfitting · Skeleton feature

1 Introduction

Chinese characters have been widely used (modified or extended) in many Asian
countries such as China, Japan, Korea, and so on [22]. There are more than
tens of thousands of different Chinese characters with variable font styles. Most
of them can be well recognized by most people. However, in the field of arti-
ficial intelligence, Chinese character automatic recognition is considered as an
extremely difficult task due to the very large number of categories, complicated
structures, similarity between characters and the variability of font styles [3].
Because of its unique technical challenges and great social needs, during the
last five decades there are intensive research in this field and a rapid increase
c© Springer Nature Switzerland AG 2018
L. Cheng et al. (Eds.): ICONIP 2018, LNCS 11305, pp. 461–472, 2018.
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of successful applications [8,10,15,17]. However, higher recognition performance
is continuously needed to improve the existing application and to exploit new
applications.

Recently, the convolutional neural networks (CNNs) show their great power
in dealing with multifarious image classification tasks [5,6,11,14,16,21]. CNN-
based classifiers break the bottleneck of Chinese character recognition and
achieve excellent performance even better than human on ICDAR’13 Chinese
Character Recognition Competition [1,4,18,20,24]. But there is a significant
problem in CNN-based classifiers: insufficient generalization ability to recognize
Chinese characters with unfamiliar font styles (e.g. it perform poorly when test
on the characters with the font style that the trained model have never seen).
We call this problem the Style Overfitting. However, most people are able to
deal with this problem easily. In the process of a human recognizing Chinese
characters with unfamiliar font style, the internal skeletons of these characters
are significant indicators. If a Chinese character printed in two or more different
font styles, the inherent skeletons of them are usually the same. Figure 1 shows
three pairs of same Chinese characters with different font styles that challenge
CNN-based classifiers.

Fig. 1. Three pairs of same Chinese characters with different font styles that challenge
CNN-based classifiers. It could be seen that the inherent skeleton (highlighted by the
red lines) of the above character and the bottom character are essentially the same.
(Color figure online)

In this paper, we propose a novel tool named Skeleton Kernel to capture
skeleton features of Chinese characters to prevent the Style Overfitting problem.
A Skeleton Kernel is designed as a long narrow rectangle window sliding along
the horizontal or vertical axis of the input image. It calculates the cumulative
distributions of pixel values to capture skeleton features of input images. Then
the same pattern of the same Chinese character printed in different fount styles
could be easily recognized as the same one. Figure 2 illustrates the same pattern
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extracted by Skeleton Kernel of the same Chinese character printed in different
font styles.

Fig. 2. The right histograms of each character depict the cumulative distributions of
pixel values calculated by a long narrow rectangle window sliding along the vertical
axis. And the bottom histograms do the same along the cross direction. The same
inherent skeletons of each character are represented by the same patterns in these
histograms.

Overall, our contributions are as follows:

1. We introduce the Style Overfitting problem of CNN-based classifiers in deal-
ing with Chinese character recognition: insufficient generalization ability to
recognize Chinese characters with unfamiliar font styles.

2. We propose a novel tool named Skeleton Kernel to extract skeleton features,
which are important indicators to identify Chinese characters. And we use it
to assist CNN-based classifiers to prevent aforementioned Style Overfitting
problem.

3. We have done a series of experiments to prove that the Style Overfitting prob-
lem indeed exists, and our method alleviates this problem by firmly enhancing
the generalization performance of CNN-based classifiers.

The rest of this paper is organized as follows. Section 2 summarizes the related
works. Section 3 discusses the Style Overfitting problem from the practical view.
Section 4 introduces the proposed Skeleton Kernel in details. Section 5 presents
the experimental results. Finally in Sect. 6, we conclude our work and discuss
the future work.

2 Related Work

Convolution neural networks has greatly promoted the development of image
recognition technology. Lecun [7] first introduces the convolutional neural net-
work specifically designed to deal with the variability of 2D shapes. Krizhevsky
et al. [6] create a large, deep convolutional neural network (named Alex Net)
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that was used to win the ILSVRC 2012 (ImageNet Large-Scale Visual Recog-
nition Challenge). Zeiler et al. [21] explain a lot of the intuition behind CNNs
and showing how to visualize the filters and weights correctly, and their ZF Net
won the ILSVRC 2013. GoogLeNet [16] is a 22 layer CNN and was the winner
of ILSVRC 2014, and it is one of the first CNN architectures that really strayed
from the general approach of simply stacking convolution and pooling layers on
top of each other in a sequential structure. Simonyan et al. [14] created a 19
layer CNN (name VGG Net) that strictly used 3 × 3 filters with stride and pad
of 1, along with 2 × 2 maxpooling layers with stride 2. VGG Net is one of the
most influential CNN because it reinforced the notion that convolutional neural
networks have to have a deep network of layers in order for this hierarchical
representation of visual data to work.

CNN-based Chinese character recognition has achieved unprecedented suc-
cess. But all these successful CNN-based Chinese character classifiers are test
on the character set with the same font styles as the training set. Wu et al. [18]
propose a handwriting Chinese character recognition method based on relax-
ation convolutional neural network, and took the 1st place in ICDAR’13 Chi-
nese Handwriting Character Recognition Competition [20]. Meier et al. [4] cre-
ate a multi-column deep neural network achieving first human-competitive per-
formance on the famous MNIST handwritten digit recognition task. And this
CNN-based classifier classifies the 3755 classes of handwritten Chinese charac-
ters in ICDAR’13 with almost human performance. Zhong et al. [24] design a
streamlined version of GoogLeNet for handwritten Chinese character recognition
outperforming previous best result with significant gap. Chen et al. [1] propose a
CNN-based character recognition framework employ random distortion [13] and
multi-model voting [12]. This classifier performed even better than human on
MNIST and ICDAR’13.

Few works are devoted to reducing overfitting in CNN-based Chinese char-
acter recognition. Xu et al. [19] propose a artificial neural network architecture
called cooperative block neural networks to address the variation in the shape of
Chinese characters by considering only three different fonts. Lv [9] successfully
applied the stochastic diagonal Levenberg-Marquardt method to a convolutional
neural network to recognize a small set of multi-font characters used in Baidu
CAPTCHA, which consists of the Arabic numerals and English letters without
the Chinese characters. Zhong et al. [23] propose a CNN-based multi-font Chi-
nese character recognizer using multi-pooling and data augmentation achieving
acceptable result. But they use 240 fonts for training and 40 fonts for test. The
size of the training set is more than 500% of the test set, and the huge training set
containing a great deal of font styles especially reducing the overfitting. Different
from training on a predetermined large training set, we use a relatively small
training set with its size being 10% of the test set. And we gradually increase
the number of font styles contained in the training set to dynamically verify the
effectiveness of our method.
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3 Style Overfitting

The font styles of Chinese characters are multifarious. In practice, to train a
CNN-based Chinese character classifier, it is hard to provide a perfect training
set with all font styles. And it is absolutely expensive to use such massive amount
of images to train a deep neural network. In view of this situation, a well trained
classifier should obtain excellent generalization ability to recognize characters
with unfamiliar font styles.

However, CNN-based classifiers could not satisfy this demand. We have done
a lot of experiments showing that the CNN-based classifiers perform poorly when
it test on Chinese character sets with unfamiliar font styles. Even adding more
amount of convolution layers, this problem still exists. We call this problem the
Style Overfitting. It is a significant problem seriously restricting the generaliza-
tion ability of CNN-based Chinese character classifiers.

We believe that the main cause of this problem is that CNNs excessively
focus on the texture features that strongly indicate the font styles, and relatively
ignore the inherent skeleton features. Inherent skeletons are important indicators
to classify Chinese characters. One Chinese character could be printed in diverse
font styles, and the inherent skeleton of each Chinese character are commonly
fixed. Therefore, to solve Style Overfitting problem, the influence of skeleton
features on CNN-based classifiers must be strengthened.

4 Method

To prevent aforementioned Style Overfitting problem, we propose a novel tool
named Skeleton Kernel to extract skeleton features of Chinese characters. And
we use Skeleton Kernel to enhance the generalization performance of CNN-based
classifiers.

4.1 Skeleton Kernel

A Skeleton Kernel is a window with a specific shape sliding along a specific path
(like the Convolution Kernel [6]). Considering the deformation and scaling of
strokes in Chinese characters, we design the Skeleton Kernel as a long narrow
rectangle window sliding along the horizontal or vertical axis of the input image.
There are 3 main differences between Skeleton Kernel and Convolution Kernel:
(1) the Skeleton Kernel appear long and narrow, while Convolution Kernel is
always a relatively small square; (2) the weights in Skeleton Kernel are prede-
termined, which in Convolution Kernel are learning from training set; (3) the
output of the Skeleton Kernel is a vector, and the Convolution Kernel produce
a matrix. Figure 3 briefly illustrates how Skeleton Kernels work.

The Skeleton Kernel has two important hyperparameters: size and stride. It
should be noted that the excessively thin or fat window is bad for capture skele-
ton features. It is because a excessively thin window has insufficient resilience
to tolerate the deformation and scaling of a stroke (the main difference between
diverse font styles), and a excessively fat window could be confused by too many
strokes in it.
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Fig. 3. A pair of Skeleton Kernels slide along the coordinate axis of the input image
and output two skeleton feature vectors. The right and bottom vectors are separately
produced by the blue and red window. These two vectors contain the skeleton infor-
mation by calculate the cumulative distributions of pixel values in the input image.
(Color figure online)

Fig. 4. This figure briefly show how Chunk-Sum Pooling works. Specifically, in this
figure, the hyperparameters (size, stride) of the sliding window are (2, 2). The input
vector is cut into many chunks by this sliding window. We add 0 to the end of the
input vector if the sliding window exceeds the bound of it. CSP calculates the sum of
all the elements in each chunk and then produce a new vector.

4.2 Chunk-Sum Pooling

To avoid the aforementioned problem, we could designed more than one Skeleton
Kernel with different sizes and strides. More effectively, we use only one Skeleton
Kernel with its size to be 1× the height of input image (or the width of input
image× 1) and stride to be 1. Then, we employ Chunk-Sum Pooling (noted as
CSP) to process the output vector to achieve the same effect as using a lot of
Skeleton Kernels. CSP is a variant of Chunk-Max Pooling [2]. It cuts a vector
into a lot of chunks and calculates the sum of all the elements in each chunk to
produce a new vector, just like a sliding window with certain hyperparameters:
size and stride. Figure 4 shows how CSP works.
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4.3 CNN-Based Framework with Skeleton Kernel

In order to prevent the Style Overfitting problem of CNN-based classifiers, we
propose a new CNN-based framework employing Skeleton Kernel. The main
difference between our new framework and the original framework is that the
new framework contain a extra bypass consisting of several Skeleton Kernels and
parallel CSP modules. A pair of Skeleton Kernels are used to extract skeleton
features, and these CSP modules are used to process the feature vectors. The
diagram of the new framework is illustrated in Fig. 5.

Fig. 5. Diagram of the new CNN-based Chinese character recognition framework
employing Skeleton Kernel. The CONV–RELU–NORM–POOL and FC–RELU–DROP
modules constitute the main structures of popular convolutional networks (e.g. Alex
nets [6]). Skeleton Kernels (SK) in bypass produced several vectors that represent skele-
ton features of input image. There are several parallel CSP modules with different sizes
and strides to process these skeleton features.

Using Skeleton Kernel does not affect the convergence and complexity of the
original convolutional neural network. It is because our method is equivalent to
the addition of extra feature extraction kernels, and each of these extra kernels
obtain fixed weights and biases.

5 Experiments

We have done a series of experiments to evaluate the generalization ability of
CNN-based framework and our new framework to recognize Chinese characters
with unfamiliar font styles. Results prove that the Style Overfitting problem
does exist, and our method indeed alleviate this problem by firmly enhancing
the generalization performance of CNN-based classifiers.

5.1 Data

The data are extracted from True Type font (TTF) files. TTF is a font file for-
mat jointly launched by Apple and Microsoft. With the popularity of Microsoft
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Windows operating systems, it has become the most commonly used format of
font file. We extract 130 candidate sets from 130 TTF files with widely vary-
ing font styles. Each of them contains 3755 frequently-used Chinese characters
(level-l set of GB2312-80). Each Chinese character is presented by a 32 × 32
PNG image. Figure 6 shows the example of Chinese character ‘JIANG’ in 130
different fonts.

Fig. 6. Example of Chinese character ‘JIANG’ in 130 different fonts.

5.2 Existence of Style Overfitting

We evaluate the generalization ability of the popular deep convolutional neural
network VGG [14] to recognize Chinese characters with unfamiliar font styles.
We chose two typically VGG nets: VGG-11 and VGG-19. VGG-11 is a 11 layers
CNN consisting of 8 convolution layers and 3 full connection layers. VGG-19 is
a 19 layers CNN consisting of 16 convolution layers and 3 full connection layers.
These two CNNs are used to assess the impact of network depth on the Style
Overfitting problem.

Tables 1 and 2 show the experimental results of VGG-11 and VGG-19. In this
experiment, there are 10 character sets randomly selected from the 130 candidate
sets. The 10 randomly selected character sets are tagged with the ID 1 to 10.
We use 1 of the 10 selected sets for training and other 9 sets for test. The first
rows of these tables list the IDs of the training sets (noted as tra-ID, e.g. tra-1);
the first columns of these tables list the IDs of the test sets (noted as test-ID,
e.g. test-1).

It could be seen that the train accuracy are very high (highlighted with bold
font), but the test accuracy on other character sets are extremely low. It prove
that CNN-based classifiers lack the generalization ability to recognize Chinese
characters with unfamiliar font styles. Even adding more amount of convolution
layers, the Style Overfitting problem still exists.

5.3 Performance Comparison

In order to prove that our method indeed alleviate the Style Overfitting prob-
lem and to compare the generalization performance between our method and
CNN-based classifier using data augmentation and multi-pooling, we set up 3
controlled groups for the experiments: (1) VGG-19 [14]; (2) VGG-19 using data
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Table 1. Results of VGG-11 on 10 randomly selected Chinese character sets.

IDs tra-1 tra-2 tra-3 tra-4 tra-5 tra-6 tra-7 tra-8 tra-9 tra-10

test-1 0.9827 0.0749 0.1209 0.0817 0.1368 0.1118 0.1172 0.1007 0.0945 0.1119

test-2 0.0818 0.9752 0.1356 0.1393 0.0970 0.1241 0.1265 0.0821 0.1127 0.0868

test-3 0.1100 0.1268 0.9776 0.1460 0.1030 0.1369 0.0937 0.1358 0.1239 0.1063

test-4 0.0852 0.1286 0.1449 0.9550 0.1281 0.0919 0.1403 0.1382 0.1155 0.1368

test-5 0.1427 0.0842 0.1017 0.1310 0.9830 0.1334 0.1076 0.0804 0.0943 0.1446

test-6 0.1233 0.1358 0.1414 0.0823 0.1414 0.9744 0.1419 0.1142 0.1334 0.0999

test-7 0.1305 0.1313 0.0860 0.1443 0.1193 0.1443 0.9795 0.0964 0.1382 0.1132

test-8 0.1079 0.0951 0.1465 0.1385 0.0820 0.1198 0.1007 0.9664 0.1145 0.0765

test-9 0.0897 0.1244 0.1356 0.1025 0.0908 0.1206 0.1278 0.1089 0.9664 0.1395

test-10 0.1119 0.0815 0.0948 0.1387 0.1387 0.1039 0.1196 0.0810 0.1342 0.9704

Table 2. Results of VGG-19 on 10 randomly selected Chinese character sets.

IDs tra-1 tra-2 tra-3 tra-4 tra-5 tra-6 tra-7 tra-8 tra-9 tra-10

test-1 0.9947 0.0895 0.1156 0.0905 0.1491 0.1366 0.1412 0.1167 0.0998 0.1178

test-2 0.0824 0.9861 0.1396 0.1390 0.0919 0.1411 0.1409 0.1012 0.1356 0.0874

test-3 0.1262 0.1433 0.9859 0.1566 0.1076 0.1505 0.0919 0.1532 0.1460 0.1063

test-4 0.0894 0.1497 0.1588 0.9606 0.1393 0.0924 0.1512 0.1505 0.1126 0.152

test-5 0.1493 0.1079 0.1089 0.1401 0.9902 0.1502 0.1323 0.0897 0.1004 0.1451

test-6 0.1233 0.1350 0.1494 0.1044 0.1446 0.9869 0.1552 0.1297 0.1318 0.1154

test-7 0.1289 0.1382 0.1049 0.1462 0.1169 0.1518 0.9870 0.1127 0.1342 0.1316

test-8 0.1119 0.0888 0.1441 0.1449 0.0932 0.1243 0.1057 0.9752 0.1148 0.0927

test-9 0.1009 0.1196 0.1298 0.1278 0.1010 0.1411 0.1446 0.1262 0.9752 0.1472

test-10 0.1247 0.0983 0.1132 0.1488 0.1523 0.1114 0.1255 0.0840 0.1504 0.9832

augmentation and multi-pooling (noted as VGG-19 with MP) [23]; (3) VGG-19
with Skeleton Kernel (our method, noted as VGG-19 with SK).

According to experience, the integrity of training data will affect the gener-
alization ability of the model. Therefore, the controlled variable is the number
of font styles in training set. We first randomly choose 1 candidate set for train-
ing and randomly choose other 10 candidate sets for test, and then we add the
number of font styles for training until there are 9 font styles for training and
other 90 for test. Each experiment is carried out 10 times by randomly change
the training set and test set, and the size of the training set is constantly 10% of
the test set. Finally, we calculate the mean accuracy. Figure 7 shows the results
of these experiments.

In the experiments of VGG nets with Skeleton Kernel, there is a pair of
Skeleton Kernels to extract skeleton features of the input image. The size and
stride of the window sliding along the horizontal axis of the input image are 32×1
and 1; the size and stride of the window sliding along the vertical axis of the
input image are 1×32 and 1. And the weights and bias of all Skeleton Kernels are
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Fig. 7. Experimental results of VGG-19, VGG-19 with MP, and VGG-19 with SK.

predetermined to be constant 1 and 0. Each feature vector produce by Skeleton
Kernels is normalized by the norm of it. We employ 5 CSPs to process these
skeleton feature vectors. The hyperparameters (size, stride) of these CSPs are
(1, 1), (2, 1), (2, 2), (4, 2) and (4, 4).

The experimental results show that our method remarkably enhances the
generalization ability of CNN-based classifier to recognize Chinese characters
with unfamiliar font styles. And compared to previous works, our method only
requires a small training set to achieve relatively better results on widely varying
test sets. It prove that our method is effective for alleviating the Style Overfitting
problem.

6 Conclusion and Future Work

CNN-based classifiers lack generalization ability to recognize Chinese characters
with unfamiliar font styles (Style Overfitting problem). To solve this problem,
we propose Skeleton Kernel to extract skeleton features of Chinese characters
to assists CNN-based classifiers. Experimental results prove that our method
alleviate the Style Overfitting problem by firmly enhancing the generalization
performance of CNN-based Chinese character recognizers.

This paper design the Skeleton Kernel as a long narrow window with fixed
weights and bias sliding along the axis of input images. In the future, it could
be designed a train-able Skeleton Kernel with more kinds of shape and sliding
path to achieve better performance.
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Abstract. Text representation is the keystone in many NLP tasks. For
short text representation learning, the traditional Bag-of-Words model
(BoW) is often criticized for sparseness and neglecting semantic infor-
mation. Fuzzy Bag-of-Words (FBoW) and Fuzzy Bag-of-Words Cluster
(FBoWC) model are the improved model of BoW, which can learn dense
and meaningful document vectors. However, word clusters in FBoWC
model are obtained by K-means cluster algorithm, which is unstable and
may result in incoherent word clusters if not initialized properly. In this
paper, we propose the Fuzzy Bag-of-Topics model (FBoT) to learn short
text vector. In FBoT model, word communities, which are more coherent
than word clusters in FBoWC, are used as basis terms in text vector.
Experimental results of short text classification on two datasets show
that FBoT achieves the highest classification accuracies.

Keywords: Short text · Representation learning
Word communities

1 Introduction

With the vigorous development of Web applications, massive amount of data
are generated on the Internet every day. Among all forms of data, short text has
become the prevalent format for the information on the Internet, including micro-
blogs, product reviews, short messages, advertising messages, search snippets,
and so on. A great deal of valuable information exists in these short texts, hence
there is a growing need for effective text mining technology for short texts.

For most text mining tasks, the representation of texts is vital. As a tradi-
tional text representing method, Bag-of-Words model (BoW) has been widely
used in various text mining and NLP tasks. In BoW model, a document d is rep-
resented as a numerical vector d = [x1, x2, . . . , xl], where xi denotes tf-idf value
of the ith word in basis terms and l is the number of basis terms. Generally,
basis terms are selected from the whole words in corpus by frequency [1].

However, for short text, the document vector in BoW model would be
extremely sparse due to tf-idf is calculated based on the normalized number
of occurrence of term and short text contains only a small number of words.
For instance, consider the sentence: “Trump speaks to the media in Illinois.”.
c© Springer Nature Switzerland AG 2018
L. Cheng et al. (Eds.): ICONIP 2018, LNCS 11305, pp. 473–482, 2018.
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http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-04221-9_42&domain=pdf
https://doi.org/10.1007/978-3-030-04221-9_42


474 H. Jia and Q. Li

After the filtering of stop words, only four words left, which means the weights
of all words but these four are zero in the text vector. This sparsity would
result in some problems in NLP tasks. For instance, there are two sentences:
“Trump speaks to the media in Illinois.” and: “The President greets the
press in Chicago.”. These two sentences have no common words except stop
words, however, their meanings are similar. In BoW model, however, their vec-
tors are orthogonal, thus we cannot discover the similarity between them by
similarity measure methods such as cosine. In addition, semantic information in
texts is neglected in BoW model.

To improve BoW model, Zhao et al. proposed Fuzzy Bag-of-Words (FBoW)
and Fuzzy Bag-of-Words Cluster (FBoWC) model based on BoW [2]. FBoW
adopts a fuzzy mapping between words in text and basis terms instead of a hard
mapping in BoW. In a document vector, the weight of a basis term ti depend
on the sum of cosine similarities between ti and all the words in the document.
FBoWC is an improved model of FBoW for the sake of redundancy reduction.
In FBoWC, basis terms in document vector are replaced by word clusters, which
were obtained by clustering of basis terms.

FBoW and FBoWC can vastly alleviate the sparsity in BoW model since
words in document contribute to all the entries in text vector. Word embeddings
[3] are applied to calculate the similarities in FBoW and FBoWC, thus semantic
information is integrated in the document vector. In FBoWC, K-means cluster-
ing algorithm is applied to obtain word clusters. Therefore, the performance of
FBoWC is influenced by K-means. However, K-means is an unstable algorithm.
Different initialization would generate different clusters. Thus the performance of
FBoWC may be unstable, i.e., the word clusters are incoherent and meaningless.

Some researchers enhanced the performance of short text mining tasks by
using auxiliary external knowledge, such as Wikipedia [4], WordNet [5], HowNet
[6], and Web search results [7], etc. Inspired by their works and FBoWC model, in
this paper, we present the Fuzzy Bag-of-Topics (FBoT) model to represent short
texts. Different from FBoWC, in our proposed FBoT model, pre-trained word
communities are used as basis terms instead of word clusters. To obtain word
communities, we first run LDA [8] on an external corpus and obtain K topics.
Then, top high-probability words in each topic are selected to form word com-
munities. Finally, document vectors are obtained based on similarities between
words in topics and word communities. More details of the FBoT model are pre-
sented in Sect. 3. Compared with word clusters in FBoWC, word communities
is more coherence, thus text vector learned by FBoT is more meaningful. The
experiment results in Sect. 4 show the effectiveness of our proposed FBoT model.

The rest of this article is organized as follows. In the next section, we review
some related work about text representation. Details of our proposed FBoT
model are described in Sect. 3. Section 4 introduces our experiments about this
work and the results are analyzed. In Sect. 5, we conclude this paper.
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2 Related Work

In most traditional text mining tasks, the Bag-of-Words model (BoW) is used
to represent normal texts, in which tf-idf is used to obtain the weights of terms.
Although BoW can work well in many NLP tasks of long texts, however, it is not
a proper model to represent short text due to the sparsity problem. In addition,
BoW is often criticized for ignorance of contextual information and semantic
knowledge.

Based on the intuition that words appearing in similar contexts tend to
related to same topic, some models have been proposed to represent text instead
of VSM including latent semantic analysis (LSA) and topic models [8–10]. In
LSA [9], the corpus is represented as a V × D matrix where the rows denote the
terms and the columns denote the weight values of terms in their corresponding
documents. Singular Value decomposition (SVD) is utilized to the document-
term matrix to obtain low-dimension representation of text. However, the SVD
is computationally expensive when deal with a large corpus. Moreover, LSA lacks
semantic interpretation.

Latent Dirichlet Allocation (LDA) [8] is a representative topic model, and
has achieved great success in many text mining tasks. By applying gibbs sam-
pling, topic distribution of documents can be obtained, which can be utilized as
document vector. However, when applied directly to short texts, LDA will gen-
erate extremely terrible text representation, because short text cannot provide
enough word co-occurrence information.

In 2014, Le and Mikolov proposed Paragraph Vector, a dense representation
for document using a simplified neural language model [11]. PV-DM and PV-
DBOW model were proposed in their work. In the PV-DM model, the paragraph
vector were asked to contribute to the prediction task of a word, based on the
given context words in the same paragraph. In the PV-DBOW, the model was
asked to predict words sampled from the output.

The most related work with ours is the fuzzy bag-of-words model (FBoW),
which can be considered as an improved model of BoW [2]. FBoW adopts a
fuzzy mapping between words in documents and basis terms in document vector,
i.e., each word in document contributes all the entries in document vector. The
amount of contributions are based on similarities calculated by word embeddings.
We will discuss more details of FBoW in Sect. 3.

3 Fuzzy Bag-of-Topics Model

In this section, our proposed FBoT model is presented. Since FBoT model is
constructed based on word embedding and FBoW, we begin with a brief review
of them.

3.1 Word Embedding

Word embeddings have been successfully utilized in many NLP tasks, such as
named entity recognition and parsing [3]. This is because they can encode syn-
tactic and semantic information of words into low-dimension continuous vectors,
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thus semantically similar words tend to close to each other in the vector space.
Hence, the similarity between two words are often measured by the similarity
of their corresponding word embeddings. To give an illustration, the top five
similar words to two example words book and computer and their cosine similar-
ity scores are given in Table 1. In our model, pre-trained word embeddings and
cosine similarity measure are applied to obtain similarity between two words,
and cosine similarity is computed as:

cos(wi, wj) =
wi · wj

||wi|| ||wj|| (1)

where wi and wj denote word embeddings of two words wi and wj , respectively.

Table 1. Top five similar words to words: book and computer.

Inquiry Similar words Cosine similarity scores

Book Books 0.693

Novel 0.655

Diary 0.625

Pamphlet 0.620

Chapter 0.617

Computer Computers 0.688

Computing 0.647

Programmer 0.614

Console 0.604

Hardware 0.603

3.2 FBoW

BoW suffers extreme sparsity when representing short texts since short texts
only contain very few words. FBoW adopts a fuzzy mapping mechanism to solve
this problem. A document in FBoW model is represented by z = [z1, z2 . . . , zl],
where the zi is the weight of the ith basis term, and is computed as:

zi = ci
∑

wj∈w

Ati(wj)xj (2)

where ci is a controlling parameter, w is the set of all the words occurred in the
document, xj is term frequency of word wj in current document, and Ati(wj) is
the semantically similarity between the ith basis term ti and word wj , which is
computed as:

Ati(wj) =
{

cos(W[ti],W[wj ]), if cos(W[ti],W[wj ]) > 0
0, otherwise (3)
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where W[wj ] denotes word embedding of word wj .
In addition, Zhao et al. also proposed Fuzzy Bag-of-Words Cluster model

(FBoWC) to alleviate the high dimensional disaster in FBoW. The basic idea
of FBoWC is to use word clusters instead of words as basis terms, and word
clusters is obtained by clustering words in basis terms. To obtain the similarity
between word wi and a word cluster ti, similarities between wi and every word
in ti should be considered, and among them the mean, maximum, or minimum
value can be defined as similarity between wi and ti.

3.3 Fuzzy Bag-of-Topics Model

K-means clustering algorithm is applied in FBoWC to obtain word clusters.
Thus the performance of FBoWC model can be influenced by K-means cluster-
ing algorithm. However, the result of K-means is instable. Without appropriate
initialization, K-means may work badly, resulting in incoherence word clusters.

In previous researches, some researchers utilize auxiliary external knowledge
to overcome the sparsity in short texts in some text mining tasks [12,13] and
achieve success. Inspired by their works, we proposed our FBoT model based on
FBoWC.

The core idea of FBoT model is to utilize word communities as basis features
in document vector. In order to obtain word communities, firstly, we run LDA
on an external corpus to obtain some topics. Then, from each topic, we acquire
the top words to form a word community, i.e. the ith word community is defined
as the set:{word | pi(word) > λ}, where pi(·) is the probability of the word
in the ith topic, and λ is the threshold. Only top high-probability words are
selected to form word communities. If no word meet the condition, the highest-
probability word would be selected. In FBoT model, a document is represented
by z = [z1, z2 . . . , zK ], which is calculated as:

z = xH (4)

where

x = [x1, x2, . . . , xv] (5)

where v is the number of words in vocabulary, xi denotes the number of occur-
rence of word wi in the document.

H =

⎡

⎢⎢⎢⎣

sim(w1, t1) sim(w1, t2) · · · sim(w1, tK)
sim(w2, t1) sim(w2, t2) · · · sim(w2, tK)

...
...

...
sim(wv, t1) sim(wv, t2) · · · sim(wv, tK)

⎤

⎥⎥⎥⎦ (6)

where K is the number of word communities predefined and sim(wj , ti) is the
similarity between word wj and word community ti, which is computed as:

sim(wj , ti) =
1
ni

∑

wk∈ti

cos(W[wj ],W[wk]) (7)
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where W[w] is the word embedding of w, and ni is the number of words in the
ith word community.

The procedure of FBoT model is presented in Algorithm 1.

Algorithm 1. FBoT Framework
Input: A text corpus with N documents; the vocabulary D and its corresponding

word embedding matrix W ∈ R
v×d, where v is the vocabulary size and d is the

dimensionality of word embeddings
1: Based on the vocabulary D, obtain document-word matrix X, where xij is term

frequency of wj in the ith document
2: Calculate H according to (6)
3: Calculate Z by Z = XH
4: Return Z
Output: Learned document vectors Z for the corpus.

4 Experiments

To validate the effectiveness of our proposed FBoT model, we conduct experi-
ments of text classification based on different text representation methods.

4.1 Datasets

Google Snippets [13]: This dataset contains 8 categories, as shown in Table 2,
including business, computers, health, and so on. The training dataset consists
of 10060 labeled snippets and the test dataset consists of 2280 snippets. On
average, each snippet has 18.07 words.

Amazon Reviews1: This dataset contains 10000 labeled reviews belonging to
2 categories in a ratio of 5097 to 4903. The average length of reviews is 79.6.
Five-fold cross validation was conducted on this dataset, and the ratio of train
set to test set is 4:1.

4.2 Experimental Setup

In order to verify the effectiveness of our proposed FBoT model, we conduct
short text classification experiments by different text representation methods.
Our proposed FBoT model are compared with the following methods:

(1) BoW: Bag-of-Words model.
(2) LSA: Latent Semantic Analysis model in [9].
(3) LDA: Latent Dirichlet Allocation model in [8].
(4) AE: Average Embeddings, the mean word embedding vector of all the words

occurred in a document.
1 https://gist.github.com/kunalj101.

https://gist.github.com/kunalj101
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Table 2. Data distribution of Google Snippets

Labels Training Test

Business 1200 300

Computers 1200 300

Culture-arts-entertainment 1880 330

Education-Science 2360 300

Engineering 220 150

Health 880 300

Politics-Society 1200 300

Sports 1120 300

Total 10060 2280

(5) PV: Paragraph Vector model in [11].
(6) FBoW: Fuzzy Bag-of-Words model in [2].
(7) FBoWC: Fuzzy Bag-of-Words Cluster model in [2].

For BoW and FBoW model, only top 1000 high-frequency words were con-
sidered because they are more meaningful. For LSA, LDA, and BoT, the number
of latent topics were all set to 300. The dimensionality of the pre-trained word
embeddings was set to 300, thus text vector calculated by AE also has a dimen-
sionality of 300. For PV, dimensionality was set to 300. And for FBoWC, the
number of word clusters was also set to 300. The mapping bound in FBoW and
FBoWC was set to zero, since FBoW and FBoWC perform best according to
[2]. λ was set to 0.15 in FBoT model. Thus, the derived dimensionality of short
text vector from LSA, LDA, AE, PV, FBoWC and FBoT are all 300.

In our experiments, word2vec [3] was utilized to generate word embeddings,
which were trained on a Google News corpus (over 100 billion words). Word
communities were obtained from a news corpus which contains nearly 20000
news by LDA [8]. Support Vector Machine (SVM) was utilized as classification
algorithm in our experiments, which was implemented by sklearn2. And the
implementations of BoW, LSA, LDA are based on gensim3.

4.3 Classification Results

Table 3 shows the results of short text classification. It can be easily observed that
FBoT achieved the highest accuracies on two datasets, which means that our
method is effective. The results of FBoWC was slightly lower than FBoT. This
mainly because word communities in FBoT are more coherent and meaningful
than word clusters in FBoWC. FBoWC performed better than FBoW, which
might be because word clusters alleviate the noises and redundancies in basis

2 http://scikit-learn.org.
3 https://radimrehurek.com/gensim.

http://scikit-learn.org
https://radimrehurek.com/gensim


480 H. Jia and Q. Li

Table 3. Classification accuracies (%) for compared methods on two datasets.

Google Snippets Amazon Reviews

BoW 69.0 67 ± 0.2

LSA 70.0 72 ± 0.3

LDA 46.8 65.5 ± 0.6

AE 80.3 73.0 ± 0.1

PV 67.4 76.8 ± 0.3

FBoW 78.6 73.2 ± 0.3

FBoWC 82.2 75.1 ± 0.2

FBoT 84.7 78.0±0.3

terms. BoW and LDA, however, performed really bad due to the sparsity of
short texts. We can also find that LDA performed better in Amazon Reviews
than in Google Snippets due to the increases of documents length.

4.4 Analysis of Parameter

In our experiments, we also analyze the influence of the value of λ in our proposed
FBoT model, which is defined as the threshold to select words to form word
communities. In the experiment, we set λ in the range of 0.05 to 0.5 to observe
its effect. The results on Google Snippets dataset are illustrated in Fig. 1 (Results
were similar in the other dataset.). As the figure shows, when λ is lower than
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Fig. 1. Performance of FBoT for different λ.
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0.1, the classification accuracy boosts with λ grows. When λ increases over 0.4,
the accuracy degrades gradually. And when λ is set in the range from 0.1 to 0.4,
the accuracy fluctuates within a narrow range. Thus it is rational to set λ in
this interval. Most word communities would have only one word if λ is too large.
And too small λ may introduce noise.

5 Conclusion

We have proposed a new model, FBoT, for short text representation learning.
Word communities were defined as basis terms in document vector. And we
obtained word communities by run topic model on external corpus. Experimental
results show that word communities in FBoT are more coherent and meaningful
than word clusters in FBoWC. In experiments of short text classification, text
vectors represented by FBoT achieved the highest accuracies compared with 7
other methods, which verified the effectiveness of our proposed FBoT model.
However, a limitation of FBoT is that the generalization capacity of the model
depends on the corpus which word communities extracted from. In the future,
we will explore ways to employ better paradigms, e.g. lifelong learning [14], to
generate more generalized and meaningful word communities by utilizing a large
amount of corpus.

Acknowledgments. This work was supported in part by Shanghai Innovation Action
Plan Project under the grant No. 16511101200.
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Abstract. Due to the huge category number, the sophisticated com-
binations of various strokes and radicals, and the free writing or print-
ing styles, generating Chinese characters with diverse styles is always
considered as a difficult task. In this paper, an efficient and general-
ized deep framework, namely, the W-Net, is introduced for the one-shot
arbitrary-style Chinese character generation task. Specifically, given a
single character (one-shot) with a specific style (e.g., a printed font or
hand-writing style), the proposed W-Net model is capable of learning
and generating any arbitrary characters sharing the style similar to the
given single character. Such appealing property was rarely seen in the
literature. We have compared the proposed W-Net framework to many
other competitive methods. Experimental results showed the proposed
method is significantly superior in the one-shot setting.

1 Introduction

Chinese is a special language with both messaging functions and artistic val-
ues. On the other hand, Chinese contains thousands of different categories or
over 10,000 different characters among which 3,755 characters, defined as level-1
characters, are commonly used. Given a limited number of Chinese characters or
even one single character with a specific style (e.g., a personalized hand-writing
calligraphy or a stylistic printing font), it is interesting to mimic automatically
many other characters with the same specific style. This topic is very difficult and
rarely studied simply because of the large category number of different Chinese
characters with various styles. This problem is even harder due to the unique
nature of Chinese characters among which each is a combination of various
strokes and radicals with diverse interactive structures.

Despite these challenges, there are recently a few proposals relevant to the
above-mentioned generation task. For example, in [13], strokes are represented
by time-series writing evenly-thick trajectories. Then it is sent to the Recurrent
Neural Network based generator. In [6], font feature reconstruction for standard-
ized character extraction is achieved based on an additional network to assist the
c© Springer Nature Switzerland AG 2018
L. Cheng et al. (Eds.): ICONIP 2018, LNCS 11305, pp. 483–493, 2018.
https://doi.org/10.1007/978-3-030-04221-9_43
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one-to-one image-to-image translation framework. Over 700 pre-selected train-
ing images are needed in this framework. In the Zi2Zi [12] model, a one-to-many
mapping is achieved with only a single model by the fixed Gaussian-noise based
categorical embedding with over 2,000 training examples per style.

There are several main limitations in the above approaches. On one hand, the
performance of these methods usually relies heavily on a large number of samples
with a specific style. In the case of a few-shot or even one-shot generation, these
methods would fail to work. On the other hand, these methods may not be
able to transfer to a new style which has not been seen during training. Such
drawbacks may hence present them from being used practically.

(a) printing font (b) hand-writing style

Fig. 1. Generated traditional characters by the proposed W-Net model with one
single sample available (the right-bottom character with red boxes). (Color figure
online)

In this paper, aiming to generate Chinese characters when even given one shot
sample with a specific arbitrary style (seen or unseen in training), we propose
a novel deep model named W-Net as a generalized style transformation frame-
work. This framework better solves the above-mentioned drawbacks and could be
easily used in practice. Particularly, inherent from the U-Net framework [9] for
the one-to-one image-to-image translation task [4], the proposed W-Net employs
two parallel convolution-based encoders to extract style and content information
respectively. The generated image will be obtained by the deconvolution-based
decoder by using the encoded information. Short-cut connections [9] and mul-
tiple residual blocks [2] are set to deal with the gradient vanishing problem
and balance information from both encoders to the decoder. The training of
the W-Net follows an adversarial manner. Inspired by the recently proposed
Wasserstein Generative Adversarial Network (W-GAN) framework with gradi-
ent penalty [1], an independent discriminator1 (D) are employed to assist the
W-Net (G) learning.
1 The discriminator actually attaches an auxiliary classifier proposed in [8].
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As a methodological guidance, only one-shot arbitrary-style Chinese charac-
ter generation is demonstrated in this paper, as examples given in Fig. 1. How-
ever, the W-Net framework can be extended to a variety of related topics on
one-shot arbitrary-style image generation. With such a proposal, the data syn-
thesizing tasks with few samples available can be fulfilled much more readily and
effectively than previous approaches in the literature.

2 Model Definition

2.1 Preliminary

Denote X be a Chinese character dataset, consisting of J different characters
with in total I different fonts. Let xi

j be a specific sample in X, regarded as
the real target. Following [3,5], the superscript i ∈ [0, 1, 2, ..., I] represents i-th
style, while the subscript j ∈ [1, 2, ..., J ] denotes j-th example.

Specifically, during the training, when i = 0, x0
j denotes the image of the j-th

character with a standardized style information, named as the prototype con-
tent. Meanwhile, xi

k, k ∈ [1, 2, ..., J ] is defined as a style reference equipping
with the i-th style information, the same as xi

j . Be noted that commonly, j and
k are different. In the proposed model, each xi

j is assumed to be combined with
information from the prototype x0

j and the i-th writing style learned from xi
k.

The proposed W-Net model will then produce the generated target G(x0
j , x

i
k)

which is similar to xi
j by taking both x0

j and xi
k simultaneously.

Be noted that only single style character is required to produce the generated
target. It is defined as the One-Shot Arbitrary-Style Character Genera-
tion task. Specifically, the given single sample (E.g., xm

p , where m can be any
arbitrary style, meanwhile p could be any single character. Both m and p can
be irrelevant to [1, 2, ..., I] and [1, 2, ..., J ] respectively) is seen as the one-shot
style reference. The task can be readily fulfilled by feeding any content prototype
(x0

q) of the desired q-th character on condition of those relevant outputs of the
Encr (to be connected to the Dec with both shortcut or residual block connec-
tions, as will be demonstrated in Sect. 2.2) to produce G(x0

q, x
m
p ) given the single

style example (xm
p ). In such the setting, alternating q will lead to synthesizing

different characters. Simultaneously, all the generated examples are expected to
imitate the m-th style information given by xm

p . Similarly, q could also be out
of [1, 2, ..., J ] as well.

2.2 W-Net Architecture

Figure 2 illustrates the basic structure of the proposed W-Net model. It con-
sists of the content prototype encoder (Encp, the blue part), the style reference
encoder (Encr, the green part), and the decoder (Dec, the red part).
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Fig. 2. The W-Net (better viewed in colors), where the blue part represents Encp,
green for Encr, and red for Dec. Conv: 5×5 convolution; DeConv: 5×5 deconvolution.
Fixed stride 2 and ReLU are applied to both Conv and DeConv. ConCat: Feature
concatenation on the channel; ShortCut: Feature Shortcut.

The Encp and Encr are constructed as sequences of convolutional layers,
where 5 × 5 filters with fixed stride 2 and ReLU function are implemented. By
this setting, 64 × 64 prototype and reference images x0

j and xk
j will be mapped

into 1 × 512 feature vector, denoted as Encp(x0
j ) and Encr(xk

j ) respectively.
Identical to the decoder in the U-Net framework [9], Dec is designed as

a deconvolutional progress layer-wisely connected with Encp and Encr. It pro-
duces a generated image, the size of which is consistent with all the input images
of both encoders. Specifically, for higher-level features between the decoder and
both the encoders, connections are achieved by simple feature shortcut. For
lower-level layers of Encp, a series of residual blocks2 [2] are applied and con-
nected to the Dec. The number of blocks is controlled by a super parameter M .
On the contrast, as the writing style is a kind of high-level deep feature, there
is only one residual block connection (with M blocks) between Encr and Dec,
omitting lower-level feature concatenation at the same time.

2.3 Optimization Strategy and Losses

The proposed W-Net is trained adversarially based on the Wasserstein Gener-
ative Adversarial Network (W-GAN) framework, regarded as the generator G.
Specifically, it takes the content prototype and the style reference, and then
returns generated target as G(x0

j , x
i
k) = Dec(Encp(x0

j ), Encr(xi
k)) closed to xi

j .
G is optimized by taking advantages of the adversarial network D as well as
several optimization losses defined as follows.
2 The structure of the residual block follows the setting in [6].
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Training Strategy: The learning of the W-Net follows the adversarial train-
ing scheme. In each learning iteration, there are two independent procedures,
including the G training and the D training respectively. The G and the D are
trained to optimize Eqs. (1) and (2) respectively.

LG = − αLadv−G + βdLdac + βpLenc−p−cls + βrLenc−r−cls

+ λl1L1 + λφLφ + ψpLConstp + +ψrLConstr

(1)

LD =αLadv−D + αGPLadv−GP + βdLdac + βpLenc−p−cls + βrLenc−r−cls (2)

Adversarial Loss: G optimizes Ladv−G = D(x0
j , G(x0

j , x
i
k), xi

k), while D mini-
mizes Ladv−D = D(x0

j , x
i
j , x

i
k) − D(x0

j , G(x0
j , x

i
k), xi

k). Be noted that a gradient
penalty is set as Ladv−GP = ||∇x̂D(x0

j , x̂, xi
k) − 1||2 [1], where x̂ is uniformly

interpolated along the line between xi
j and G(x0

j , x
i
k).

Categorical Loss of the Discriminator Auxiliary Classifier: Ldac =
[

log Cdac(i|x0
j , x

i
j , x

i
k)

]

+
[

log Cdac(i|x0
j , G(x0

j , x
i
k), xi

k)
]

, inspired by [8].

Reconstruction Losses consists the pixel-level difference (L1 =
||(xi

j − G(x0
j , x

i
k))||1) and the high-level feature variation

(Lφ =
√

∑

φ

[

φ(xi
j) − φ(G(x0

j , x
i
k))

]2). φ(.) represents a specific deep feature.
The VGG-16 network [10] trained with multiple character styles is employed
here. In this optimization, in total five convolutional features including φ1−2,
φ2−2, φ3−3, φ4−3, φ5−3 are involved.

Constant Losses of the Encoders: The constant losses [11] are also employed
for both encoders. They are given by LConstp = ||Encp(x0

j )−Encp(G(x0
j , x

i
k))||2

and LConstr = ||Encr(xi
k)−Encr(G(x0

j , x
i
k))||2 respectively for Encp and Encr.

Categorical Losses on Both Encoders: To ensure the specific functional-
ities of the two encoders, we forced the content and style features extracted
by them to be equipped with the corresponding commonality separately for
the same kind. It is designated by adding a fully-connecting to implement the
category classification task, which leads to that both encoders learn their own
representative features, simultaneously over-fitting is avoided thereby. θp and
θr are used to denote the fully-connecting and softmax functions together for
both output feature vectors of encoders respectively, while the classifications
are noted as Cencp and Cencr. The upon-mentioned cross entropy losses of
both classifications are given as Lenc−p−cls =

[

log Cencp(j|θp(Encp(x0
j ))

]

and
Lenc−p−cls =

[

log Cencr(i|θr(Encr(xi
k))

]

respectively. Be noted that i and j rep-
resent the specific style and the character labels.

3 Experiment

A series of experiments have been conducted to verify the effectiveness of the
proposed W-Net network. Both printed and hand-writing fonts are evaluated.
Several relevant baselines are also referred for the comparison as well.
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3.1 Experiment Setting

80 fonts are specially chosen in standard Chinese printed font database. 50 of
them, each containing 3,755 level-1 simplified Chinese characters, are involved
in the training set. The offline version of both CASIA-HWDB-1.1 (for simplified
isolated characters) and the CASIA-HWDB-2.1 (for simplified cursive charac-
ters) [7] are involved as the hand-writing data set. Characters written by 50
writers (No. 1,101 to 1,150) are selected as the training set, resulting in total
249,066 samples (4,980 examples per writer averagely). For both sets, the testing
data are chosen due to different evaluation purposes. HeiTi (boldface font) is
used as the prototype font for both the sets, as examples given in Fig. 3(a).

Baseline models include two upgraded version of the Zi2Zi [12] framework
which were modified for the few-shot new-coming style synthesization task. One
utilizes a fine-tuning strategy (noted as Zi2Zi-V1 ), where the style information
is assumed to be the linear combination of multiple known styles represented
by the fixed Gaussian-noise based categorical embedding; The other (Zi2Zi-V2)
discards the categorical embedding by introducing the final softmax output of a
pre-trained VGG-16 network (embedder network), identical to the one employed
in Sect. 2.3. All the other network architecture and training settings of these
baselines are all the same by following [12]. Characters from both databases are
represented by 64 × 64 gray-scale images, after which they are then binarized.
One thing to be particularly noted is that both the proposed W-Net and the
Zi2Zi-V2 follow the one-shot setting, where only single style example (xm

p ) is
referred during the evaluation process. However, the Zi2Zi-V1 employ the few-
shot (32 references) scheme in order to obtain a valid fine-tuning performance.

Hyper-parameters during W-Net training are tuned empirically and set as
follows: residual block number is M = 5; relevant penalties are: α = 3, αGP = 10,
βd = 1, βp = βr = 0.2, λl1 = 50, λφ = 75, ψp = 3 and ψr = 5.

The Adam optimizer with β1 = 0.5 and β2 = 0.999 is implemented, while
the initial learning rate is set to be 0.0005 and decayed exponentially after each
training epoch. The architecture of D follows the setting of the Zi2Zi framework
[12] with the W-GAN framework. For the sake of speeding up and stabilizing
the training progress, the batch normalization is applied several layers to the G
network, while the layer normalization is selected for D. Drop out trick is also
applied to both G and D to improve the generalization performance. Weight
decay is also engaged to avoid the over-fitting issue. The proposed W-Net frame-
work and other baselines are implemented with the Tensorflow (r1.5).

3.2 Model Reasonableness Evaluation

The W-Net model is verified by setting p = q for content x0
q and the style xm

p in
this section. Hereby, the reference is exactly the real target (xm

p = xm
q ). For each

evaluation, as previously instructed, only single style reference (xm
p , characters

of 2nd rows in (b)–(e) of Fig. 3) is engaged. The generated image is seen to follow
the style tendency of the one-shot reference if the proposed W-Net is capable of
reconstructing the extracted style information in the reference image xm

p .
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(a) Prototype

(b) Printing Font No. 62

(c) Printing Font No. 77

(d) Hand-writing Style No. 1293

(e) Hand-writing Style No. 1295

Fig. 3. Several examples of generated data of unseen printing and hand-writing styles.
(a) The input content prototypes; (b)–(e) 1st row: generated characters; 2nd row:
corresponding style references (ground truth characters).

Figure 3 illustrates several examples of the comparison result for synthesizing
unseen styles during training. It can be observed that styles of both printed and
hand-writing types are learned and transferred to the prototypes by the W-Net
model with the proper performance by maintaining the style consistency.

3.3 Model Effectiveness Evaluation

The effectiveness of W-Net is tested by generating commonly-used Chinese char-
acters (simplified and traditional) with alternative styles. In this setting, xm

p are
randomly selected one-shot character with the m-th style information to imi-
tate the real application scenario, while q are referred to the desired content
prototypes to be generated. Commonly, p �= q.

Figures 4 and 5 list several examples of the generated images by W-Net and
two baselines for seen and unseen styles during training respectively. Particularly,
only simplified Chinese characters are accessible during training, as seen in the
left four columns of each subfigure of those two illustrations. There is no ground
truth data in both the involved databases of those traditional images in other
remaining columns.
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(a) Printing Font No. 20 (b) Hand-writing Style No. 1102

(c) Printing Font No. 22 (d) Hand-writing Style No. 1111

(e) Hand-writing Style No. 36 (f) Hand-writing Style No. 1124

Fig. 4. Several examples of generated characters of seen styles. (a), (c) and (e) are
printing fonts; (b), (d) and (f) are hand-writing styles. In each figure, 1st row: ground
truth characters (with blue boxes) and the one-shot style reference (with red boxes);
2nd: W-Net generated characters; 3rd row: Zi2Zi-V1 performance; 4th row: Zi2Zi-V2
performance. (Color figure online)

When generating characters with a specific seen style during training, it can
be intuitively observed in Fig. 4 that even given one-shot style reference, the gen-
erated fonts by W-Net look very similar to the corresponding real targets. Dif-
ferently, under the few-shot setting, the Zi2Zi-V1 still produces blurred images,
while Zi2Zi-V2 seems to synthesize characters with the averaged style. The
proposed W-Net outperforms others by producing characters with both desired
contents and consistent styles with only one-shot style reference available.

Simultaneously, acceptable generations can still be obtained from the Fig. 5
by the proposed scheme when constructing unseen styles with one-shot style
reference as well. Though the generated samples are not similar enough as that
in previous examples, a clear stylistic tendency can still be clearly observed. On
the contrast, Zi2Zi-V1 failed to produce high-quality images even 32 references
are given for the fine-tuning due to the over-fitting issue. At the same time,
the Zi2Zi-V2 failed to generate distinguishable styles since it is only capable
of learning styles from the original basis provided by the embedder network
(VGG-16).
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(a) Printing Font No. 60 (b) Hand-Writing Style No. 1033

(c) Printing Font No. 61 (d) Hand-Writing Style No. 1048

(e) Hand-writing Style No. 62 (f) Hand-Writing Style No. 1090

Fig. 5. Several examples of generated characters of unseen styles. (a), (c) and (e) are
printing fonts; (b), (d) and (f) are hand-writing styles. In each figure, 1st row: ground
truth characters (with blue boxes) and the one-shot style reference (with red boxes);
2nd: W-Net generated characters; 3rd row: Zi2Zi-V1 performance; 4th row: Zi2Zi-V2
performance. (Color figure online)

3.4 Analysis on Failure Examples

The proposed model would sometimes fail to capture the style information when
it is over far away from the prototype font. For example, some cursive writing
may play a negative role in the generation process since input contents are all
isolated characters. Some failed generated characters are given in Fig. 6, of which
the 2nd row lists the corresponding one-shot style references.

Upon the proposed W-Net, each target is regarded as a non-linear style trans-
formation from a reference to a prototype. However, when the style is too dif-
ferent from the content font, the model fails to learn this complicated mapping
relationship. In such extreme circumstances, the provided single prototype font
in this paper might be an inappropriate choice. In this case, it could be a good
idea to learn additional mappings which can transform the original prototype to
suitable latent features so as to better handle free writing styles in real scenarios.
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(a) Printing Font No. 71

(b) Hand-Writing Style No. 1289

Fig. 6. Unsatisfied generated examples. In each figure: 1st row: generated characters;
2nd row: corresponding style references (ground truth characters)

4 Conclusion and Future Work

A novel generalized framework named W-Net is introduced in this paper in order
to achieve one-shot arbitrary-style Chinese character generation task. Specifi-
cally, the proposed model, composing of two encoders and one decoder with
several layer-wised connections, is trained adversarially based on the W-GAN
scheme. It enables synthesizing any arbitrary stylistic character by transferring
the learned style information from one single reference to the input content
prototype. Extensive experiments have demonstrated the reasonableness and
effectiveness of the proposed W-Net model in the one-shot setting.

Extensions to more proper mapping architectures for image reconstruction
will be studied in the future so as to capture sufficiently complicated and
free writing styles. Meanwhile, practical applications are to be developed not
only restricted in the character generation domain, but also in other relevant
arbitrary-style image generation tasks.
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Abstract. For second language learners, a reliable and effective Gram-
matical Error Correction (GEC) system is imperative, since it can be
used as an auxiliary assistant for errors correction and helps learners
improve their writing ability. Researchers have paid more emphasis on
this task with deep learning methods. Better results were achieved on
the standard benchmark datasets compared to traditional rule based
approaches. We treat GEC as a special translation problem which trans-
lates wrong sentences into correct ones like other former works. In
this paper, we propose a novel correction system based on sequence to
sequence (Seq2Seq) architecture with residual connection and semanti-
cally conditioned LSTM (SC-LSTM), incorporating edit operations as
special semantic information. Our model further improves the perfor-
mance of neural machine translation model for GEC and achieves state-
of-the-art F0.5-score on standard test data named CoNLL-2014 compared
with other methods that without any re-rank approach.

Keywords: Grammatical error correction · Edit operations
Natural language processing · Semantically conditioned LSTM
Sequence to sequence

1 Introduction

With the development of globalization, the number of second language learners
is growing rapidly. Errors, including grammar, misspelling and collocation (for
simplicity, we call all these types of errors grammatical errors) are inevitable for
freshman who just begin to learn a new language. In order to help those learners
to avoid making errors in their learning process and improve their skills both for
writing and speaking, an automatic grammatical error correction (GEC) system
is necessary.

Specifically, GEC for English has attracted much attention as an important
natural language processing (NLP) task since 1980s. Macdonald et al. developed
a GEC tool named Writer’s Workbench based on some rules in 1982 [22], this
c© Springer Nature Switzerland AG 2018
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work leads the research in this field. Rule based error correction methods can
achieve high precision but with lower recall because the lack of generalization.
Some learning based approaches had been adopted to alleviate this drawback,
such as learning correction rules with corpora and machine learning algorithms
with N-grams features. Mangu et al. proposed a method which learned rules for
misspelling correction from a data set called Brown [13]. In addition, [29] used
N-grams and language model (LM) to cope with GEC problem.

From a common accepted perspective, researchers always treat GEC as a spe-
cial translation task which translates text with errors to correct one. On account
of this, many machine translation methods are utilized to rectify errors. Statis-
tical machine translation (SMT) as one of the most effective approach, was first
adopted to GEC in 2006 [3], they used SMT based model to correct 14 kinds
of noun number (Nn) errors and achieved much better performance than rules
based systems. Compared to traditional rules based and learning based methods,
machine translation based approaches only need corpora with pairwise sentences.
What is more, they have no limit to specific error types and can construct gen-
eral correction model for all kinds of errors. Whereas the main drawback of SMT
based GEC is that it handles each word or phrase independently, which results in
ignoring global context information and relationship between each entity. With
the aim of making up this deficiency, researchers attempted to take the advan-
tages of some neural encoder-decoder architectures such as sequence to sequence
(Seq2Seq) [27] with recurrent neural networks (RNN), since these models con-
sidered the global source text and all the preceding words when decoding. Xie et
al. proposed a neural machine translation (NMT) model based GEC system in
2014 [31], which was the first attempt to combine encoder-decoder architecture
with attention mechanism like the work in NMT [1]. They used character level
embedding and gated recurrent unit (GRU) [5] to correct all kinds of errors and
obtained a result on pair with state-of-the-art at that time.

In this paper, we further exploit neural encoder-decoder architecture with
RNN and attention mechanism which is similar as commonly used in NMT. In
addition, we utilize residual connection as in ResNet but with RNN [16] between
every two layers to make training process stable and effective. Different from [31],
we adopt long short term memory (LSTM) [17] in both encoder and decoder steps
with special semantic information called edit operations. We conclude 3 kinds of
different edit operations in correction process as “Delete, Insert and Substitute”,
which can also be considered as 3 kinds of simple error types as “Unnecessary,
Missing and Replacement” as defined in [4,11]. For the purpose of using these
edit operations information, semantically conditioned LSTM (SC-LSTM) [30]
is applied to our RNN based Seq2Seq model. In view of only a small part of
the whole text need to be corrected, we use a gate for those edit operations.
Through the results of our experiments, the gate is very useful to improve the
performance of SC-LSTN in GEC task. Since whether opening the gate or not
in a decoding step is mainly depends on all the words had been generated until
now, and there exists a clear distinction between training process and inference,
the model may give error gate information because of some mistakes made in
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former steps. With the aim of alleviating this drawback, we take the advantage of
the scheduled sampling technique [2]. With all of these methods, our automatic
GEC system with edit operations information achieves 48.67% F0.5-score on the
benchmark CoNLL-2014 test set [23]. It is state-of-the-art performance compared
to other approaches without the help of large language model and other tricks
to re-rank candidate corrections.

2 Related Work

Researchers in the field of NLP had paid much emphasis on GEC task since
2013, with the organization of CoNLL-2013 and 2014 shared tasks [23,24], of
which were competitions to cope with grammatical error correction problem of
essays written by second language learners. The test set in 2014 shared task had
been used as a standard benchmark since then and many works were made to
perform well on it.

The most commonly used methods in recent years are all related to machine
translation including statistical and neural models. All the top-ranking teams
in CoNLL shared tasks are used SMT based approaches to correct grammatical
errors, such as CAMB [12] and AMU [19]. Susanto et al. proposed a system
which combined SMT based method with a classification model and got a better
result [26]. The most effective technique which purely based on SMT was put
forward by Chollampatt et al. [6], they designed some sparse and dense features
manually and incorporated some tricks, such as LM, spelling checker and neural
network joint model (NNJMs) [8], to further improve their model’s performance
which was similar to [20].

In spite of the success of SMT based model for GEC task, those kinds of
methods suffer from ignoring global context information and lacking of smooth
representation which resulted in lower generalization and unnatural correction.
To address these issues, several correction systems which adopted neural encoder-
decoder framework have been presented. RNNSearch [1]was the first NMT model
be utilized to correct grammatical errors by Yuan et al. [32]. They additionally
applied an unsupervised word alignment technique and a word level SMT for
unknown words replacing. However, their work were conducted with Cambridge
Learner Corpus (CLC) which is non-public. Xie et al. [31] used a model with
similar architecture, but they chose character level granularity to avoid unknown
words problem effectively. They trained their model on two publicly available
corpora called NUCLE [10] and Lang-8 [28]. For supplementary, they synthesized
examples with frequent errors by some rules. A N-gram LM and edit classifier
were incorporated to choose solutions. Ji et al. also proposed a RNN based
Seq2Seq model with hybrid word and character level embedding and attention
for known and unknown words respectively [18]. Except NUCLE and Lang-8,
they employed non-public CLC dataset like [32] for training. What is more, they
further improved the performance of their correction system by a candidates
rescoring LM based on a very large scale corpora. Researchers have investigated
the effectiveness of convolutional neural networks (CNN) for encoder-decoder
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architecture to cope with GEC task. Chollampatt et al. proposed a Seq2Seq
model fully based on multi-layer CNN [7], they adopted the famous model in [14]
with BPE-based sub-word units embedding. In order to select the best correction,
they trained a resoring model with edit operations and LM as features explicitly.

The most valid correction system until now was put forward by Grundkiewicz
et al. [15], they combined NMT and SMT model together and used correc-
tions from the best SMT as the inputs of NMT model, incorporating with SMT
based spelling checker and RNN based LM, they achieved state-of-the-art per-
formance on CoNLL-2014 test set. Moreover, a most related work was proposed
by Schmaltz et al. in 2017 [25]. Different from [7] and our work, they used edit
operations as special tags in the target sentences and predicted those tags as
atomic tokens in decoding.

3 GEC Based on Edit Operations

In the following sections, we will describe our work in details, including the
corpora we used, our model architecture, experimental settings and results. At
last, a results’ analysis was presented.

3.1 Datasets

As general, we collected two publicly available corpora as talked above, NUCLE
[10] and Lang-8 [28]. The details of this two data sets are shown in Table 1.

Table 1. Corpora statistical information

Corpora Class Max-Len Min-Len Avg-Len Words-Num Chars-Num

NUCLE Source 222 3 20.89 33805 115

Target 222 3 20.68 33258 114

Lang-8 Source 448 3 12.35 126667 94

Target 494 3 12.6 109537 94

CoNLL-2014 test set 227 1 22.96 3143 75

Since NUCLE corpora is homologous with CoNLL-2014 test set but in a small
amount compared with Lang-8, we adopt a simple up-sampling technique that
using these samples twice for training. In data preprocessing step, we discard
samples with more than 200 characters despite in source or target, in addition,
we only use parallel samples that the difference of length between source text and
target one are less than 50. Moreover, some samples’ correct target texts are with
all words been removed, we throw away all these kinds of data directly. After
those processing steps, we split the whole corpora into training and validation
sets randomly and results in over 0.9M training samples and nearly 10 K for
validation. For model’s performance comparison, we choose CoNLL-2104 test
set [23] which has 1312 samples as commonly used in this task.
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3.2 Model Architecture

The main architecture of our GEC system is the commonly used Seq2Seq [27]
framework but with a soft attention mechanism in decoder which is similar as [1].
The simplified version of our model architecture with 3 layers is shown in Fig. 1.
Our model is constituted by 4 layers encoder and 4 layers decoder with residual
connection between each 2 layers and attention mechanism is adopted in the last
decoder layer. The bottom-left corner represents the encoder of our model which
encodes source text in character level including space symbol. The bottom layer
is a bi-directional RNN with half layer size and traditional LSTM cell compared
to upper layers, and process embedding data forward and backward respectively
to make sure the encoder can obtain contextual information of the source text.

Fig. 1. The architecture of our GEC system with residual connection, attention mech-
anism and SC-LSTM with extra gate.

Upper layers are all in forward style and with SC-LSTM [30] which is very
similar with traditional LSTM but with a semantical vector d that represents the
semantical information of the text, in our model, it represents the edit operations
needed for this error text. Since not all tokens need to be changed, we add a
semantical gate to control the information flow of this vector. The SC-LSTM
which illustrated in the bottom-right corner of Fig. 1 is defined by the following
equations with main difference in Eq. 6.

it = σ(Wwiwt + Whiht−1) (1)
ft = σ(Wwfwt + Whfht−1) (2)
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ot = σ(Wwowt + Whoht−1) (3)
st = σ(Wwswt + Whsht−1) (4)
ĉt = tanh(Wwswt + Whsht−1) (5)
ct = ft � ct−1 + it � ĉt + st � tanh(Wdcd) (6)
ht = ot � tanh(ct) (7)

To avoid gradient vanishing and make training process stable, we adopt resid-
ual connection both in encoder and decoder which is represented by red-curved
arrow. It changes the inputs of middle layers, of which can be defined by following
equations. It indicates the inputs of time t and i means ith layer, x represents
the source or target text with word embedding and h is the hidden states of
RNN cells.

It =

⎧
⎨

⎩

xt

hi−1
t

hi−1
t + hi−2

t

i = 0
i = 1
i > 1

(8)

Another important component of our model is attention mechanism as used
in [1] which is shown in the top-left corner of Fig. 1. We use weighted sum of
encoder outputs as context vector in the last decoder layer for generates char-
acters. The weight atk is computed as defined in Eqs. 9–11 where t indicates
the decoding step that from 1 to Tt, and ek represents the kth encoder output.
k and j both range from 1 to Ts. φ1 and φ2 are two feedforward affine trans-
forms, Ts and Tt represent the length of source error text and target right one
respectively. hL

t is the tth hidden state of the last decoder layer and Ct means of
context vector computed by weights and encoder outputs for decoding at step t.

utk = φ1(hL
t )Tφ2(ek) (9)

atk =
utk

Ts∑

j=1

utj

(10)

Ct =
Ts∑

j=1

atjej (11)

3.3 Experiments

For experiments, we use the model described above with character level opera-
tions. In view of the correction of misspelling, we represent each sample in charac-
ter style with a vocabulary constituted by 99 unique characters. The embedding
dimension of each character is 256 and maximum sentence length is limited to
200.

The most important part of our method is the edit operations informa-
tion d used in SC-LSTM which are extracted by a ERRor ANnotation Toolkit
(ERRANT) [4,11]. The toolkit is designed to automatically annotate parallel
English sentences with rule based error type information, all errors are grouped
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into 3 kinds of edit operations named “Unnecessary, Missing and Replacement”.
They are determined by whether tokens are deleted, inserted or substituted
respectively. We use this toolkit to extract all edit operations, and represent
them with a 3 dimensional one-hot vector d to indicate whether the operations
are needed or not for a specific error sentence.

Training. The model is trained using negative log-likelihood loss function as
defined in Eq. 12, where N is the number of pairwise samples in a batch and T i

t

is the number of characters in the ith target right sentence, x and d indicate the
source error text and edit operations vector respectively yi,j represents the jth
token in the correction for the ith instance.

Loss = − 1
N

N∑

i

1
T i
t

T i
t∑

j=1

log(p(yi,j |yi,1, ..., yi,j−1,x,d)) (12)

The parameters are optimized by Adaptive Moment Estimation (Adam) [21]
with learning rate set as 0.0003.

Another useful technique we adopt in our experiments is scheduled sampling
[2]. On account of the computation of gate for edit operations information relies
heavily on the preceding tokens. The different usage of target sentence between
training and inference affects the accuracy of computing semantical gates greatly.
In order to alleviate the influence of this distinction, we utilize scheduled sam-
pling with linear decay on some randomly chosen samples to bridge the gap
between training and inference.

Inference. For inference and testing, the edit operations we use in training are
unavailable since we do not know the corrections of samples in test set. We take
a simple traversal approach which means we consider all possible combinations
of edit operations. This method results in 8 kinds of different cases. We do
correction for each of them using beam search technique with same beam size.
24 candidates are obtained and sorted by the cumulative probability of each
token, the top one is regarded as the best correction.

3.4 Results and Analysis

Experimental Results. We compare the loss on validation set for 3 differ-
ent conditions as shown in Fig. 2, the green-triangle one represents experiments
without edit operations information with traditional LSTM and orange-star one
shows the loss without scheduled sampling technique in training. The blue-dot
one is the performance of our final model.

More concretely, the MaxMatch (M2) [9] scores computed by standard eval-
uation metric on CoNLL-2014 test set for those three different experimental
settings are shown in Table 2.

In Table 2, the top 5 lines are some baselines of previous works by other
researchers. The bottom 3 lines show the results of our model in which EOI
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Fig. 2. The loss comparison of three different conditions on test set

Table 2. M2 score comparison on CoNLL-2014 test set among our model and other
previous work without the help of re-rank technique

Model Parallel train data P R F0.5

Baseline

SMT of [6] Lang-8,NUCLE 58.24 24.84 45.90

SMT of [20] Lang-8,NUCLE 57.99 25.11 45.95

NMT of [18] Lang-8,NUCLE,CLC - - 41.53

NMT of [31] Lang-8,NUCLE 45.86 26.40 39.97

MLConv [7] Lang-8,NUCLE 59.68 23.25 45.36

MLConv(4 ens.) [7] Lang-8,NUCLE 67.06 22.52 48.05

Ours

GEC w/o EOI Lang-8,NUCLE 60.43 20.61 43.58

GEC EOI w/o SS Lang-8,NUCLE 54.55 30.16 46.95

Best GEC w/ EOI Lang-8,NUCLE 55.34 32.83 48.67

is the representation of Edit Operations Information and SS means Scheduled
Sampling. In addition, some correction examples are show in Table 3.

Analysis. To be fair, all the baselines are without the help of re-rank or rescor-
ing methods such as large scale LM since all of our experiments are conducted
without any those kinds of techniques. From the results, we can conclude that
our method obtain the best overall performance and edit operations are very
effective for grammatical error correction. Of which some previous work also
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Table 3. Some examples corrected by our EO GEC

Source error sentence Target right correction

It’s heavy rain today It rained heavily today

Everyone wants to be success Everyone wants to be successful

I likk it I like it

I has a apple I have an apple

I start to learning English again I'm starting to learn English again

I am very interes on the book I am very interested in the book

The poor man needs a house to live The poor man needs a house to live in

We must return back to school this afternoon We must return to school this afternoon

had proved in other aspects, for example, [7] used edit operations information
to train rescoring model and further improved their system’s performance. In
detail, compared with other approaches, our model achieves much higher recall
but with lower precision, the main reason is that edit operations bring more
information to correct errors. In addition, our straightforward traversal skill in
inference is more likely to do more corrections which further results in higher
recall but may lose precision.

4 Conclusion

In conclusion, we propose a neural sequence to sequence grammatical error cor-
rection system which utilizes edit operations information in encoder and decoder
directly, the model with SC-LSTM achieves state-of-the-art performance on stan-
dard benchmark compared to other former effective approaches with fair con-
ditions. To our knowledge, it is the first attempt to exploit edit operations as
semantic information to control the correction process. The usage of character
level representation, residual connection and scheduled sampling further improve
our method’s robustness and effectiveness. The traversal technique for edit oper-
ations in inference is intuitive but very valid. We can further enhance its capacity
by some kinds of selection tricks to avoid unnecessary modification and result
in promotion of precision. We will explore further in this direction in the future.
What’s more, direct utilization of error types information may be more effective
but with many difficulties since there are more categories of errors, but it is a
valuable research work.
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Abstract. In our previous work, without considering the stroke infor-
mation, a method based on spectral clustering (SC) for solving hand-
written touching numerals segmentation was proposed and obtained very
good performance. In this paper, we extend the algorithm to an online
system, and propose an improved method where the stroke information
is involved. First, the features of the numerals image are extracted by
a sliding window. Second, the obtained feature vectors are trained by
support vector machine to generate an affinity matrix. Thereafter, the
stroke information of original images is used to generate another affin-
ity matrix. Finally, these two affinity matrices are added and trained by
SC. Experimental results show that the proposed method can further
improve the accuracy of segmentation.

Keywords: Stroke information · Spectral clustering
Handwritten numerals segmentation · Affinity matrix · Sliding window

1 Introduction

The segmentation of handwritten touching numerals has been a research focus
in the OCR field, because it is the foundation of handwritten numeral string and
has great influences on the effect of recognition [12]. In the usual recognition of
numerals, it is common practice to divide a numeral string image into single
numeral image and then classified by the recognizer and obtain the classification
result. It’s easy to segment printed numerals. However, for handwritten numer-
als, due to the connection of handwritten numeral as shown in Fig. 1, these types
of numerals will make the segmentation become difficult.

In the traditional algorithms, it is usually based on the contour [3,8,18],
the skeleton [2,7,13], the reservoir [15] or the combination of contour, profile
and other morphological features to detect the type of adhesions by connection
points [14,16,20]. All of these algorithms were proposed to solve some problems
of connected numbers, but there are still some drawbacks of these algorithms.
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With the application of machine learning algorithms in related fields, handwrit-
ten single number recognition has become perfect. The recognition accuracy in
some excellent recognition systems can reach more than 97% [5], which is close
to the level of human. However, the accuracy of handwriting touching numer-
als recognition have not been able to achieve the desired effect. As far as we
know that in ICDAR 2013 (HDRC) competition the single numeral recognition
achieved the accuracy of 97.74% [5], and in ICFHR 2014 competition the best
accuracy of handwritten numerals string recognition is 85.3% [6]. Both competi-
tions use samples from the CVL database, in which the single numeral samples
are extracted from numerals string samples. In recent years, some state-of-the-
art algorithms have been proposed to see numerals string as a word, but we still
emphasize the importance of segmentation as mentioned in our previous paper
[1,9].

Fig. 1. Different types of touching numerals samples in NIST dataset.

In our previous study, we proposed an approach to extract features by a
sliding window which is similar to convolution [1] and use support vector machine
(SVM) to predict the affinity matrix of spectral clustering (SC). The matrix
predicted in this way need to rely on prior knowledge and large scale samples
trained by supervised learning. It only considers the position information of left
and right. However, In numerals strings sequence, the left and right information
can be replaced by the writing sequence, which means that we can also use
strokes sequence instead of left and right information.

Inspired by method in [4], we also can get the gesture and stroke information
of our online system. As stroke can be more complete representation of numerals
information. Therefore, based on the previous experiments, we use numerals’
stroke information to construct a matrix Sm and then add it to the affinity matrix
S to obtain an enhanced affinity matrix W ∗. Such design can further reflect the
internal association of the different numerals, and can more completely response
the internal information of the numerals, thus theoretically it can improve the
effect of clustering. Experiments show that the improved algorithm has a better
effect on the segmentation and further reduces the error rate on the original
dataset.

The structure of this article will be introduced as follows: In Sect. 2, the
related theoretical algorithms will be introduced. In Sect. 3, we will introduce
the improved method and the whole experimental process. In Sect. 4, the exper-
imental results will be shown the comparison effects of our method and previous
method on different datasets. Finally, in Sect. 5, we will present our conclusion
and future work.
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2 Brief of Spectral Clustering

Spectral Clustering is a kind of clustering method based on graph theory. It
divides a weighted undirected graph into two or more optimal subgraphs by the
distance between nodes in the graph. In graph theory, each graph can be repre-
sented as G = (V,E), V is defined as a set of nodes in the graph {v1, v2...vn} ∈ V .
E is defined as a set of any two nodes connected by the edge, E(vi, vj) ∈ E,
where i, j ∈ n. Each edge has a weight wij . As is defined in graph theory, we
can construct a matrix of degree of n ∗ n dimensions. However, in practice, the
weight wij of the sample does not actually exist, so it is necessary for us to
construct such weights according to certain rules. The common practice in SC
is to construct a the affinity matrix S by calculating the distance between any
two nodes in the sample. The construction of adjacency matrix W is depended
on S. The usual way to calculate distance between two points in space based on
their Euclidean distance. The formula is as follows:

Wij = Sij = exp
(

−||vi − vj ||2
2σ2

)
.

If a graph’s points set is divided into two subsets {A,B}, then you can define
their cut as follows:

cut(A,B) =
∑

i∈A,j∈B
wij ,

s.t. A ∪ B = V, A ∩ B = ∅.

In spectral clustering, the cut(A,B) gives a measure of association between
the two subgraphs. If the graph is divided in an optimal way, then the corre-
sponding cut value often is a local minimum. However, in practical problems, a
graph with K subgraphs: A1, A2, ...Ak, there exists multiple local minimum and
we do not know which one to use. If we just simply find the global minimum,
we will get some unbalanced results, which often leads to isolated points in the
cut. In order to avoid the poor result caused by the minimum cut, we need to
make a scale to limit each subgraph. Therefore, only by solving the optimiza-
tion problem: minANcut(Ai, A2, ...Ak), we can get the optimal partition of a
graph. Although this optimization problem is NP-complete, we still can solve it
by introducing slack variables as follow:

(D − W )y = λDy,

where Di =
∑n

j=1 wij . From this formula, we know that the key to SC is to
construct affinity matrix W and its degree matrix D. Based on this theory,
our previous method was proposed to construct such a affinity matrix based on
pixel features, and now we further strengthen such matrices by adding stroke
information.

3 The Proposed Method

In our method, Firstly, sliding window was used to extract features. The design
of sliding window refers to the approach of convolution neural network (CNN),
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which makes the feature extraction not only limited to the neighborhood cal-
culation of the original image pixels, but can take a deeper step to utilize the
left and right position information that hidden inside the numerals. So the rela-
tionship between the image pixels can be excavated to make the meaning of
the image feature richer. SVM which is a classical machine learning algorithm
has a good theoretical basis and extensive application. In addition, we add the
stroke information to the sample, and construct the affinity matrix by the stroke
information, which can completely reflect the internal correlation of numerals to
make the overall effect of the experiment further improved.

3.1 Feature Extraction by Sliding Window

The key to the application of machine learning in field of computer vision (CV)
is to completely extract effective features of the image and represent the feature
data correctly. In our method, we refer to the convolution operation and use the
convolution-like sliding window to extract the features of the samples, which can
represent the relation of multi-dimensional data in the image more completely.
Each image size in our samples is 32 ∗ 16 dimensions and sliding window size is
16∗16. The main process is to traverse each foreground pixel of the handwritten
numerals image. When it encounters the foreground pixel xi, taking xi as the
center and using the sliding window to extract the pixels around xi. If the central
target pixel is closer to the edge of the image, the part of the sliding window in
the periphery of the image is considered as ‘0’ in the region. If the target pixel
in the region of window we mark the blank of window as ‘1’. If there is not any
target pixel in the window we define the blank of window as ‘0’. So we will get
a 16 ∗ 16 dimensional feature data when a slide window skate over each target
pixel. For a sample containing m target pixels, there are m ∗ 16 ∗ 16 dimensional
feature data. Sliding window to extract the feature data is shown in Fig. 2.

Fig. 2. The 5 ∗ 5 dimensional sliding window to extract the feature data around the
target pixel.

3.2 Construction of Affinity Matrix by SVM

In the part of Sect. 2, the theory shows that using SC to achieve the numerals
segmentation based on affinity matrix S. But the key problem is how to construct
this matrix. In a sample, the target pixels is composed of the pixels of the
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stroke. Usually, the similarity of the SC is to directly calculate the Euclidean
distance between any points then to construct the adjacency matrix. Although
this method is straightforward and quick, for highly conglutinated numerals,
the segmentation effect is still poor. It neglects some of the hidden features and
global information of the sample, such as left or right information and stroke
information. These features can be used to measure weights between different
numerals pixel pairs, so the main task is to extract the features implicit in the
foreground pixels and use these hidden features to construct an affinity matrix
about the foreground pixels. We can regard the numerals foreground pixels as
a one-dimensional matrix, which means it can be defined as V = {i1, i2, ...iN}
where N represents the number of target pixels, and i1, i2, ...iN represent the
target pixel sequence. In the construction of affinity matrix, we can extract the
features of 16 ∗ 16 dimensions around each foreground pixel through the sliding
window.

The purpose of the experiment is to get a two-class clustering result by using
the SC. Therefore, we hope to get the classification of ‘0’ and ‘1’ which can
represent the left-right position of the image through the training of the extracted
features. But how to judge such ‘0’ and ‘1’, we can consider it as a dichotomous
question. In previous work, we proposed to obtain the value of similarity between
two points by SVM prediction [1], So as to obtain a m ∗ m dimensional affinity
matrix S of the target pixel. Therefore, the similarity between any two points
in a pair of images can be expressed as follows:

Sij = Psvm(Mbox(i, j)),

where i, j ∈ N.
Here Psvm represents SVM for predicting the similarity of two points, and

Mbox(i, j) represents the use of sliding window Mbox to extract the features of
N∗N dimensions (N represents arbitrary dimension of matrix, In our experiment
is 16) around the center pixel i, j. The correlation between the two pixel pairs
is predicted by calculating the features around the center point. This not only
limited to the calculation between adjacent pixels, but can make full use of the
image features.

In previous work of training models, We normalized the training samples of
the data set such that each sample has a binary image of M (M is arbitrary)
pixels. The touching numerals in the training sample set are composed by single
numeral, and before the synthesis, we marked the left and right numeral as ‘L’
or ‘R’ to represent their location information. Similarly, Using a sliding window
to capture a 16 ∗ 16 dimensional feature of each target pixel, if the central pixel
pair has the same label (‘L’ ‘L’ or ‘R’ ‘R’), the corresponding training sample is
marked as positive, otherwise marked as negative.

So if a sample with N foreground pixels, we can get a total of N ∗ (N − 1)
data with label, except for the comparison of the pixels themselves (the diagonal
of affinity matrix is 0). All these feature data will be used as the input for SVM
to train a recognizer model and it will be used to predict the wight of pixel pair
in one image (Fig. 3).



An Online Handwritten Numerals Segmentation Algorithm 511

Fig. 3. Example of handwritten touching numerals ‘23’. (a) is origin sample, the red
dots on same side in (b) (d) represent positive samples, the red dots on different side
in (c) represent negative samples. (Color figure online)

3.3 Construction of Affinity Matrix by Stroke

In practical online application, such as tablet or smart phone, we can get stroke of
writing. When the nip of pen touches the pad and leaves the pad, we can record
the coordinates of the gliding path. We record each pixel of the numerals to
constructs an affinity matrix based on stroke. For the strokes of the handwritten
numerals, the pixels in the one stroke are more relevant than the pixels in another
strokes. So the correlation coefficient in the same stroke is stronger than other
strokes, that is our idea of clustering. The following is our concrete approach.
For the one image sample, the stroke of the target pixels can be defined as a set
R. If the numeral is composed by two strokes, we define {R1, R2} ∈ R for it.
Since the numeral ‘4’ and ‘5’ are both composed of two strokes, so in practical
writing connected numerals will appear three or four strokes. The composition
of the three stroke information can be represented as {R1, R2, R3} ∈ R. For
handwritten touching numerals was composed by two numbers, there will not be
more than four stroke information in the combination. Maybe someone questions
that how we deal with the cluster of numerals more than two strokes. Here, we
solve this problem by add the matrix based on our previous method. Because
the previous method has divided the numeral string into two categories, and now
the numeral with three or four stokes will still be divided into two categories.
We extract the target pixel to be a one-dimensional matrix A[n], where n is the
length of a one-dimensional matrix. n is also the size of the target pixel while
corresponds to the length of affinity matrix. In order to facilitate the calculation,
we set two cursors i, j, where i represents the current pixel, and j represents the
other target pixels. The calculation of algorithm as follows:

Sm = Aij � Aji
T ,

s.t. i, j < n.

W ∗ = S + Sm,

Here Sm represents affinity matrix of the strokes. � represents calculation of
XNOR gate or equivalence gate. From the above calculation of the matrix, we will
get a affinity matrix of strokes. The matrix Sm contains the relevant information
of the stroke and adds it to the affinity matrix predicted by the SVM before,
so as to obtain a new affinity matrix W ∗. The matrix W ∗ is used as the input
of SC algorithm. Experiments show that the method with stroke information
added performs better than the previous approach. The segmentation effect is
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improved significantly. The effect of segmentation comparison is shown as below
Fig. 4.

(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 4. Example of handwritten numerals ‘35’. (a)–(d) is the segmentation effect of
handwritten numerals by SC algorithm in previous work. (e)–(h) is the segmentation
effect of handwritten touching numerals by SC algorithm with stroke information in
this paper.

3.4 Segmentation Verification

From the above, the numerals will be split into two single characters. The fol-
lowing work is to identify the numeral of segmentation image and calculate the
accuracy of the segmentation. The common practice is to use the origin single
numeral images with prior knowledge as training samples to obtain a recognizer
and calculate the accuracy through cross-validation. As our previous test data set
was synthesized by single numeral images, so we can train these single numeral
data set to get a common recognizer for our segmentation numerals. We choose
SVM to do the classification and cross-validation, this part also can be replaced
by multi-layer perception (MLP) or back propagation (BP). All the origin image
was classified to ‘0’ to ‘9’ and marked the label, then the training samples from
‘0’ to ‘9’ were cross-validated by SVM to get the segmentation accuracy. This
approach reflects the advantages of the idea of segmentation identification. If we
recognized the numerals from ‘00’ to ‘99’ directly, we need to make 100 classifiers
of these numerals respectively. If we do like that, it will increases the complex-
ity of classifier and reduces the reusability. In order to make the whole system
more reliable, the accuracy of each numeral’ recognizer over 99% on our original
sample will be accepted.

4 Experimental Results

The work in this paper is based on the real part of OCR products. Our experi-
mental data was collected from a such a tablet, and data set was supplemented
before the experiment. We collected 8, 654 single numeral added to the previous
data set to train the recognizer. We also collected 9, 896 handwritten connected
numerals with stroke information and the size of each sample is 32 ∗ 16. The
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Table 1. Comparison of segmentation effects on our data set and NIST SD-19 data
set.

Data sets Our online data set NIST SD-19

Type of sample Previous
algorithm
(%)

Improved
algorithm
(%)

Previous
algorithm
(%)

Improved
algorithm
(%)

0[0−9] 97.68 98.22 99.33 99.46

1[0−9] 96.43 97.54 97.84 98.31

2[0−9] 97.32 98.47 96.15 97.56

3[0−9] 95.34 98.64 98.65 99.23

4[0−9] 94.16 96.73 95.34 98.39

5[0−9] 92.67 95.44 96.02 98.34

6[0−9] 96.59 97.83 97.03 98.72

7[0−9] 97.48 98.92 98.92 99.22

8[0−9] 93.08 95.71 95.88 97.06

9[0−9] 96.08 97.43 98.58 99.05

Table 2. Comparison of different segmentation algorithms using NIST SD-19 data set.

Ref. Primitives Ligatures Pre-class ≥ 2 OverSeg Approach Size Perf.(%)

Pre. approach [1] Affinity matrix Yes Yes No Yes Seg-Rec-Seg 2000 97.65

[21] Contour, Concavities No No Yes No Seg-then-Rec 3287 94.8

[11] Contour, Concavities No Yes No No Rec-Based 3500 92.5

[12] Contour No Yes Yes Yes Rec-Based 3359 97.72

[19] Skeleton Yes No No No Seg-then-Rec 2000 88.7

[17] Skeleton Yes Yes Yes Yes Rec-Based 5000 96.5

New approach Improved affinity matrix Yes Yes No Yes Seg-then-Rec 2000 98.53

number of each numerals is about 100 ranging from ‘00’ to ‘99’. In the experi-
ment, the sample picture and the binary pixel text with the stroke information
are used as input for the experiment. The whole process of collecting spent a
lot of time and resources and the purpose is to ensure the quantity and quality
of the sample, because this part of work has an important role on the following
feature extraction, and affects the entire experiment results.

In the part of feature extraction, we still use the previous experiment method.
In the part of algorithm, we added an affinity matrix based on the stroke infor-
mation. In the part of recognition and verification, the data set is equally divided
into 10 subsets to use 10-fold cross-validation. For each fold, we use nine of the
subsets to build the training sets and the rest of subsets is used as test data for
verification. All the algorithms are mainly implemented by python and MAT-
LAB. The prediction of affinity matrix and cross-validation part use the open
source framework LIBSVM. In our experiment, we only focus on the accuracy
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(a) the effects on our online data set

(b) the effects on NIST data set

Fig. 5. Comparison of experimental results on different data sets

of segmentation, so there is no comparison of calculation time, nor the specific
operating conditions associated with specific experiments.

The experiment is tested on our collected online data set and the standard
data set (NIST SD-19) [10]. In the our dataset, the previous method without
adding the strokes information to obtains an accuracy of 95.68%. Afterwards,
when we add the strokes information as input, the whole experiment result has
been improved to 97.49%. In order to fully demonstrate the credibility and accu-
racy of our algorithm, we also validate it on another common data set, NIST
SD-19. Since NIST SD-19 is an offline data set, it does not provide strokes
information. To bring the experimental data closer to our online data set, we
perform some preprocessing on the SD-19 data set, manually marking the strokes
for samples that have not been divided by the previous method. By comparing
with previous method, we found that the segmentation results of the experiment
have been significantly improved after adding the stroke information to samples.
The segmentation effect of numerals with ‘3’ or ‘5’ is obviously improved. The
whole accuracy of the experimental results on the NIST SD-19 data set can
reach 98.53%, which is about 0.9% higher than before. This verifies our previ-
ous assumption. The details of comparison of specific experiments is shown in
Tables 1, 2 and Fig. 5.
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5 Conclusion and Outlook

In this paper, we propose an algorithm that merging the stroke information to the
construction of affinity matrix, which improves the correlation of matrix elements
and effect of handwritten touching numerals segmentation algorithm. Different
from traditional algorithms, our approach divides the connected numerals image
that is based on all pixels of graph, so that it can overcome the disadvantage
of the traditional cutting which only calculates neighborhood of images. In our
online system, we make full use of the stroke information to build an affinity
matrix to improve the SC. These strokes often are ignored by some applications.
Our approach has been tested on our collected data set and NIST SD-19 data set,
which achieves a good result. The accuracy of segmentation has all improved to
97%, which further proves that online stroke information has good generalization
in numerals segmentation. At present, our experiments are mainly used in online
writing systems to solve the problem of double-numerals. In the following work,
we will continue to study the segmentation problem of numerals string and
characters based on this research.
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Abstract. The paper presents a methodology to assess the problems
behind static gene expression data modelling and analysis with machine
learning techniques. As a case study, transcriptomic data collected during
a longitudinal study on the effects of diet on the expression of oxidative
phosphorylation genes was used. Data were collected from 60 abdomi-
nally overweight men and women after an observation period of eight
weeks, whilst they were following three different diets. Real-valued static
gene expression data were encoded into spike trains using Gaussian recep-
tive fields for multinomial classification using an evolving spiking neural
network (eSNN) model. Results demonstrated that the proposed method
can be used for predictive modelling of static gene expression data and
future works are proposed regarding the application of eSNNs for per-
sonalised modelling.

Keywords: Evolving spiking neural networks
Gaussian receptive fields · Static data · Gene expression · Microarray
Transcriptome data analysis

1 Introduction

Biomedical research is one of the most significant areas of investigation in data
science. This area produces a tremendous amount of data and provides an oppor-
tunity for extensive exploration and application in several domains, such as per-
sonalised medicine. Personalised modelling is now a trend and is considered ben-
eficial for diagnosis, treatments, and advance in medical science. The prospect
of personalised treatments are now promising [1,2].
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The current size of bioinformatics data collected for this purpose was esti-
mated around 75 petabytes in 2015, and it is expected to grow tremendously [3].
Data scientists are continuously proposing novel methods for the analysis of such
data and cost-effective data modelling is the hot spot and a future trend. In this
respect, Artificial Neural Networks (ANN) have demonstrated their potential for
the analysis of biological data and the application in personalised medicine in a
cost-effective way [4].

There are different sources of bioinformatics data, one of them is gene expres-
sion data. Modelling of gene expression data is challenging in terms of time-costly
and reliable results [5]. Several researchers have tried to tackle these problems
by developing new methodologies for gene data modelling and analysis, e.g. [6].
In particular, advancements have been made by using ANN techniques, some of
them proving their ability to deal with complex, multidimensional data by using
Evolving Spiking Neural Networks (eSNN) [7–11].

The eSNN architecture was first proposed by Kasabov [7] as an extension to
the evolving connectionist systems principle [12]. This architecture can change
both connection weights and structure during training to adapt to the input
information encoded. This behavior is based on biological neurons, which are
able to evolve and adapt according to their input [13]. The eSNN architecture
is divided into three layers: an encoding layer that binarizes the input data
into spike trains; a hidden layer for supervised learning; and an evolving output
neural model for data classification.

The eSNN demonstrate their potential to handle different types of data
(e.g. [9,11,14]), yet they have never been applied for static gene expression data
modelling and classification. This research work proposes a computational model
for static gene expression data analysis and predictive modelling using eSNN
techniques. The computational model is applied to static gene expression data
to study a nutrigenomics problem.

Some of the research questions that have been covered in this research work
are:

– Can we replace traditional ANN techniques with a promising computational
model based on eSNN for gene expression data analysis?

– What are the benefits of using eSNN versus traditional ANN?
– Can we discriminate different types of diets by using the proposed compu-

tational model and a set of signature genes selected from the multitude of
features available?

– Can the computational model proposed be applied to nutrigenomics data to
build a predictive model for the identification of weight-related genetic issues?

– Using the above-proposed model, can weight-related issues be detected at an
early stage?

The next section, Sect. 2, describes the material and methods used to carry
out the study, Sect. 3 presents a case study on static gene expression data mod-
elling with eSNN, Sect. 4 discusses the results, and Sect. 5 draws the conclusion
and future work.
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2 Materials and Methods

2.1 Gaussian Receptive Fields

Population encoding combined with arrays of receptive fields makes it possi-
ble to represent continuous input value with graded and overlapping Gaussian
activation functions [15] miming the behaviour of biological sensory neurons
[11,13,15]. To encode static values into temporal patterns, it is sufficient to
divide the range of possible values into several overlapping Gaussian segments,
relating one neuron to each segment. Stimulation of the neuron will be greater
when the static value belongs to its segment or nearby segments. Then, assign-
ing early spikes to those neurons that are highly stimulated and later (or non)
spikes to those neurons that are less stimulated, the extension to temporal coding
will be straightforward. Temporal encoding of static values achieves both sparse
codings, by assigning firing times to significantly activated neurons only, and
effective event-based network simulation [16]. Additionally, it achieves a coarse
coding by encoding each variable independently, as every input is encoded by an
optimal number of neurons [15]. Gaussian receptive fields permit the encoding
of static inputs by applying a number of neurons with overlapping sensitivity
functions, where each input data are binarized by N dimensional receptive fields.

For an input variable a range of minimum and maximum value is defined as
Inmin and Inmax respectively. For neuron j, the Gaussian receptive field can be
defined by its centre Cj , calculated as:

Cj = Inmin +
(2j − 3)

2
∗ (Inmax − Inmin)

(N − 2)
(1)

and its width Wj , calculated as:

Wj =
1
β

∗ (Inmax − Inmin)
(N − 2)

(2)

with 1 ≤ β ≤ 2. The parameter β directly regulates the width of every Gaussian.
Classification accuracy of the model can be improved by adjusting the centre,
the width and the number of receptive fields.

2.2 Evolving Spiking Neural Networks

As shown in Fig. 1, the architecture of an eSNN model can be divided into three
layers: an encoding layer; a hidden layer for supervised learning; and an evolving
output neural model for data classification. In the input layer, the input data is
presented to the network, where the static gene data is encoded into spike events
before learning. Here, a number of overlapping Gaussian receptive functions is
implemented to transform the input into spike sequences to represent the first
layer of neurons. Equations 1 and 2 are used to compute the centre and width
of the Gaussian, which influence the firing intensity of the receptive function. In
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Fig. 1. Overall of architecture of eSNN [11].

the hidden layer, the encoded value is presented to a pre-synaptic neuron and
the receptive field with the highest related value generates the first spike.

τi = [T (1 − Outputj)] (3)

where T is the simulation or spike time interval. The neurons of the hidden and
output layer are completely connected. In the evolving output neural model,
spiking neurons evolve during training to represent the input spike trains that
correspond to the same class. Connection weights change during learning. The
eSNN architecture is based on Thorpe’s model [17], as this uses the timing of
the incoming spike to adjust neural connection weights. More specifically, earlier
spikes denote stronger connection weights as opposed to later spikes. A neuron
spikes just if its post-synaptic potential (PSP) reaches a threshold as per Eq. 4.

PSPi =

{
0, if fired∑

wji ∗ modorder(j), otherwise
(4)

where wji represents the weight of a synaptic connection between pre-synaptic
neuron j to the output neuron i, mod is the modulation factor (0 ≤ mod ≤ 1)
and function order(j) is the rank of the spike emitted by neurons j. Single pass-
feedforward learning is applied in the output neurons. Each input data point is
assigned to an output neuron, which has a weight and threshold value associated
and stored in the neuron repository. This weight is compared to the weight of
other neurons in the network to check for similarity. If the similarity is greater
than a defined threshold, then this weight will be updated with the weight and
threshold of the most similar neuron, otherwise, it evolves a new one. This is
computed by calculating the average between the new output neuron weight
vector and the merged neuron weight vector, and the average between the new
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output neuron threshold and the merged neuron threshold respectively. After
merging the trained vector is discarded and not stored in the repository. After
learning, testing is performed by passing the test sample spikes to all the trained
output neurons. The output neuron that fires first is associated to a class label
defined by the test sample.

Parameters of the eSNN Model. The performance of eSNN depends on
several parameters [7,11], some of the most important parameters of the eSNN
are:

– Number of Gaussian receptive fields - Increasing the number of receptive
fields, a priori, will help to distinguish between data samples, but it would
require a high computational cost. Lowering the number of receptive fields
will make the process faster, but it could decrease the accuracy.

– Width of the receptive field - By decreasing the width of the Gaussian fields,
we could make the response more localized. This, in turn, will increase the
number of neurons in the network.

– Modulation factor - Modulation factor controls the initials weights, which
affects the role of each spike and therefore the PSP, The modulation factor
can take a value between 0 and 1.

– Spiking threshold - When a pre-synaptic neuron reaches a set threshold this
causes a spike to be emitted by the post-synaptic neuron. The threshold is
calculated as a fraction of the total PSP gathered during the presentation of
the input pattern.

– Similarity threshold - This parameter sets a threshold value by which output
layer neurons are generated or updated.

3 A Case Study on Transcriptomics Data Modelling with
eSNN

3.1 Data Description

Gene expression data is collected using microarrays techniques [18]. Microarray
data represents matrices where the expression level of thousands of genes are
measured simultaneously. For our case study, gene expression data was obtained
from the publicly available Gene Expression Omnibus (GEO) repository of func-
tional genomics data (NCBI GEO [19] accession GSE30509; [20]). A Norwegian
scientist published the data as an extension of his research demonstrating that
saturated fatty acids contribute to obesity [21]. The data describes three types
of diet: Western Diet with Saturated Fatty Acid (SFA), Western Diet with
monounsaturated fat (MUFA) and Mediterranean Diet (MED). The Mediter-
ranean (MED) diet is believed to be health-promoting due to its high content of
MUFA and polyphenols [19]. These bioactive compounds can affect gene expres-
sion, and therefore they can regulate pathways and proteins related to cardiovas-
cular disease interference. This research identified the effects of a MED-type diet,



522 G. K. Shahi et al.

and the replacement of SFA with MUFA in a Western-type diet, on peripheral
blood mononuclear cell (PBMC) gene expression and plasma proteins. Over-
weight men and women with the abdominal distribution of fat were allocated
to an eight-week, completely controlled SFA diet (19% daily energy as SFA),
a MUFA diet (20% daily energy MUFA), or a MED diet (21% daily energy
MUFA). Concentrations of 124 plasma proteins and PBMC whole-genome tran-
scriptional profiles were assessed. Results demonstrated that consumption of
MUFA and MED diets decreased the expression of oxidative phosphorylation
(OXPHOS) genes, plasma connective tissue growth factor, and apo-B concen-
trations when compared with the SFA diet. Moreover, the MUFA diet changed
the expression of genes involved in B-cell receptor signaling and endocytosis
signaling, when compared with the MED and SFA diets. Participants who con-
sumed the MED diet had lower concentrations of pro-inflammatory proteins at
eight weeks compared with baseline.

3.2 Gene Expression Data Encoding with Gaussian Receptive
Fields

Each instance of a sample is composed of real value features. Population encoding
algorithm maps a real input value into a series of spikes over time using an array
of Gaussian receptive fields. Then, a rank order learning is applied over those
spikes.

3.3 Learning and Classification with eSNN

To build our computational model, the eSNN architecture has been applied to
classify and analyse the gene expression data. This is the first time that an eSNN
model is applied for the study of gene expression data to address a nutrigenomics
problem. The focus of the work is to study and model gene expression data,
and the proposed computational model could be use as benchmarks for gene
expression data analysis for personalised modelling. Figure 2 shows a graphical
representation of the experimental procedure designed for the eSNN system for
static gene expression data analysis. Our proposed procedure is summarised
below:

– Dataset selection - Gene expression data is selected for the experiment.
– Data preprocessing - Preprocessing of data includes data cleaning, modifi-

cation, and noise removal. In our experiments, the genePattern portal [22]
provided by the Broad Institute is being used for the analysis of the selected
gene expression data.

– Feature selection - Feature selection plays a key role in machine learning,
especially in the case of high-dimensional gene expression data, which con-
sists of thousands of features with only a few numbers of samples. In our case
study, there were 23941 features and only 49 samples before preprocessing.
The high number of features leads to the curse of dimensionality problem
[18].
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Fig. 2. Shows a graphical representation of the experimental procedure designed

To solve the problem of high dimensionality, first, a set of 29 signature genes
were selected, as indicated by the literature [20].
Then, a number of feature selection algorithms were applied to the origi-
nal 23941 genes. For our work, we have used the Maximum Relevance Min-
imum Redundancy (mRMR) [23] and Multi-task Lasso (MT-LASSO) [24]
algorithms. The top 50 features from both the algorithms were selected.
Finally, the intersection of all the three sets of genes was performed. This
resulted in a final set of 26 genes.

– Cross-validation - K-fold cross validation is applied to have an unbiased result
from the computational model. In this case, K = 10 was considered for the
experiments.

– Parameter optimization - A genetic algorithm was applied for parameter opti-
mization. Here, the number of receptive fields and the width of the Gaussian
receptive functions were optimized to maximize the accuracy of results.

– Classification results evaluation - By using evolutionary computation algo-
rithms, the highest classification accuracy is calculated with respect to the
optimised combination of parameters.

Fig. 3. Signatory gene selection
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Then, we build a predictive model, by selecting a subset of genes from the
already selected 26 features. This subset of features can in turn be used to con-
struct a personalised modell to detect weight related issues. This can be achieved
by observing the least number of genes from peripheral blood mononuclear cells
(PBMC) data.

In this paper, we created a Bin array containing combinations of (0,1) and
then passed it to the selected features. The output was a list of features having
minimum and maximum values. The minimum and maximum valued features
obtained were passed to the best classification model. Optimisation of features
was done using genetic algorithm. By selecting relevant genes, we will decrease
the computational cost of the model and make it faster and more accurate. These
genes could be used for decision support on diet-related issues. A diagram is used
in Fig. 3 to summarise this procedure.

4 Results and Discussion

4.1 Classification

K-Fold cross-validation is used to estimate the accuracy of the model. In the
computational model, only two parameters (the number of the receptive fields
and the parameter β) were optimised. Table 1 reports the accuracy and F1-score
obtained with the combination of several parameters for the case study gene
expression data.

Table 1. Classification accuracy and F1 score obtained for the case study data with
different combinations of parameters.

Parameter combination Accuracy % F1 score

N = 3 & β = 1.4 57.14 0.70

N = 4 & β = 1.2 52.46 0.82

N = 5 & β = 1.1 50.0 0.63

N = 6 & β = 1.6 63.59 0.70

N = 7 & β = 1.4 79.46 0.91

N = 8 & β = 1.6 50.0 0.67

N = 9 & β = 1.7 47.68 0.60

The above results prove that the performance of the eSNN network is largely
dependent on parameters. The combination of β: 1.4, N = 7 produced the best
classification accuracy for the given test data.

To compare the classification accuracy of eSNN with other machine learning
algorithms, further experiments were carried out using multilayer perceptron
(MLP) and support vector machines (SVM), The highest classification accuracy
for MLP was obtained with 4 hidden layers and 12 neurons at each hidden layer.
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The best result for SVM was obtained with polynomial kernels and a degree of
2. These results are reported in Table 2. Based on the Signature Gene matrix,
each possible combination of genes were tested in our computational model and
the classification accuracy was observed. A set of five genes achieved an accuracy
of around 79%. Hence, these genes can be used to determine the type of diet for
a person and what are their current status and weight. The list of Signatures
genes are shown in Table 3.

Table 2. Comparative analysis of eSNN, SVM and MLP classification algorithms.

Algorithm Accuracy F1 score

eSNN 79.46 0.91

SVM 70.96 0.76

MLP 73.24 0.82

Table 3. Signatory genes.

Gene Description

NDUFB2 NADH: Ubiquinone Oxidoreductase Subunit B2

NDUFS7 NADH: Ubiquinone Oxidoreductase Core Subunit S7

TNNI2 Troponin I2, Fast Skeletal Type

COX8A Cytochrome C Oxidase Subunit 8A

ATP6V1A ATPase H+ Transporting V1 Subunit A

5 Conclusion and Future Work

In this research, a computational model is built for the analysis of static gene
expression data. Additionally, an algorithm is proposed for the selection of sig-
nature genes. Our results demonstrated that our computational model can help
predict weight related issues by assessing gene expression data. For the first
time, Gaussian receptive fields are used to encode gene expression data in an
eSNN. The method has proven its ability to classify the selected signature genes
with an higher classification accuracy, when compared with traditional classifi-
cation methods. This constitutes a machine based automatic technique for fast
and highest classification results, which could find its application in the area of
personalised modelling.

A natural extension of this project would be to combine the eSNN architec-
ture with a suitable evolutionary algorithm for optimising the remaining param-
eters of the model (i.e. the modulation factor, spiking and similarity threshold).
This would help improving the classification accuracy.
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For a proper comparison of the eSNN model with other machine learning
algorithms, like the NeuCube architecture [25,26], the hyperparameters of all
the compared algorithms should also be optimized. In this way, a compara-
tive analysis could be done to study eSNN application to different kind of gene
expression data.
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Abstract. Off-line handwritten Chinese character recognition (HCCR)
is a well-developed area in computer vision. However, existing methods
only discuss the image-level information. Chinese character is a kind of
ideograph, which means it is not only a symbol indicating the pronunci-
ation but also has semantic information in its structure. Many Chinese
characters are similar in writing but different in semantics. In this paper,
we add semantic information into a two-level recognition system. First
we use a residual network to extract image features and make a premier
prediction, then transform the image features into a semantic space to
conduct a second prediction if the confidence of the previous prediction
is lower than a threshold. To the best of our knowledge, we are the first
to introduce semantic information into Chinese handwritten character
recognition task. The results on ICDAR-2013 off-line HCCR competi-
tion dataset show that it is meaningful to add semantic information to
HCCR.

Keywords: Handwritten Chinese character recognition
Semantic information · Character embedding

1 Introduction

Information in the real world comes through multiple input channels. Different
channels typically carry different kinds of information. Useful representations can
be learned about these information by fusing them into a joint representation
that captures the real world “concept” that those information corresponds to
[1]. For example, given a concept “apple”, people may describe it in their own
ways, referring to its shape, color, taste and so on. We may not recognize apple
with just one feature, but we can make the right decision with two or more
characteristics.

Combinations of mulit-channel information appear in many work. Karpa-
thy et al. [2] introduced a model for bidirectional retrieval of images and sen-
tences through a multi-modal embedding of visual and natural language data.
c© Springer Nature Switzerland AG 2018
L. Cheng et al. (Eds.): ICONIP 2018, LNCS 11305, pp. 528–536, 2018.
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Ma et al. [3] proposed m-CNNs for matching image and sentence. The m-CNN
provides an end-to-end framework with convolutional architectures to exploit
image representation, word composition, and the matching relations between
the two modalities. Kiela et al. [4] first combined linguistic and auditory infor-
mation into multi-modal representations.

For HCCR task, besides the fantastic neural network architectures are
applied, the combinations of traditional features and deep learning methods
also play important roles. Zhong et al. [5] added Gabor feature to GoogleNet for
HCCR. Zhang et al. [6] applied DirectMap and convolution networks to this task
and introduced a new benchmark. These literature indicated that multi-channel
information is beneficial to final performance. But these works only focus on
image-level information.

Chinese character is a kind of ideograph and has a long history. It has under-
gone several big changes since it was created. Figure 1 shows some significant
nodes in the evolution progress of Chinese character. Each line shows the same
Chinese character. The character images are selected from HanDian1. The first
column is Oracle bone script. It is derived from the real world directly and
appears no later than Shang Dynasty (16th-11th B.C.). The second column is
small seal script, which is the official script of Qin Dynasty (2th B.C.). The third
column is traditional Chinese. The last column shows the simplified Chinese,
which is the official script of Chinese character now and the processing target of
HCCR. The abstractness of Chinese character increases while its development.

Fig. 1. Some samples of the evolution of Chinese character. (a) Oracle bone script,
which is the original form of Chinese character; (b) small seal script; (c) traditional
Chinese; (d) shows samples of simplified Chinese, which is used in Chinese mainland
and the official script of China.

According to the experience, many Chinese characters are similar in image-
level. Figure 2 shows some groups of such kind of characters. In this paper,
we present a second classification to these image-level similar characters. If the
image classifier like residual network is not very confident to the prediction
result, we will classify it in semantic space. The main contribution of this work

1 http://www.zdic.net/.

http://www.zdic.net/
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is to introduce semantic information into handwritten Chinese character recog-
nition. With the two-level classifier, we improve the performance of HCCR on
the common used dataset.

Fig. 2. Each line shows a group of image-level similar Chinese characters.

This paper is organized as follows. In Sect. 2 we describe the proposed
method. Then, the details of our experiments are presented in Sect. 3. Section 4
concludes this paper and discusses the future work.

2 Methods

The outputs of softmax function can be treated as confidences of input image
belongs to the classes. If the maximum output is small, it always give a wrong
prediction. Furthermore, we find that the right class may always appears in
second or third highest output. For HCCR, the top-3 predictions are always
image-level similar characters. So we try to transfer the low-confidence samples
into semantic space to assist making the right prediction.

Our method has two steps. The flow chart is shown in Fig. 3. First, we train
a residual network to make the first prediction and create character embeddings.
Then we train a transform network from image features to the corresponding
character embedding. If the confidence of predicted class is lower than a thresh-
old, we will project the image features by the transform matrix. Then in semantic
space, we will make the second prediction, which is the final result.

2.1 Residual Neural Network

As convolutional neural networks are successful in most computer vision tasks,
we are going to keep and make the most of its advantages.

Generally speaking, deeper CNNs mean better performance. However, when
the networks going deeper, a degradation problem has been exposed, which
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Fig. 3. The flow chart of our two-level recognition system.

makes the network to be more difficult to train and slower to converge. In order
to address this issue, He et al. [7] introduced a deep residual learning framework,
i.e. the ResNet. ResNet is composed of a number of stacked residual blocks, and
each block contains direct links between the lower layer outputs and the higher
layer layer inputs.

The residual block (described in Fig. 4) is defined as:

y = F(x,Wi) + x, (1)
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where x and y are the input and output of the layers considered, and F is the
stacked nonlinear layers mapping function. Note that identity shortcut connec-
tions of x do not add extra parameters and computational complexity. With the
presence of residual connections, ResNet can improve the convergence speed in
training and gains accuracy from greatly increased depth. With residual convolu-
tional layers, we can obtain more efficient feature representations than previous
architectures [8,9].

There are many famous residual network. We follow the ResNet-50 proposed
in [7,10]. We reduce the feature map size to fit our input image (64 * 64), and
apply global pooling at the last pooling layer. The residual network used in our
experiment is also donated as ResNet-50.

2.2 Image Feature and Character Embedding

The output of each layer can be treated as the feature representation of the input
image. We use the output of last pooling layer, i.e., the global pooling layer, as
the feature vector.

We train character embedding by word2vec toolkit2 with different dimen-
sions. The corpus is the Wikimedia dumps3 and Sogou News [11], which will
be described in Sect. 3.1. To build embedding features, we first use jieba tok-
enizer4 to tokenize each location name where a user has visited before. Then we
simply adopt the min, max, and mean pooling operations on all tokens in the
location names. We use 200-dimensional character embeddings in the following
experiments.

2.3 Transform Network

We utilize a four layers fully-connected neural network to model the relations
between image features and character embeddings. Number of Neurons in each
layer is 1000. It is a one-way mapping from image to semantic. After we get
the vector representation of image in semantic space, we calculate the distances
between this vector and the character embedding of top-k characters. We use
cosine distance to matric the distances. Since the range of elements in character
embeddings is (−1, 1), we use tanh as the activation function.

Given an input image I, the final prediction label is Y . Donate the top-3
outputs of ResNet-50 as O1, O2, O3 with the corresponding labels are L1, L2,
L3. The character embeddings of L1, L2, L3 are donated as E1, E2, E3. Y can
be calculated like:

if max(O1, O2, O3) > threshold:

Y = Li, i = arg max
i=1,2,3

(Oi) (2)

2 http://code.google.com/archive/p/word2vec.
3 https://archive.org/details/zhwiki-20160501.
4 github.com/fxsjy/jieba.

http://code.google.com/archive/p/word2vec
https://archive.org/details/zhwiki-20160501
https://github.com/fxsjy/jieba
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else:

Y = Li, i = arg min
i=1,2,3

cosdi(F,Ei) (3)

where cosdi(F,Ei) is the cosine distance between F and Ei, and F is the vector
representation of I.

In this paper, we empirically set threshold = 0.5.

Fig. 4. The structure of residual block.

Table 1. The statistics for off-line HCCR datasets.

DB name #writers #samples

HWDB1.0 420 1,556,675

HWDB1.1 300 1,121,749

HWDB1.2 300 4,463

Off-line ICDAR2013 60 224,419

3 Experiments

3.1 Datasets

There are two categories of dataset used in our experiments. For image, we use
the off-line handwritten character datasets CASIA-HWDB1.1, which contains
1, 121, 749 images written by 300 writers. CASIA-HWDB is a series datasets
created by Institute of Automation, Chinese Academy of Sciences (CASIA),
which now is the most widely used handwritten Chinese character dataset. All
samples in CASIA-HWDB1.1 are used as training set, and there is no validation
set while training ResNet-50.

For character embedding, we use two corpuses. One is Wikimedia dumps
Chinese corpus, which contains 876,239 Web pages. Contents of these Web pages
are extracted by Wikipedia Extractor and a total of 3,736,800 sentences are
collected after preprocessing. The other is SogouCA5, which selects eighteen
channels for Sohu news.
5 http://www.sogou.com/labs/.

http://www.sogou.com/labs/
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Table 2. Recognition rates of different models on ICDAR-2013 off-line HCCR compe-
tition dataset.

Method Ref. Top 1 Acc Training set Distortion Writer info

ICDAR-2013 Winner [12] 0.9477 1.1 Yes No

HCCR-Gabor-GoogLeNet [5] 0.9635 1.0+ 1.1 No No

CNN-Single [13] 0.9658 1.0+ 1.1+1.2 Yes No

DirectMap + Conv [6] 0.9695 1.0+ 1.1 No No

DirectMap+Conv+Adap [6] 0.9737 1.0+ 1.1 No Yes

ResNet-50 Ours 0.9688 1.1 No No

ResNet-50+Char-embedding Ours 0.9713 1.1 No No

Table 3. Top-k accuracy of our residual network on ICDAR-2013 competition dataset.

top k top 1 top 2 top 3 top 4 top 5

Accuracy 0.9688 0.9895 0.9936 0.9954 0.9964

The test data of HCCR is the ICDAR-2013 off-line competition datasets. It
contains 224419 characters that written by 60 writers. The number of character
classes in all datasets is 3755, which is the level-1 set of GB2312− 80 standard.
The statistical data of HCCR datasets are shown in Table 1.

3.2 Experimental Results

We first train the residual network with CASIA-HWDB1.1. The results on
ICDAR-2013 competition dataset are shown in Table 3. We find that after k = 3
for top-k, the accuracy increases a little. In order to reduce the computation
complexity in semantic space, we only calculate the semantic distance with the
top-3 recognition results.

To train the transform network, we first extract image features from CASIA-
HWDB1.1. 80% of the image features and character embeddings are used as
training set and reset for validation.

Table 2 shows our final results on ICDAR-2013. The proposed method gives a
very competitive result. Methods in [6] applied writer adaptation layer. It needs
the writer information of the character image, which is a strong priori knowledge.
In general situations, it is almost impossible to provide such information. So we
also make our result bold to show the best result without harsh conditions.

We think there are several reasons for the success of our method. Firstly
it benefits from the powerful ability of residual network. With ResNet-50 we
stand a high starting point. Secondly the ideographic nature of Chinese char-
acter also helps a lot. They make it possible to find a relationship between the
image features and character embeddings. Another important reason we think is
that we bring the top k information into second-level classification. It not only
reduces the search space, but also increases the accuracy by removing most of
distractions.
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3.3 Experimental Cost

Our experiments are performed on a SuperMicro server. The CPU is Intel Xeon
E5-2630 with 2.2 GHz and the GPU is NVIDIA GeForce 1080TI. The software is
the latest version of Caffe [14] and Tensorflow [15] with cuDNN V5 accelerated
on Ubuntu 14.04 LTS system. The average testing time is 3ms per image. We
train residual network with Caffe, and apply Tensorflow and python interface of
Caffe to implement the remainder programs.

4 Conclusion and Future Work

Because of the grounding-problem [4], we can not account for the fact that
human semantic knowledge is grounded in the perceptual system.

In this paper, we try to find the relationship between multi-channel informa-
tion that is beneficial to handwritten Chinese character recognition. There are
three parts in our method, image features, character embeddings and the trans-
form network. With residual network, we can get a high-performance feature
representation. For semantic area, we use a common method to create character
embedding, and at last we use these features to train a transform network. But
now it is not an end-to-end trainable architecture. In the future, on one hand we
will introduce more efficient Chinese character embedding such as association
to the structure of Chinese character, on the other hand, we can apply more
advanced methods to model the relations between two feature spaces.
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Abstract. Text Simplification aims to reduce semantic complexity
of text, while still retaining the semantic meaning. Recent work has
started exploring neural text simplification (NTS) using the Sequence-
to-sequence (Seq2seq) attentional model which achieves success in many
text generation tasks. However, dealing with long-range dependencies
and out-of-vocabulary (OOV) words remain the challenge of Text Simpli-
fication task. In this paper, in order to solve these problems, we propose a
text simplification model that incorporates self-attention mechanism and
pointer-generator network. Our experiments on Wikipedia and Simple
Wikipedia aligned datasets demonstrate that our model is outperforms
the baseline systems.

Keywords: Text simplification · Seq2seq · Self-attention
Pointer-generator networks

1 Introduction

The goal of text simplification is to convert complex sentences into simpler sen-
tences without significantly altering the original meaning. Text simplification can
reduce reading complexity and make complex sentences suitable for people with
limited linguistic skills [23], such as children, non-native speakers and patients
with linguistic and cognitive disabilities [3].

Previous work, such as PBMT-R model [11], treats the simplification pro-
cess as a monolingual text-to-text generation task, borrowing the idea of machine
translation. It uses a simplified text corpora, such as Simple English Wikipedia
[2,26], and adopts statistical machine translation models to text simplification.
Recently, Neural Machine Translation (NMT) [1] based on the Seq2seq atten-
tional model [17] shows more powerful effect than traditional statistical machine
translation models. Inspired by the success of NMT, recent works have started
exploring neural text simplification (NTS) [12,20–22] using the Seq2seq atten-
tional model.

Although NTS model has achieved better result than previous work, there
are still many problems to be solved. The first one is long sentences problem.
c© Springer Nature Switzerland AG 2018
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In NTS model, the number of operations required to relate signals from two
arbitrary input or output positions grows in the distance between positions.
This makes it more difficult to learn dependencies between distant positions [8].
The second one is out-of-vocabulary (OOV) words problem. Text simplification
dataset exist a large number of out-of-vocabulary (OOV) words, but when an
OOV word appears in input sequence, NTS model does not know how to han-
dle this word. Inspired by recent NMT models, we propose self-attention-based
pointer-generator networks. It replaces Transformer [18] model with the original
Seq2seq model in Pointer-generator network [15].

In this paper, our contributions are as follows: We combine the self-attention
mechanism with pointer-generator networks and apply it to neural text simpli-
fication. This model is easier to capture the characteristics of the long-range
dependencies in the sentence and can solve OOV problems very well. When the
OOV words appear in the input sentence, pointer-generator network can choose
to copy the OOV word directly from the input sentence as the output word.

We evaluate our proposed model on English Wikipedia and Simple English
Wikipedia datasets. The experimental results indicate that our model achieves
better results than a series of baseline algorithms in terms of BLEU score and
SARI score.

2 Related Work

In previous studies, researchers of text simplification mostly address the simpli-
fication task as a monolingual machine translation problem. Recent progress in
deep learning with neural networks brings great opportunities for the devel-
opment of stronger NLP systems such as NMT. Neural text simplification
[12,20,28] is inspired by the success of NMT and gradually became the main
research direction. It is based on the Seq2seq model [1,17]. The common Seq2seq
models use Long Short-Term Memory (LSTM) [9] or Gated Recurrent Unit
(GRU) [5] for the encoder and decoder [12], and use attention mechanism [1]
align the words in the encoder and decoder. Nisioi et al. [12] implemented a
standard Seq2seq model and found that they outperform previous models. Zhang
et al. [29]implement a novel constrained neural generation model to simplify sen-
tences given simplified words. Zhang et al. [28] viewed the encoder-decoder model
as an agent and employed a deep reinforcement learning framework [24]. Vu et
al. [20] use Neural Semantic Encoders to augmented memory capacities. These
methods are aim to make the NTS model perform better, but the NTS model
still has many problems to solve.

Self-attention mechanism is a special case of the attention mechanism. Self-
attention can learn the internal word dependencies of the sentence and capture
the internal structure of the sentence. Self-attention has been successfully used
for a variety of tasks, including machine translation, reading comprehension,
summarization [4,14]. Transformer model [18] based on self-attention mechanism
[10], and is the first Seq2seq model based entirely on attention, achieving state-
of-the-art performance on machine translation task.
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Pointer-generator network [15] has been successfully applied to abstractive
summarization, which is similar to CopyNet [7]. It is a hybrid between seq2seq
model and pointer network [19]. The pointer network is a Seq2seq model that uses
the attention distribution to produce an output sequence consisting of elements
from the input sequence. When the OOV words appears in the input sentence,
pointer-generator network can choose to copy the OOV word directly from the
input sentence as the output word.

Overall, both Self-attention and Pointer-generator network have their own
advantages. In this paper, We replace Transformer model with the original
Seq2seq model in Pointer-generator network to achieve the goal of combining
these advantages.

3 Proposed Model

3.1 Model Overview

Fig. 1. Self-attention-based pointer-generator network model architecture.

Our model is the combination of Transformer and Pointer-generator network,
and it follows encoder-decoder architecture. Encoder and Decoder shown in the
left and middle of Fig. 1 respectively. Encoder layer consist of a multi-head self-
attention layer and a feed-forward network. In addition to the two layers in
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encoder, the decoder inserts a Multi-head context-attention layer which imitate
the typical encoder-decoder attention mechanisms in Seq2seq model. Multi-head
context-attention layer can obtain information of attention distribution. Finally,
the Decoder outputs a vocabulary distribution.

The right of graph is Pointer-generator network. It will generate the last
final distribution based on vocabulary distribution and attention distribution.
Final distribution contains the information that choose whether to copy the word
directly from the input sentence as the output word.

3.2 Transformer

We adopt the Transformer model because it is the first Seq2seq model based
on the self-attention mechanism, and achieving state-of-the-art performance on
machine translation task. We adopt the multi-head attention [18] formulation to
calculate attention value. The core of the formulation is the scaled dot-product
attention, which is a variant of dot-product attention. We compute the attention
function on a set of d-dimensional queries simultaneously, packed together into
a matrix Q ∈ R

n×d. The d-dimensional keys and values are also packed together
into matrices K ∈ R

m×d and V ∈ R
m×d. We compute the matrix of attention

value as:

Attention(Q,K, V ) = softmax(
QKT

√
d

)V (1)

The matrix of the attention distribution A ∈ R
n×m is:

A = softmax(
QKT

√
d

) (2)

The multi-head attention mechanism first maps the matrix of queries, keys and
values matrices by using different linear projections. Then h parallel heads are
employed to focus on different part of channels of the value vectors. Formally,
for the i-th head, we denote the learned linear maps by WQ

i ∈ R
d×d/h,WK

i ∈
R

d×d/h,WV
i ∈ R

d×d/h. The mathematical formulation is shown below:

Mi = Attention(QWQ
i ,KWK

i , V WV
i ) (3)

where Mi ∈ R
n×d/h. Then, all the vectors produced by parallel heads are con-

catenated together to form a single vector. Again, a linear map is used to mix
different channels from different heads:

M = Concat(M1, . . . ,Mh)W (4)

where M ∈ R
n×d, W ∈ R

d×d. Then, the feed-forward layer is the following
formula:

F (X) = ReLU(XW1)W2 (5)
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where W1 and W2 are trainable matrices. Given Mo as attention value of context-
attention layer, the output of the feed-forward for the decoder O ∈ R

n×d is:

O = F (Mo) (6)

Finally, Given dv as the output vocabulary size, the decoder outputs a vocabulary
distribution Pvacab:

Pvocab = softmax(V
′
(OV + b) + b

′
) (7)

where V ∈ R
dv×n, V

′ ∈ R
d×1, b and b′ are learnable parameters. Pvocab is a

probability distribution over all words in the vocabulary.

3.3 Pointer-Generator Network

Compared to the basic seq2seq model, Pointer-Generator network calculates the
generation probability pgen after calculating attention distribution and vocabu-
lary distribution, which is a scalar value between 0 and 1. This represents the
probability of generating a word from the vocabulary, versus copying a word
from the input sentence. On each timestep t decoder calculates pgen from O and
Q∗, where Q∗ is the output of muti-head self-attention layer for decoder:

pgen = σ(wo
T ot + wq

T qt + b) (8)

where vectors wo, wq and scalar b are learnable parameters, and ot is the t-th
row vector of matrix O and qt is the t-th row vector of matrix Q∗ and σ is the
sigmoid function. The generation probability pgen is used to weight and combine
the vocabulary distribution Pvocab and the attention distribution αt, where αt

is the t-th row vector of attention distribution matrix A. The final distribution
Pf inal via the following formula:

Pfinal(w) = pgenPvoacb(w) + (1 − pgen)
∑

i:wi=w

αti (9)

This formula just says that the probability of producing word w is equal to the
probability of generating it from the vocabulary plus the probability of pointing
to it anywhere it appears in the source text. When the OOV words appears in
the input sentence, the value of pgen will be close to 0 and final distribution
equals attention distribution. So, it can choose to copy the OOV word directly
from the input sentence as the output word.

During training, the loss for timestep t is the negative log likelihood of the
target word wt for that timestep and the overall loss for the whole output
sequence is

loss =
1
T

T∑

t=0

−logP (wt) (10)

where T is length of output sentence.
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4 Experiments

4.1 Experimental Setting

Datasets. We conducted experiments on two simplification datasets. Wik-
iSmall [2] is a parallel corpus that has been widely used as a benchmark
for evaluating text simplification systems. It contains automatically aligned
complex-simple sentences pairs from the complex and simple English Wikipedias.
The dataset has 88,837/205/100 pairs for train/dev/test. WikiLarge [28] has
296,402/2,000/359 pairs for train/dev/test. It is a large corpus and the training
set is a mixture of three Wikipedia datasets [25].

Training Details. We trained our models on an Nvidia GPU card. For all exper-
iments, our models have 512-dimensional hidden states and 512-dimensional
word embeddings. The number of network layers is 6 and init parameters with
Xavier initialization [6]. Batch size is set to 2048. We used dropout [16] for
regularization with a dropout rate of 0.2.

Evaluation. We used BLEU [13] that scores the output by counting n-gram
matches with the reference, or SARI [27], which evaluates the quality of the
output by comparing it against the source and reference simplifications. Both
measures are commonly used to automatically evaluate the quality of simplifi-
cation output.

Comparison Systems. We compare our model with several systems previously
proposed in the literature. PBMT-R [11] is a monolingual phrase-based statis-
tical machine translation system. DRESS [28] is a deep reinforcement learning
model for Text Simplification. EncDecA [12] is the basic attentional encoder-
decoder model with two LSTM layers experimented with beam sizes of 5. Com-
pare with our model, TSSP-Self is a seq2seq model that uses only Transformer
but not Pointer-Generator network.

4.2 Results

The result of the automatic evaluation on WikiSmall and WikiLarge are dis-
played in Table 1. In WikiSmall Dataset, Our model achieved best BLEU score
(50.73) and best SARI score(35.36). All neural models obtain higher SARI com-
pared to PBMT-R. In WikiLarge Dataset, PBMT-R achieved best SARI(38.56),
but its BLEU score is lower than seq2seq models. Our model achieved best
BLEU(92.10). Overall, our model has a good potential for BELU and SARI
scores.

Example model outputs on WikiLarge are provided in Table 2. The first
example sentence is a long sentence, and it also contains an OOV word ’Gre-
gorian Calendar’. From the simplified sentence of our model, it is seen that the
simplified sentence omit some of the original sentence, and the overall semantics
of the sentence have not changed. So we can see that our model performs well
for long sentences. The second sentence shows that our model still retains the
overall semantics of the sentence and that the OOV word ’Soviet Union’ is well
copied to the output sentence.
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Table 1. Model performance using automatic evaluation measures (BLEU and SARI).

Dataset Model BLEU SARI

PBMT-R 46.31 15.97

WikiSmall DRESS 34.53 27.48

EncDecA 47.93 13.61

TSSP-Self 40.32 35.22

TSSP(our proposal) 50.73 35.36

Dataset Model BLEU SARI

PBMT-R 81.11 38.56

WikiLarge DRESS 77.81 37.08

EncDecA 88.85 35.66

TSSP-Self 70.40 34.04

TSSP(our proposal) 92.10 30.49

Table 2. Example model outputs on wikiLarge. Substitutions are shown in bold

System Output

Complex December is the twelfth and last month of the year in the Gregorian
Calendar and one of seven Gregorian months with the length of 31
days

Reference December is the twelfth and last month of the year, with 31 days

PBMT-R December is the twelfth and last month of the year with 31 days

DRESS December is the twelfth and last month of the year

EncDecA November is the twelfth and last month of the year in the Gregorian
Calendar and one of seven Gregorian months with the length of 31
days

TSSP-Self December is the twelfth and last month of the year

TSSP December is the twelfth and last month of the year with 31 days

System Output

Complex Restoration of independence In 1991, the Soviet Union broke apart
and Armenia re-established its independence

Reference Armenia received its independence from the Soviet Union in 1991

PBMT-R Restoration of independence In 1991, the Soviet Union broke apart
and Armenia set up its independence

DRESS In 1991, the Soviet Union broke apart and Armenia

EncDecA In 1991, the Soviet Union broke apart and Armenia reorganised its
independence

TSSP-Self In 1991, the Soviet Union broke apart and Armenia re-established its
independence

TSSP In 1991, the Soviet Union broke apart and Armenia made its
independence
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5 Conclusions

In this paper, we propose a text simplification model that incorporates self-
attention mechanism and a pointer generator network, which can directly cap-
ture the relationships between two tokens regardless of their distance and copy
words from the source text via pointing to aids accurate reproduction of informa-
tion. We run experiments on the parallel datasets of WikiSmall and WikiLarge.
The results show that our method outperforms the baseline and performs well
in simplifying long sentences and handling OOV words.
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Abstract. Representation learning is an essential process in the text similarity
task. The methods based on neural variational inference first learn the semantic
representation of the texts, and then measure the similar degree of these texts by
calculating the cosine of their representations. However, it is not generally
desirable that using the neural network simply to learn semantic representation
as it cannot capture the rich semantic information completely. Considering that
the similarity of context information reflects the similarity of text pairs in most
cases, we integrate the topic information into a stacked variational autoencoder
in process of text representation learning. The improved text representations are
used in text similarity calculation. Experiment shows that our approach obtains
the state-of-art performance.

Keywords: Representation learning � Variational autoencoder
Topic information � Semantic similarity

1 Introduction

In text similarity task, previous statistical methods generally regard actual text as bag of
words and ignore the text structure information. The bag-of-words model cannot dis-
tinguish the semantic ambiguity of natural language and further affected the accuracy of
document similarities. Recently, word, sentence and text representations become hot
areas with the rapid development of deep learning [1–3]. Deep neural network based
methods have obtained great progress on representation learning tasks. Many methods
use text representation resulting from deep neural network models instead of word
vector in natural language processing. Our goal in this paper is integrating the topic
information into variation autoencoder (VAE) to learn an improved text representation
for text semantic similarity calculation.

As a generative model, VAE induces more possibilities in text processing [4], in
which we consider that the textual data can be observed is generated by some hidden
variables that we cannot see. The hidden variables are explicit representation of the
original document with lower dimensions. It can be seen that the acquisition of these
hidden variables is crucial to obtain the semantic information of these texts. Bowman
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et al. [5] employed VAE to get the hidden representation of the whole sentence.
Samples from the prior over these sentence representations remarkably produce diverse
and well-formed sentences through simple deterministic decoding. Miao et al. [6]
constructed a neural variational framework, proposed an unsupervised model and a
supervised model based on this for document modeling tasks and answer filtering tasks,
respectively. Inspired by the above work, this paper explores the resulted text repre-
sentation (hidden variables) from VAE in the semantic similarity task.

In fact, only using the text as input of VAE, the resulting text representation can
capture the semantic content of the text, but the effect of contextual information is
ignored. It was proved that the context of text can provide significance information for
accurate semantic understanding and comprehensive representation learning. At the
same time, the similarity of context information can reflect the similarity of texts. For
this reason, we refer to the way proposed in [7] to integrate context information into
VAE.

Topic information is one of the very important context information. It has an
intimate relationship with text semantics, and is used most in natural language pro-
cessing. This paper integrates the topic information into the process of text represen-
tation learning together with each text. Non-Negative Matrix Factorization (NMF) is
used to extract the topic information in the preprocessing stage.

The innovations of our work are as follows: (1) Integrating topic information into
VAE; (2) Stacking VAE with topics to form a deep model, the latent representations
get from this model are used to compute semantic similarity. We investigate the utility
of context information in two semantic similarity tasks: word-pair task on the SCWS
dataset provided by Huang et al. [8] and sentence-pair task on the SICK dataset
provided by Marelli et al. [9]. Compared with the recent works, our model outperforms
in both tasks.

The remainder of the paper is organized as follows: Sect. 2 provides background on
VAE and works that integrate topic information into deep learning models. Section 3
describes the basic autoencoder, VAE and our model TVAE. Section 4 presents the
results of experiments on SCWS and SICK. Finally, we conclude and provide future
research directions in Sect. 5.

2 Related Works

In this paper, we focus our attention on VAE by analyzing the current status of
research. VAE, an extension of AE, has spawned a renaissance in latent variable
models. Bowman et al. [5] proposed a RNN-based variational autoencoder language
model to model holistic properties of sentences, then got diverse and well-formed latent
representations of entire sentences through simple decode. Xu et al. [10] proposed a
conditional variational autoencoder and used latent variables to represent multiple
possible trajectories. It predicted events in a wide variety of scenes successfully in
vision task. In addition, VAE are also used for dialogue generating [11] and sentence
compressing [12], etc. VHRED model presented by Serban et al. [11] was improved
based on HRED model, an extension of the RNNLM, at the utterance level with a
stochastic latent variable. It helped to produce long and diverse responses and maintain
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dialogue state in the task of dialogue response generation. Unlike most works about
VAE, Miao and Blunsom [12] modelled language as a discrete latent variable. They
proposed a generative model based on a variational auto-encoding framework, and
applied it to the task of compressing sentences. Currently, most works about VAE stay
in single stochastic layer. Sønderby et al. [13] for the first time trained deep variational
autoencoder up to five stochastic layers. However, model with multiple stochastic
layers is scarce in NLP.

Topic information provides a convenient way for people to obtain important
information. Modeling topics for textual data by topic model enables access to potential
topic information in large amounts of documents. In recent researches on presentation
learning, many works combined the topic model with Recurrent Neural Networks [14–
17]. Mikolov and Zweig [14] improved the performance of RNNLM with the vector
which used to convey contextual information about the sentence. They achieved the
vector by Latent Dirichlet Allocation (LDA) and proposed a topic-conditioned
RNNLM. Ji et al. [15] proposed three document-context language models combined
local and global information in language modeling. They obtained the contextual
information representation from the hidden states of the previous sentence by RNN
language model, and provided various approaches to integrate the contextual infor-
mation into the language model of the current sentence. CLSTM presented by Ghosh
et al. [16] incorporated contextual features, such as topics of text segments, into the
recurrent neural network LSTM model, and verified was beneficial for different NLP
tasks. Dieng et al. [17] combined latent topic models with RNNs and proposed a
TopicRNN model, then captured both semantic dependencies and syntactic depen-
dencies by using it. Certainly, there are also researches combined with other deep
learning models. Amiri et al. [7] integrated context information into DAE and proposed
a pairwise context-sensitive Autoencoder to calculated the similarity of text pairs. It
mapped the input and the hidden representation for the given context vector into a
context-sensitive representation. In addition, Xing et al. [18] also incorporated topic
model into the encoder-decoder structure network. The TAJA-Seq2Seq model they
proposed regarded topic information as prior knowledge, and merged it into Seq2Seq.

3 Models

3.1 Variational Autoencoder

Basic autoencoder gets latent representation from the input data by weighting and
mapping, then inverts maps and minimizes the error function by repeated iteration to
reconstructs the outputs and obtain the approximate values of original contents.
A single autoencoder learn a characteristic variation z ¼ fh xð Þ through a three layers
structure: x ! z ! x̂. The latent vector z obtained after training phase can be regarded
as a new input to train a new autoencoder and stacks in this way to form a stacked deep
autoencoder.

Variational autoencoder (Fig. 1) is a generative model based on variational
Bayesian inference. Unlike traditional autoencoder, the VAE replaces the deterministic
function z ¼ fh xð Þ with a posterior recognition model pðxjzÞ, and replaces the
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deterministic function x ¼ f
0
; zð Þ with an inference model qð� zjxÞ. In other words,

VAE not learn an arbitrary deterministic function but a set of parameters from a
probability distribution of the input, and reconstruct the input by sampling in the
probability distribution. A generative process of the VAE takes two steps: step one is
generating a set of latent variables z from the prior distribution ph zð Þ, and step two is
reconstructing the data x based on z by the generative distribution phðxjzÞ. ph zð Þ, phðxjzÞ
are parameterized probability distribution functions. The posterior distribution phðzjxÞ
is intractable and thus approximate inference should be applied. VAE estimates
parameters by variational inference. It introduces an inference model q;ðzjxÞ which
approximated by a standard Gaussian distribution to converge to the true posterior
probability phðzjxÞ.

3.2 Deep Autoencoder Integrating Topic Information

A continuous hidden variable z generated from VAE carries a rich text of its own
semantic information, but need the supports of context information in text similarity
task. We propose an improved VAE model which integrates topic information in it,
called topic variational autoencoder (TVAE). The latent variable z is generated by a
mixture of input x and topic information t, which similar to the method for conditional
multimodal by CMMA in [19].

Our aim is to find the parameters so as maximize the joint log-likelihood of x and t
for the given sequence, the joint log-likelihood can be written as:

Encoder

φμ φσ

θμ θσ

Decoder

Fig. 1. VAE model. Z is the latent variable sampled from the approximate posterior distribution
with mean and variances parameterized using neural networks.
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log ph xjtð Þ ¼ KL q/ zjxð Þph zjx; tð Þ� �þEq/ zjx;tð Þlog
ph x; zjtð Þ
q/ zjxð Þ

�Eq/ zjx;tð Þlog
ph x; zjtð Þ
q/ zjxð Þ

ð1Þ

Here, the variational lower bound is:

‘TVAE x; t; h;/ð Þ ¼ Eq/ zjx;tð Þ log
ph xjzð Þ
q/ zjx; tð Þ þEq/ zjx;tð Þ log ph xjzð Þ

¼ �KL q/ zjx; tð Þph zjtð Þ� þEq/ zjx;tð Þlog ph xjzð Þ
h ð2Þ

However, shallow model with only one or two layers of randomly latent variables
limits the flexibility of the latent representations. To improve this, we stacked VAE
joined topics information to form a deep model similar to the stacked autoencoder, as
shown in Fig. 2.

Fig. 2. TVAE model. (a) inference (or encoder) model of TVAE, (b) generative (or decoder)
model of TVAE. The zn are latent variables sampled from the approximate posterior distribution
with x and topic information t.
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In inference model, zi is built on the output of the zi�1 and topic information t and
so on until form a deep network with L layers. There are L latent variables in it, the
hierarchical specification allows the lower layers of the latent variables to be highly
correlated but still maintain the computational efficiency of fully factorized models.
Each layer in the inference model q;ðzjxÞ is specified using a Gaussian distribution:

q/ z1jx; tð Þ ¼ N zjlq;1 x; tð Þ; r2q;1 x; tð Þ
� �

q/ zijzi�1; tð Þ ¼ N zijlq;i zi�1; tð Þ; r2q;1 zi�1; tð Þ
� �

8<
: ð3Þ

q/ zjtð Þ ¼ q/ zLjtð Þ
YL
i¼1

q/ zijzi�1; tð Þ ð4Þ

In generative model, random variable zi is treated as a Gaussian distribution con-
ditioned on ziþ 1 and topic information t:

ph zijziþ 1; tð Þ ¼ N zijlp;i ziþ 1; tð Þ; r2p;1 ziþ 1; tð Þ
� �

ph xjz1; tð Þ ¼ N xjlp;0 z1; tð Þ; r2p;0 z1; tð Þ
� �

8<
: ð5Þ

ph zjtð Þ ¼ ph zLjtð Þ
YL�1

i¼1

ph zijziþ 1; tð Þ ð6Þ

We train the generative and inference parameters h and ; by optimizing Eq. (2)
using stochastic gradient descent.

3.3 Topic Information

Currently, adding topic representation as additional information into deep learning
model can often provide significant improvements to the results. Ghos et al. [16]
evaluated their CLSTM in three NLP tasks. The gains are all quite significant especially
in the next sentence selection task, it improved about 20% on accuracy. Extracting
topic information by topic models such as LDA, LSI and NMF is popular in NLP. LDA
is a popular algorithm for topic-modelling, the co-occurrence information of terms is
used to find the topic structure of text. NMF is often regarded as LDA with fixed
parameters and can obtain sparse solutions. Although NMF model is less flexible than
the LDA model, it can handle short text data sets better than LDA. LSI based on the
SVD method to get the topics of the text. The algorithm principle is simple: a singular
value decomposition to get the topic model. But the SVD is very time-consuming in
text processing due to the huge quantity of words and documents. For this limitation,
NMF is more advantageous in computation speed. Furthermore, it is more reasonable
and easily interpretable because its non-negativity condition can provide semantically
meaningful representation.

In this paper, we use NMF with sparseness constraint [20] to extract topic infor-
mation, and each text will be represented as a weighted combination of topics. For a
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desired dimension r (the number of topics in our work), NMF approximately
decompose a non-negative matrix V into W and H: Vn�m ¼ Wn�r � Hr�m. Input dataset
is represented as the column of V, where n is the number of texts, m is the number of
vocabulary. NMF finds matrix W and matrix H by minimizing the objective function:

1
2

Xn
i

Xm
j

Vij � WHð Þij
� �2

þ ljjHjj1 ð7Þ

where l is a penalty parameter used to control the sparseness. The result of NMF can
be viewed as topic modeling results directly due to the non-negativity constraints [21].
Each column of H is the sparse representation of this text over all topics which we aim
to obtain.

4 Experiments

4.1 Datasets and Context Information

Most previous work has reported results on two datasets “SCWS” and “SICK”, so we
evaluate our method on “SCWS” and “SICK” for word similarity and text pair
semantic similarity tasks. We use common metric the Spearman’s q correlation to
evaluate the performance. We will explain in detail on Spearman’s q correlation later.

The dataset SCWS is a word similarity dataset with ground-truth labels on simi-
larity of pairs of target words in sentential context from [8]. It consists of 2003 words
pairs and their sentential contexts, including 1328 noun-noun pairs, 399 verb-verb
pairs, 140 verb-noun, 97 adjective-adjective, 30 noun-adjective, 9 verb-adjective, and
241 same word pairs.

The dataset SICK consists of about 10,000 English sentence pairs, generated
starting from two existing sets: the 8K ImageFlickr data set and the SemEval 2012 STS
MSR-Video Description data set.

For each word in SCWS, topic information is obtained from its surrounding context
sentences. Average word embedding is used to create context vectors for target words.
We use NMF, the same way in [7] to create context global context vectors, which are
used as the input t of our TVAE model.

4.2 Parameter Setting

We use pre-trained word vectors from GloVe [22] to convert natural language word
into vector representation, which is used as the input x of our TVAE model. For the
SCWS and SICK task, we use 100-dimensional, 200-dimensional, 300-dimensional,
400-dimensional word embeddings to represent target word respectively, with 50-
dimensional context vectors performing best from [8]. In the experiment, our model
performs best by tuning the parameters when we set the weight parameter k = 0.5,
masking noise η = 0, depth of our model n = 3.
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4.3 Word Similarity

In order to demonstrate the effectiveness of topic information for our model in the word
similarity task, we use two cases to measure: SimS and SimC. SimS uses one repre-
sentation per word to compute Similarities by our model in different dimension
ignoring information from the context; SimC calculates the similarity with context
information. The Spearman’s q correlation between each model’s similarity judgement
and the human judgement in context is used.

Table 1 shows the performance of different models [7, 8, 23–26] on the SCWS
dataset. TVAE outperforms the other models in general. Especially, the result performs
better when the word embedding is 300-dimension. So, the word embedding’s
dimension also affects the performance of the model.

Table 1. Spearman’s q performance of different models on the SCWS dataset (the numbers are
q � 100). Fields marked with “-” indicate that the results were not available for assessment.

Model SimS SimC

Huang et al. [8] 58.6 65.7
Chen et al. [28] 64.2 68.9
Neelakantan et al. [29] 65.5 69.3
Rothe and Schütze [23] ̶ 69.8
Amiri et al. [7] 61.1 70.9
Zheng et al. [24] ̶ 69.9
Our model TVAE-100d 63.5 68.2

TVAE-200d 64.6 69.3
TVAE-300d 66.6 71.3
TVAE-400d 64.3 68.8

Fig. 3. Performance of the different dimension word embedding of our TVAE model. We only
extract the 100-dimension, 200-dimension, 300-dimension, 400-dimension word embeddings for
the TVAE model.
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Figure 3 shows clearly the impact of the dimension on the result. The 300-
dimension word embedding outperforms other dimension word embedding. Cosine
similarity calculation does not handle High-dimensional vectors well while it performs
well for Low-dimensional vector. As is shown in Fig. 4, the SimC method performs
better than the SimS method. Topic information improves the performance of our
model.

4.4 Text Pair Semantic Similarity

For a pair of input texts, we measure the degree of their semantic similarity by com-
puting the cosine similarity between their hidden representations from our model. We
test text representation on the SICK dataset. Representing sentences by the average of
their constituent word representations is proved to be surprisingly effective. That is, a
sentence s can be represented as: v sð Þ ¼ 1= sj jPw2s v wð Þ, which has been shown
effective in encoding the semantic information of sentences in [19].

Table 2 shows the performance of different models [25–27] for text pair semantic
similarity on the SICK dataset. Our model outperforms the other models. The size of
word embedding also affects the experimental results. As shown in Table 2 and Fig. 5,
the result is best when the size of word embedding is 300-dimension. In this experi-
ment, we use the topic information captured from sentences representation in the whole
process. Comparing with others, our model is still a bit improved, but does not
noticeably perform well. The reason is that our topic information is helpful, but sen-
tence itself does not contain rich contextual information contrast to surrounding text
which absent in this dataset.

Fig. 4. Spearman’s q � 100 performance of different models.
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5 Conclusions

This paper introduces the use of deep topic variational autoencoder (TVAE) to model
natural language text, and calculate semantic similarity of text pair on this basis.

We integrate topic information of sentence or document as additional information
into deep VAE. Our topic representation is obtained from the NMF with sparseness
constraint. We compared with our model and the model without topic information on
SCWS and SICK dataset, and find that the results with topic information perform
better. This demonstrates that such integration is effective in semantic similarity tasks
because it contains rich contextual information. In addition, our TVAE stakes the VAE

Table 2. Experimental results in the SICK task. The numbers are Spearman’s correlation
q � 100 between each model’s similarity judgments and the human judgments.

Model q � 100

SDAE 46
Hill et al. [25] 60
Sent2Vect 62
Pagliardini et al. [26] 60
Li et al. [27] 61
Deep VAE 60
Our model TVAE-100d 59.3

TVAE-200d 61.2
TVAE-300d 63.1
TVAE-400d 62.3

Fig. 5. The performance of the different word embedding size of our model.
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with topic information up to three layers. The latent representations learned from our
model are more flexible than the shallow network. We verify our model in word
semantic similarity task and sentence semantic similarity task, and find that different
dimension exert a great influence in both tasks.
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Abstract. Mongolian word segmentation is splitting the Mongolian words into
roots and suffixes. It plays an important role in Mongolian related natural lan-
guage processing tasks. To improve performance and avoid the tedious work of
rule-making and statistics over large-scale corpus in early methods, this work
takes a Seq2Seq framework to realize Mongolian word segmentation. Since
each Mongolian word consisted of several sequential characters, we map
Mongolian word segmentation to character-level Seq2Seq task, and further
propose three different models from three different prospective to achieve the
segmentation goal. The three character-level Seq2Seq models are (1) translation
model, (2) true and pseudo mapping model, (3) binary choice model. The main
differences of these three models are the output sequences and the architectures
of the RNNs in segmentation. We employ an improved beam search to optimize
the second segmentation model and boost the segmentation process. All the
models are trained on a limited dataset, and the second model achieved the state-
of-the-art accuracy.

Keywords: Mongolian � Word segmentation � Seq2Seq
Limited search strategy � LSTM

1 Introduction

Mongolian is an agglutinative language which normally ranks as a member of the
Altaic language family, a family whose principal members are Turkish, Mongolian and
Manchu (with Korean and Japanese listed as possible relations). Mongolian words are
formed by attaching suffixes to roots. The suffix falls into two groups: derivational
suffix and inflection suffix. Derivational suffix is also called the word-building suffix.
They are added to the root and give the original words new meanings. The root adding
one or more derivation suffixes is called a stem. Inflection suffix is also called word-
changing suffix. They are added to the stems and give the original words grammatical
meanings. These suffixes serve to integrate a word into sentence. In some special cases,
there are nearly seventy suffixes following a root. Therefore, the number of various
words is theoretically numerous [1]. Since the role difference between derivation suffix
and inflection suffix, many NLP tasks pay more attention to the suffix processing. And
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thus the Mongolian word segmentation becomes the requisite step in these NLP tasks,
which segment the Mongolian word into roots and suffixes.

Automatic segmentation of Mongolian words is of utmost importance for devel-
opment of more sophisticated NLP systems such as information retrieval [2], Machine
Translation [3], Name Entity Recognition [4], Speech Synthesis [5] and so on. On the
contrary, erroneous segmentation (including overcutting or undercutting) will degrade
the overall performance of these systems. Due to the sparse labeled dataset and rich
suffix variation, limited resources segmentation approaches were proposed to facilitate
the Mongolian word segmentation. These approaches usually depend on three sources,
including root dictionary, suffix dictionary and segmenting rules. The methods given in
[6, 7] first match roots in the root dictionary, and then compare the remaining part with
the suffix dictionary. These methods could give the segmentation results automatically,
but ambiguity also follows. That is, there may be more than one root or suffix matching
the substring of the original word and which one is reasonable is difficult to decide
automatically. Another work [8] tries to solve this problem by referring to POS file. It
strongly relies on the lexical information in the corpus. Furthermore, these methods still
could not deal with Out of Vocabulary (OOV) very well.

To improve performance and avoid the tedious work of rule-making and statistics
over large-scale corpus in early methods, this work takes a sequence-to-sequence
(Seq2Seq) framework for Mongolian word segmentation. Since each Mongolian word
consisted of several sequential characters, we mapped Mongolian word segmentation
into a character-level Seq2Seq task, and further propose three different models from
three different prospective to achieve the segmentation goal. The first model is named as
translation model, in which the segmentation process is treated as a translation process
from the character sequence of the original word to the target sequence which consists of
the characters of the root, suffixes, and the character “-” between them. The second
model is named as true and pseudo mapping model, in which each character in the
original word is mapped to itself or a pseudo character. Here the pseudo character
represents the input character plus the segmentation symbol “-”. We change the rules of
beam search to optimize this model and boost the segmentation process. The third model
is called binary choice model, representing the fact that we make a decision that whether
the segmentation is needed after each character in the original word. All the models are
trained on a limited dataset, and the second model achieved the state-of-the-art accuracy.
In the experiment, we exploit the base LSTM following [9], bidirectional LSTM (Bi-
LSTM), and their variants with attention mechanism (LSTM+A, Bi-LSTM+A).

The main contributions of the work can be summarized as follows:

1. To the best of our knowledge, however, we are the first group to map Mongolian
word segmentation to a Seq2Seq task without resorting to dictionaries, rules, and
large training corpus.

2. We propose three different Seq2Seq models from three different prospective to
achieve the segmentation goal. Meanwhile, we compare the performance of various
LSTMs in Seq2Seq process.

3. We improved the beam search strategy to optimize the true and pseudo mapping
model and boost the segmentation process.
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2 Related Works

Early approaches for Mongolian word segmentation usually depend on three sources,
including root dictionary, suffix dictionary and segmenting rules. The methods given in
[6, 7] match roots and suffixes in the positive or negative direction using the root
dictionary and suffix dictionary. When there is more than one root or suffix matching
the substring of the original word, an ambiguity occurs. The segmentation rules are
then used to deal with the ambiguity and make the final decision. Another work [8]
tries to solve this problem by referring to POS file, in which the word needs to be
labeled the POS tag in advance.

In this paper, we take a Seq2Seq to implement Mongolian word segmentation.
Seq2Seq learning has made astounding progress in various natural language processing
(NLP) tasks, including but not limited to Machine Translation [10–14], speech to text
[15, 16], dialogue systems [17] and text summarization [18, 19]. The Seq2Seq model
using deep neural networks mainly has two parts: encoder and decoder. The former
reads input data in a sequence style and generates the hidden unite. The latter uses the
output generated by encoder and produces the sequence of outputs. Recurrent neural
networks (RNN), are always used to implement encoder and decoder, such as LSTMs
[9, 10, 20, 21]. A common LSTM unit is composed of a cell, an input gate, an output
gate and a forget gate. The cell is responsible for “remembering” values over arbitrary
time intervals; hence the word “memory” in LSTM. Each of the three gates can be
thought of as a “conventional” artificial neuron, as in a multi-layer (or feedforward)
neural network. LSTMs were developed to deal with the exploding and vanishing
gradient problem when training traditional RNNs.

An important extension of the Seq2Seq model is by adding an attention mechanism
[10, 13, 15, 22]. It is approved that attention mechanism is able to focus on the most
effective information (word or phonological) adaptive to each token to maximize the
information gain. In order to amplify the contribution of important elements in the final
segmentation results we use an attention mechanism following [10], that aggregates all
the hidden states using their relative importance.

3 Approach

As mentioned above, Mongolian words are formed by adding derivational suffix and
inflection suffix to roots. If we treat the original word as character sequence, and
transform the target root and suffixes into a new sequence, the segmentation process is
a character-level Seq2Seq task. From three different prospective, we propose three
different models to achieve the segmentation goal, including translation model, true and
pseudo mapping model, binary choice model.

3.1 Translation Model

Mongolian word segmentation is splitting word into root and suffixes. Translation
model treats segmentation as a Seq2Seq translation task. Take the Mongolian word

for example, its root is and suffixes are and . We connect the roots
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and the suffixes with the character “-” in order, (the character “-” is not a Mongolian
character), and obtains a new sequence is which we called target sequence. If
we can translate the character sequence of the original word to the target sequence with
the Seq2Seq framework, then we can obtain the root and suffixes by dividing the target
sequence by character “-”. From this point of view, the segmentation is a character-
level translation process. That is, we translate the original character sequence to the
target sequence. Thus, we employ a character-level translation model to do Mongolian
word segmentation. Figure 1 demonstrates the translation model. Each Mongolian
word also consists of characters. For simplicity, we used the Latin character to rep-
resent Mongolian character in some examples and figures.

This paper employs recurrent neural network (RNN) to implement the translation
model for Mongolian word segmentation task. In Seq2Seq learning task, RNN
(specifically LSTM) involves an encoder-decoder architecture, which have demon-
strated state-of-the-art performance. Let X ¼ x1; x2; � � � ; xIð Þ and Y ¼ y1; y2; � � � ; yJð Þ
be the input/output sequence, with I and J respectively being the input/output lengths.
Seq2Seq learning can be expressed finding the most probable output sequence given
the input:

Fig. 1. Translation model in Mongolian word segmentation

Fig. 2. The encoder-decoder framework. An encoder converts character-level input sequence
(Mongolian word ) into a fixed length vector c which is passed through a decoder

to produce the segmentation .
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argmaxY2Yp YjXð Þ ð1Þ

Where Y is the set of all possible sequences. Figure 2 gives a schematic of this simple
framework for Mongolian word segmentation problem.

3.2 True and Pseudo Mapping Model

In translation model, we convert the character sequence of the original word into the
target sequence. We assume the translation process is completely correct. That is we
can obtain the expected root and suffixes. Now, we make a comparison between the
original word and the target sequence, we find that two character operations happened
in the translation process: (1) one is copying the character into the target sequence, and
(2) the other is inserting a character “-” into the target sequence. If there is a character
“c” and a “-” after it in the target sequence, we treat the character “c” and the character
“-” after it as whole and named it as a pseudo character of the character “c”.

Then the segmentation is a process of mapping each character in the original word
to itself or to its pseudo character. This is also one-to-one mapping, and we call it true
and pseudo mapping model. For simplicity, we use Latin characters to demonstrate this
in Fig. 3.

From a cognitive perspective, the copying mechanism is related to rote memo-
rization, requiring less understanding but ensuring high literal fidelity. We expect that
when the results are generated, we can filter and view them, and if we can use some
strategy, which can be used quickly to keep high copying loyalty. From the data
perspective, true and pseudo mapping model is similar with translation model above,
with however the following important differences:

• Pseudo character: For the input word sequence and its segmentation
sequence , we combine the dividing symbol “ -” and its nearest left
neighbor character into a new abstract pseudo character . Therefore, the size
of the target dictionary is about 2 times that of the previous.

• Output rewritten: We rewrite the output sequence based on the above way of
pseudo character formation.

Fig. 3. True and pseudo mapping model.
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• Limited search strategy: To improve the performance and accelerate the seg-
mentation process, we limit the output target in advance and change the standard n-
best beam search strategy [23] to 2-best search strategy, called limited search
strategy (LSS). To explain LSS, we take word (input ) for a simple
example in the following paragraph (see Fig. 4).

We also employ the RNN to implement the true and pseudo mapping model, in
which beam search is responsible for finding the best output sequence. Beam size is
critical to the decoding speed and performance, and is set to larger than 2 in general.
However, in the true and pseudo mapping model, every possible output in each
decoding step is either the input character or its pseudo character. Based on this rule,
we set the beam size to 2. From the first step to the end, at each step, we keep the top 2-
best conditional hypotheses by the input character and its abstract pseudo character.
Since in this case, the conditional hypotheses are restricted in relatively very small
areas, leading to the improvement in the efficiency and accuracy of the algorithm.

Fig. 4. A simple of beam (n = 2) search example. The red boxes and arrows are the search paths
of standard beam search. The green boxes and arrows are the search paths of limited search
strategy. (Color figure online)
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3.3 Binary Choice Model

From the prospective of true and pseudo mapping model, the segmentation process
maps each character in original word to itself or its pseudo form. If we consider that
mapping the character to itself represent 0, and mapping the character to its pseudo
form represents 1, the segmentation is mapping each character to 0 or 1. This is also a
sequence to sequence task. We named this model as binary choice model. The dif-
ference between true and pseudo mapping model and binary choice model is the target
form or the output string. We also employ the RNN to implement the binary choice
model as we do in true and pseudo mapping model. From this decoding perspective,
the search space is very small. Figure 5 shows the binary choice model using Latin
characters.

4 Experiments

4.1 Dataset

Nowadays, there is no public annotated corpus about Mongolian word segmentation. In
this paper, we have collated and expanded the laboratory corpus. The dataset we used
has been annotated and reviewed manually by a group of Mongolian native speakers,
including 60,000 Mongolian words. We split it into training dataset (42,000 words,
70%), developing dataset (6,000 words, 10%) and testing (12,000 words, 20%). It is
important to note that our test samples and training samples are completely different.
That means the testing words we evaluated are all out-of-vocabulary (OOV) words,
which is more challenging.

4.2 Evaluation Metrics

Quantitative evaluation of the segmentation systems is performed using Precision (P),
Recall(R), F1, and Word precision (Wp). This is the same as those used in [6–8]. We
defined each segment as one unit after Mongolian word segmentation. For example, the
word is segmented into two units and . The following are the formulas for
evaluation metrics, where the MU is the total number of the units in manually anno-
tated testing samples, RU is the number of resulting units from the testing samples after
segmentation, CU is the number of correct units among resulting units of the testing

Fig. 5. Binary choice model in Mongolian word segmentation

564 N. Liu et al.



sample, CW represents the number of the word who is correctly segmented in the
testing dataset, TW represents the number of the word in testing dataset.

P ¼ CU
RU

� 100% ð2Þ

R ¼ CU
MU

� 100% ð3Þ

F1 ¼ 2� P� R
PþR

ð4Þ

Wp ¼ CW
TW

� 100% ð5Þ

4.3 Experimental Setting

In experiment, we use the naïve LSTM, Bi-LSTM and their variants with attention
mechanism (LSTM+A, Bi-LSTM+A) in the Seq2Seq process. The input and output are
designed according to the three models (translation model, true and pseudo mapping
model and binary choice model). Our Bi-LSTM models have 2 layers. The core of the
experiments involved training a large LSTM. As described in [9], we use greedy
algorithm to separate corpus into two buckets based on the length of each Mongolian
word during training. It is important to note that the search strategy used in our other
LSTMs is n-best search strategy, where n = 5. We initialized all of the LSTM’s
parameters with the uniform distribution between −0.1 and 0.1. We used stochastic
gradient descent without momentum, with a fixed learning rate of 0.8. After 5 epochs,
we begin to half the learning rate every epoch. We compare the evaluation metrics by
using three models. And we also compare the evaluation metrics by true and pseudo
mapping model with limited search strategy (LSS). Other super parameters are selected
according to the performance on the developing dataset.

5 Results and Discussion

5.1 The Effect of Different LSTMs

To validate the effectiveness of these different LSTMs on the proposed three models,
we evaluate their performance on the testing dataset and the scores are reported in
Table 1. For true and pseudo mapping model, we list the score of the different LSTMs
with the LSS. According to the results, the following conclusions were obtained:

– For translation model and true and pseudo model, the Bi-LSTM performs better
than naïve LSTM, because it provides more temporal context than the unidirectional
LSTM.
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– Each segmentation model with attention mechanism achieves better result than that
without this mechanism, because the attention mechanism is good at finding
important information and focusing on it.

5.2 Three Model Comparison

This section compares with the best results of the above three segmentation models.
And the same test set is used to validate the segmentation system described in literature
[6] (abbr. Hou [6]). Of course, we manually tagged the POS before running.

As shown in Table 2, all of our models perform better than the traditional model
Hou [6] without any feature engineering or dictionary. Considering these evaluate
metrics, the true and pseudo mapping model with Bi-LSTM+A+LSS is the best of all.
It establishes performance of 96.19 F1 and 94.02Wp, outperforming the model Hou [6]
9.95 F1 and 11.49 Wp. The results indicate that our models can better extract the
adhesion characteristics of Mongolian words. That is, the internal high cohesion and
the external low-coupling of Mongolian morphemes (roots, suffixes).

Table 1. Performance of different LSTMs

Model Seq2Seq P(%) R(%) F1(%) Wp(%)

Translation model LSTM 92.62 92.67 92.65 88.00
Bi-LSTM 93.82 93.62 93.72 88.99
LSTM+A 95.52 95.37 95.44 92.36
Bi-LSTM+A 95.87 95.64 95.75 92.72

True and pseudo mapping model LSTM+LSS 92.77 92.94 92.86 89.83
Bi-LSTM+LSS 94.56 93.98 94.27 90.79
LSTM+A+LSS 95.59 95.87 95.73 93.92
Bi-LSTM+A+LSS 96.37 96.01 96.19 94.02

Binary choice model LSTM 93.64 93.39 93.52 91.45
Bi-LSTM 94.43 92.92 93.67 92.04
LSTM+A 93.97 93.68 93.83 93.22
Bi-LSTM+A 94.65 94.18 94.41 93.26

Table 2. Performance of our models and Hou [6]

Model P(%) R(%) F1(%) Wp(%)

Hou [6] 85.90 86.59 86.24 82.53
Translation model 95.87 95.64 95.75 92.72
True and pseudo mapping model 96.37 96.01 96.19 94.02
Binary choice model 94.65 94.18 94.41 93.26

566 N. Liu et al.



5.3 Evaluate the Limited Search Strategy

This section investigates the results by true and pseudo mapping model with and
without Limited Search Strategy (LSS) to examine the effect of LSS. We add an extra
metric speed (characters per second) to evaluate the decoding process of each model.

At the top and bottom of Table 3, we report the segmentation results obtained by
true and pseudo mapping model with standard n-best search(n = 5) and with LSS
individually. It is obvious that LSS improves the performance of true and pseudo
mapping model, no matter which seq2seq framework is used.

As shown in Table 3, our model with LSS achieves a speed more than 5 times
faster the same model with standard n-best (n = 5) search. Because our limited search
strategy reduces the search space and the impact of data sparseness. The results are
consistent with our intuition.

In addition, the model with attention mechanism achieves better result than that
without such mechanism. The framework Bi-LSTM generally obtains better result than
the naïve LSTM. Comparing with the translation model listed in Table 2, we find that
the true and pseudo mapping model without LSS performs worse than the translation
model, due to the fact that when pseudo-characters are added, the problem of sparse
data is highlighted compared to translation model.

6 Conclusion

In this paper, we have proposed three character-level Seq2Seq models for Mongolian
word segmentation without resorting to dictionaries, rules, and large training corpus.
The three models are translation model, true and pseudo mapping model, and binary
choice model. The key idea of our approaches is mapping the segmentation task into a
Seq2Seq task by treating the original word as character sequence and transforming the
target root and suffixes into a new sequence. The main differences of these three models
are the output sequences and the architectures of the RNNs in segmentation.

Table 3. Performance of true and pseudo mapping model

Seq2Seq P(%) R(%) F1(%) Wp(%) Speed

LSTM 78.45 79.17 78.81 68.43 85.71
Bi-LSTM 82.64 82.76 82.70 72.48 79.12
LSTM+A 91.81 92.21 92.01 86.74 68.99
Bi-LSTM+A 92.77 92.50 92.64 87.72 78.30
LSTM+LSS 92.77 92.94 92.86 89.83 486.62
Bi-LSTM+LSS 94.56 93.98 94.27 90.79 481.44
LSTM+A+LSS 95.59 95.87 95.73 93.92 383.52
Bi-LSTM+A+LSS 96.37 96.01 96.19 94.02 367.93
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Our experiments show that these models are able to obtain quite competitive results
compared to early method. The true and pseudo mapping model achieved the state-of-
the-art accuracy when Bi-LSTM framework plus attention mechanism and limited
search strategy (LSS) is used. LSS is an improved beam search strategy, which not only
improves the accuracy metrics of Mongolian word segmentation, but also boosts the
segmentation speed. That indicates our models can better extract the adhesion char-
acteristics of Mongolian words.

Furthermore, each segmentation model with attention mechanism achieves better
result than that without this mechanism. For translation model and true and pseudo
model, the Bi-LSTM performs better than the naïve LSTM, because it provides more
temporal context than the unidirectional LSTM.
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