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1 Introduction

The Internet of Things (IoT) has a potential to transform our world by intelligently
connecting every device that touches both of our professional and everyday lives
through a range of sensors, cloud computing, etc. and also has a capacity to
unlock the door to the next industrial revolution. In the last decade, IoT has
covered numerous domains including communication [1, 2], energy efficiency [3,
4], vehicular systems [5], smart farming [6], healthcare [7], computer vision [8],
and to name a few. Detecting object of interest from an IoT-based camera device
can be useful, especially under the scenario of identifying one dedicated class from
a bulk of processed information.

Spectral clustering is a class of graph theoretic procedure, which is popular for
finding natural groupings. Over the last decade, it has become a widely adopted
tool for image segmentation problems via the normalized cut (NCut) criterion [9].
Spectral clustering popularity increased substantially among the researchers in the
field of computer vision, bioinformatics, robotics, etc. The idea has proven itself
to be an active area of research among machine learning community. The core
reasons behind are its capability to accurately group complex structured data and
its simplicity in implementation. Image segmentation using spectral clustering is
not an expedient way of dealing large size images due to its high computational
demand and memory requirements. To overcome such predicament, a dimensional
reduction procedure is integrated as an effective preprocessor before calculating
an affinity matrix — which combats the curse of dimensionality. In the situation
where computational bottleneck is comprehended, a competent selection of suitable
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Fig. 1 A pictorial illustration of weighted binary tree-based fast spectral clustering

preprocessor reduces the bottleneck risk by reducing the data structure size.
Selection of preprocessor is a key task and has foremost effects on clustering.

In this work, we propose an unsupervised image segmentation technique using
spectral clustering aimed at salient object extraction. Few challenges faced by
image segmentation based on spectral clustering are its infeasibility to process large
images due to high computational demand, memory requirements, and its sensitivity
to irrelevant and noisy data. These challenges are successfully addressed in the
proposed work of weighted binary tree-based fast spectral clustering (WBTFSC);
sample results are demonstrated in Fig. 1. The algorithm integrates dimensionality
reduction method into spectral clustering by introducing an effective preprocessor,
which is comprised of two fundamental steps: (1) color quantization based on
weighted binary tree and (2) unique pixels selection. Noisy images are also tested
with proposed algorithm and showed exceptional results comparable to the other
implemented techniques.

Many clustering techniques are strictly bound to Euclidean geometry, making
assumption explicitly or implicitly to form convex regions in Euclidean space,
compared to be more flexible and confined to wider geometry range of spectral
clustering [10].

Color quantization is deemed to be a prerequisite of many color image seg-
mentation algorithms, and we exploited this key to be an effective preprocessor
[11-13]. The contribution is twofold: Firstly, we leveraged the fact that natural
images include fewer consistent groups than pixels [14] and introduced an effective
preprocessor of weighted binary partition tree for quantization. Secondly, selection
of unique pixels from normalized image further reduces the data structure size
before subjecting to spectral clustering. Labeling is finalized using fuzzy C-means
soft clustering to exhibit fuzzy behavior and making it feasible for salient object
extraction with fused clusters.
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In spectral clustering, image is represented by a weighted graph, where each pixel
is a node connected to other nodes with edges. Despite the fact, spectral clustering
achieves accurate clustering and makes precise segments, it is still not considered to
be a strong competitor to other clustering techniques [15, 16]. Spectral algorithm
forms affinity matrix of size (n x n), where n is the total number of pixels in
the image, and computes eigenvectors of this affinity matrix with computational
complexity of O(n?) and memory requirement of O(n?).

To improve the performance of spectral clustering, multiple schemes were
proposed and implemented [17, 18]. One technique is the providence of original
data representatives, which should have the capacity of retaining original values.
Exploiting the subsampling of randomly selected data w.r.t. to grouping criteria
is another reasonable approach. Low-rank approximation in spectral clustering is
another central option for the dimensionality reduction. High-quality clustering
achieved by spectral clustering can be annihilated with poor choice of preprocessor,
which must be selected carefully for improved performance.

2 Related Work

Spectral clustering for image segmentation is a graph theory-based information
extraction procedure which describes the image as a weighted graph and partitions
them using optimized cost function. Segmentation is done under the potency
of feature vectors (directly/indirectly), based on eigendecomposition of graph
Laplacian matrix [19]. Possibly the first comprehensive effort was made by Shi and
Malik [20] to segment image using spectral clustering. They formulated the problem
from a graph theoretic perspective and introduced a normalized cut to segment the
image.

Traditionally spectral clustering performance degraded hastily when dealing
with high-resolution images due to its high computational cost. To overcome
this problem, few techniques are implemented depending on the nature of the
problems. Bruce et al. [18] used the multilevel approach for graph partitioning
in which sequence of increasingly smaller graphs approximate a complete graph.
The smallest graph is then partitioned using spectral clustering and finally back
propagated to graph hierarchy. Same spirit of multilevel approach is discussed by
Yan et al. [21] where coarsening and un-coarsening methodology are followed and
algorithm is designed to deal with the computational requirements to overcome
spatial bottleneck. They employed fast approximate spectral clustering using K-
means clustering and random projection trees as a preprocessing step. The intension
was to minimize data reduction effect on clustering accuracy, in the spirit of rate-
distortion theory.

Another approach was put forth by Ducoumau et al. [22], where clustering
was configured as hypergraph cut problem to optimize the objective function. The
proposed method was based on the principle of multilevel paradigm with three key
steps, starting with the initial step of hypergraph reduction, followed by a spectral
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clustering of reduced hypergraph, and the final step of cluster refinement. Similarly,
Tung et al. [23] implemented a new distinctive approach of block-wise processing
in combination with stochastic ensemble consensus. They first divided the image
into multiple nonoverlapping fix-sized blocks and then calculated affinity matrix for
each block. Finally, they merged the segments using stochastic ensemble consensus.

Tasdemir et al. [26] proposed approximate spectral clustering in combination
with neural networks by employing self-organizing maps and neural gas as quan-
tizer — a preprocessing step. They exploited local density-based similarity measure
without user-predefined parameters. Similarly, a fast affinity propagation clustering
approach was implemented by Shang et al. [20] in which they considered both
local and global structural information. The concept was based on multilevel
graph partitioning which managed to implement both vector-based and graph-based
clustering.

Fowlkes et al. [14] made an exertion to overcome the time and computational
limitations by incorporating the low-rank approximation. They introduced Nystrom-
based spectral clustering algorithm for image segmentation. The main idea was to
solve the grouping problems for small random subsets of pixels in image and then
anticipate this solution to all pixels. To improve Nystrom spectral clustering, few
methods were also proposed in literature by applying different quantization schemes
[27]. All techniques referred above are based on the concept of quantization before
object of interest detection. A concept of finding salient regions is also presented
which is based on attention mechanism and considers contrast to be a primary
factor.

Goferman et al. [28] proposed context-aware saliency detection. The objective is
to detect the salient region(s) with respect to a scene. They considered both low level
and global feature. Cheng et al. [29] proposed histogram-based contrast method to
measure saliency. One of the biggest challenges in saliency detection is to acquire
salient regions w.r.t. scene understanding.

3 Clustering Methods

The proposed design is a combination of multiple clustering methods including hier-
archical clustering (weighted binary partitioned tree), graph clustering (spectral),
and finally fuzzy clustering (C-means). Sample results of proposed technique are
demonstrated in Fig. 2.

3.1 Weighted Binary Partition Tree

Let us consider an image S of size (n x n) for (m = n) where s = (r, ¢) for (s € S) to
be row and column indices. Initialize a binary tree clustering by partitioning S into
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Fig. 2 Visual comparisons with respect to object of interest detection; (1) original image, (2)
spectral algorithm for object extraction, [1] (3) curve evolution algorithm using low depth field,
[17] (4) graph-based visual saliency [18], (5) WBTESC algorithm for object extraction, (6) ground
truth

K'! disjoint sets, subject to the constraint of achieving maximum of two nodes (left
and right), where the numbers of clusters are already defined.

Each partitioned node belongs to its parent node which flows up in the hierarchy
to the root node “X” — the starting point of any partition. Let P, represents set of
image pixels which correspond to node n. For the proposed weighted binary tree, let
the head node (n) be represented by a number “1,” while the children nodes are 2n
and 2n + 1. The partition of X is on the basis of colors for the selected image. The
partition is controlled by cluster colors which rely on mean and variance value and
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stored as linked list. In splitting process node, order is very important; following the
procedure in an order, we need to state the second-order statistical properties.

R, = Z Wixsx! (1)
seP,
On =) W, 2)
seP,

where minimum squared deviation is given by a cluster mean; therefore, it favors an
assumption that mean is equal to g — the cluster’s quantization value.

pn = On/ | Py | 3)
Cluster covariance is defined as:
do=> - L 0,0 ©)
| Pyl "
n+1 n

Weights are assigned according to relation:

2
1
W, = 5
* (kg*min(HVSxy ,14+2)) ©)

where K, is a Gaussian smoothing kernel which filters gradient estimator and S,y is
color range with minimum values of 2, the lowest visually indistinguishable level.

This approach is modified to show improved performance for large clusters,
which endorses the maximum cluster’s variation by handling and splitting order.
Unit vector % is defined as:

o —pa) =a'da (©6)

seP, n+1

The eigenvector & corresponds to the largest eigenvector A, of Y ;. Total
squared variation in direction of & is given as:

3 (G5 — ) T)’ = 2 )

sepP,

The points in the Wp,, are divided into Wp»,, sorted as Wp2,41
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Wpo, = {S € Py Uy xg < Uy .
and Wpy,41 is defined as:
Wpo,i1 = {s € Py Uy xg > Ty . (8)
New weighted statistics are created as:

Royp = wy Ry — w2, Ry,

0241 = w, Oy — w2 02y 9

Py = [wy, Pp| — |wan Panl

where the weights w,, and w»,, are static to be 0.6 and 0.4, respectively, for optimal
performance. The optimal splitting order is selected with the objective of maximum
reduction in error squared, defined as:

TSE= ) >l — il (10)

All Leaves n = S€pn

Here we utilized the largest principle eigenvector to achieve the best split (Fig. 3).

Fig. 3 Cluster partitioning using weighted binary partition tree
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3.2 Spectral Clustering

Spectral clustering for image segmentation is a graph theory-based information
extraction procedure which describes the image as weighted graphs and partitions
them using optimized cost function. LetG(V, E) be an undirected graph, where
V =(1,v,v3, ...,V,) are a set of n nonempty vertices along with set of edges, E.
The graph is weighted; each edge between vertices v; and v; have a weight of w;; > 0.
G is subgraph of G having vertices and edges (V,E)withthe factV € V& E €E.
The weight adjacency is given as W = (Wjj), x n, Where w;; € N XM For weight
values (w;j) = 0, correspond to the fact that vertices V; and V; are not connected.

Different techniques like K—neighbors, k—nearest neighbors, and fully con-
nected graph are used to transform given data points (xi, ...,x;,) into pairwise
distance dj; or pairwise similarities s;; into graph. Let dj; be the dissimilarity matrix;
the weight matrix W = (wj;) for (i,j) = 1,...,n can be calculated from sigmoid
function as:

wij = exp—|xi — x;||°/20% For i # j & 0 Otherwise. (11)

The parameter o has supplementary impact on clustering obtained. The selection
of o is a very critical step; one approach is to run an algorithm for different values
of o until the least squared intra-cluster distance to its center position is obtained
[23]. Mentioned hit and trial rule for optimal value of o looks not feasible for large
datasets, so few other strategies are instigated [31]. We selected sigma value 1 for
the optimized solution.

The degree matrix D is defined as diagonal matrix with D = [d;;], x n, Where
n

dij € W' *" defined as d; = ) w;;. un-normalized graph Laplacian is given as
j=1

L = D — W, which may vary in case of unweighted graph as L = D — A, where

A is adjacency binary matrix of G given as A = a;(n x n), where a;; = 1 if edge

connection is found between V; and V; and 0 if otherwise. The Laplacian matrix

must satisfy the following properties. For vector X € %" * .

1 n
xTLx = 3 Z wij(xi —x]')2 (12)
ij=1

L is symmetric positive definite. The smallest eigenvalue of L is 0, with
corresponding eigen indicator vector 1, ie., 1 = (1,1, ..., l)T. Luxburg [32]
theoretically proves all the properties of graph Laplacian matrix. Fiedler suggested
that X, is the second eigenvector of L that represents relationship among connected
graph components also known as fielder’s eigenvector. The normalized Laplacian
matrix is given as L = I — D~-)WD~05 Second random-walk Laplacian matrix
is given as L,,, =1 — D™'W.
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4 Proposed Methodology

The proposed object extraction algorithm is summarized with flowchart shown in
Fig. 4, which incorporates three fundamental stages; the first stage deals with color
quantization using weighted binary tree, where the first loop divides the image into
distinct clusters, while the second loop

assigns each cluster a unique color value from the palette. The second stage deals
with the normalization procedure and finding unique pixels in the quantized image
and followed by final stage of object of interest detection and later extraction using
spectral clustering.

Algorithm analysis revealed us that reduction of a color palette size with
weighted binary partition tree quantization still is not very effective in calculating
reduced similarity matrix of size (n x n), considerably when image is of large size.
The reduction of distinct colors as an outcome of binary tree quantization has no
effect on total number of nodes subjected to spectral clustering but to the number of
natural colors. To overcome such predicament, all pixels are normalized in the range
of (0 — 1) before selecting unique values to construct similarity graph. Essentially,
duplication removal process keeps in record total number of duplicate pixels and
their respective addresses for each basic RGB value. This procedure allows us to
deal with large size images in calculating affinity matrix, which is one of the prime
steps in spectral clustering.

The number of clusters K is defined by user under constraint that the weighted
binary tree quantization clusters are greater than spectral clustering, so not to
annihilate the visual contents of image but to reduce the number of distinct colors. If
number of clusters created using spectral clustering is insufficient in number, it will
result in fused segments of object and background, resulting in false segmentation.

For similarity matrix, sigmoid function approach is used instead of K-nearest
neighbors and e-neighborhood graph, due to large number of connected compo-
nents. Ultimately, grouping is done using fuzzy C-means algorithm, and cluster
members are mapped to their respective addresses with the duplication sequence.
The method shows performance degradation if preprocessor is not defined well or
image having uniformly distributed pixels.

Based on the evaluation of WBTFSC in obtaining meaningful segmentation for
object of interest detection, spectral clustering fulfills two conditions:

* Nodes that represent possibly larger connected regions belong to object of
interest class and should be selected.
» Regions represented by selected clusters should be disjoint.
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Fig. 4 General flow diagram
of weighted binary trec.based @ﬁanze BT root Wp,=S & Calculate R, & 0)
fast spectral clustering

Find leaf n with largest A, & form nodes Wp;,
& Wp?ntl-

Recalculate Rzqeq, Oznet & Paney

Choose Initial Color Palette {u,: I <n <K

Form K Clusters
Cafin N Xa-ptill S| Xa-ttull. I Su=K

Compute Color Palette using g;= 1/| C)|

No

ecrease in TSE < Thresho

Normalize n*d matrix data between range of
0 & 1. (d=3 for RGB)

Finding Unique Pixels and Record their
respective addresses in Image

Construct Weighted Matrix W

1

Compute the Diagonal Degree matrix D &
construct the unnormalized Laplacian matrix L

Find 2™ Largest eigenvector V; of L & Compute
resultant clusters using Fuzzy Cmeans.

Restoring Original Size by Mapping Back
Clusters to get the Salient Object Cluster.




A Hybrid Approach for Image Segmentation in the IoT Era 95
5 Results and Discussion

To assess the performance of proposed algorithm from the perspective of object
of interest detection and extraction, a set of images are selected from MSRA'!
salient object database, Berkeley? segmentation dataset, and image collection of our
group, with the perspective of finding at least one obvious salient object. To show
the consistency and effectiveness of our proposed algorithm, performance measure
was credited in respect of accuracy and efficiency. Results are visually compared
with three state-of-the-art algorithms. Analysis is made from the perspective of
object of interest extraction. In order to show the consistency and effectiveness of
the proposed WBTFSC algorithm, different performance measures are credited, in
respect to time, size, and efficiency. To demonstrate the performance of our proposed
algorithm, we compared our results with three state-of-the-art algorithms, spectral
clustering [30], curve evolution with low depth of field [24], and graph-based visual
saliency (GBVS) [25].

Few images are selected for visual comparison between proposed technique and
selected methods as shown in Figs. 2, 5, and 6. Ideal segmentation or ground truth is
shown in column 6 which are manually segmented images to calculate accuracy. Our
approach has shown notable results, visually observed in column 5, when compared
with conventional spectral clustering [31] in column 2, curve evolution approach in
column 3, and graph-based visual saliency in column 4. It is observed that not only
the test images with single salient object showed good performance but test images
with multiple salient objects are also segmented and extracted successfully and can
be observed in images “b,” “e,” “I,” “n,” etc.

With weighted binary tree palette design, few image pixels are misclassified and
covered with wrong cluster labels which results in the loss of object information
with spectral clustering object extraction procedure. In order to coup with this
situation, we took advantage of soft clustering of fuzzy C-means algorithm. It
assigns data member x; not to strictly bind to one cluster, rather deal it in flexible
way. For the proposed technique, object extraction principle is based on color
distinctness where each color represents different cluster. The presence of multiple
clusters within salient object results in the loss of inner details of object and can be
observed in images “f,” “k,” and “p,” but objects’ contours remain preserved.

Table 1 shows time comparison of all selected techniques and size comparison
of proposed method and spectral clustering, which can be analyzed with respect to
similarity graph time and total processing time to extract an object.

It can be noticed that WBTFSC has shown a remarkable reduction in similarity
graph time to create (n X n) matrix. The maximum time for spectral method is
45.27 s for image “e€” as compared to 9.28 s for WBTFSC. Minimum time for

1
2

www.research.microsoft.com/en-us/um/people/jiansun/SalientObject/salient_object.htm
www.elib.cs.berkeley.edu/segmentation


http://www.research.microsoft.com/en-us/um/people/jiansun/SalientObject/salient/_object.htm
http://www.elib.cs.berkeley.edu/segmentation
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Fig. 5 Few more visual comparisons with respect to salient object extraction. (1) Original image;
(2) spectral algorithm for object extraction [1]; (3) curve evolution algorithm using low depth field
[17]; (4) graph-based visual saliency [18]; (5) WBTFSC algorithm for object extraction; (6) ground
truth

WBTEFSC is 1.30 s for “p” image compared to spectral clustering, 19.17 s and curve
evolution approach, 34.31 s.

GBVS has shown minimum time for object detection, but results are in contrary
to our approach in terms of accuracy. A comparison of proposed method and spectral
clustering in terms of executaion time and similarity graph size is given in Fig.
7. Notable difference can be observed in execution time and similarity graph size
where WBTFSC maximum nodes are approximately 16 K in size and execution
time less than 20 s in contrast to spectral clustering.
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Fig. 6 Few more visual comparisons with respect to salient object extraction. (1) Original image;
(2) spectral algorithm for object extraction; (3) curve evolution algorithm using low depth field;
(4) graph-based visual saliency; (5) WBTFSC algorithm for object extraction; (6) ground truth

Spectral clustering performance degraded hastily when showed up with noise.
This deficiency is challenged with our proposed method and showed exceptional
results, demonstrated in Fig. 8. We introduced three different types of noises with
different intensity levels and extracted the object of interest with good accuracy. It
can be observed that our proposed technique showed better results especially when
salt-and-pepper noise is introduced. Table 2 shows similarity graph time and total
time for noisy images. For each column assigned to different noises, left sub-column
shows our proposed method processing time, and right sub-column shows spectral
clustering’s processing time.

In order to objectively evaluate the segmentation performance from the per-
spective of object of interest detection and extraction, we consider two different
strategies. For the first, output image is segmented into regions (R1,Ra, ... .R;).
R; N R; = ¢ for i # jand U'_| R; = I. For each segment R; in image, if more
than 50% overlap with ground truth foreground Ogr, it counts as foreground R [34—
35].

We tested the efficiency of images by dividing into 164 regions/segments;
comparative plot is shown in Fig. 9 (right).

Robj = U(i:(pR;. 045)>0.5) Ri- (13)

or

p(Ri Ous = p (R, Ows) Yk e [1,n,] (14)
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Fig. 7 Execution time vs. similarity graph size. A comparison between proposed method of
WBTEFSC and spectral clustering for the set of image samples

Gaus Moise ET-FSC Sakt&Pepper

Fig. 8 Visual comparison of noisy images. Gaussian and salt-and-pepper noise are introduced on
test images [column 1, column 4], and results can be visually analyzed using spectral algorithm and
WBTFSC; (a) original image with Gaussian noise; (b) spectral algorithm; (c) proposed algorithm;
(d) original image with salt-and-pepper noise; (e) spectral algorithm; (f) proposed algorithm
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Fig. 9 Performance measure of proposed approach and three state-of-the-art methods with two
different techniques. (Left) proposed approach for calculating accuracy, (right) using approach
[25]

For the second approach, consider same test image / with background O’ where
O eI and foreground salient object O for (O € I). The idea is to compare
background of ground truthOy; ., with the background of proposed algorithm O ,
and foreground of ground truth Ogr with foreground of proposed algorithm Opy.
The reason to compare background is to determine the background fragments
eradication percentage.

Any change of pixel value greater than selected threshold is considered in
calculating efficiency. Percentage is calculated by counting the color variations to
the total number of background pixels O, and O, . Foreground efficiency of Ogr
and Opy is calculated by considering all the parameters including the size, shape,
and color of the object in ground truth and proposed algorithm. The efficiency results
are shown in Fig. 9 (left).

Multiple techniques are adopted to ensure performance measure, e.g., precision
and recall (Fig. 10) and mean absolute error (MAE) computed with optimum
threshold based on ground truth mask.

Precision and recall is calculated as:

W H
> > Sm(.j) Ser (. ))
..o i=lj=l
Precision = T (16)
> Stu G, j)
i=1j=1
Recall is calculated as:
W H
Y2 SmG ) Sor G )
Recall = =/~ a7

M=

Ser @, J)

w
%

i=1j=1
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Precision-Recall Curve

Precision

Recall

Fig. 10 Precision and recall curve of proposed method on selected datasets
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Fig. 11 Mean absolute error of various extraction methods w.r.t. ground truth

where Sty threshold generated binary object mask corresponds to saliency map and
Sgr is its corresponding ground truth (Fig. 11).

For our experiments to calculate precision, we selected fixed thresholding,
respectively, for generating binary object mask.
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MAE [36] is calculated as:

w H
! - -
MAE=m2 2;|sgxtract<z,1)—sct Q)] (18)
1= J=

W and H are the parameters showing image width and height, respectively. Lower
MAE value indicates better performance, which provides a better estimate of
dissimilarity between the proposed extraction method and ground truth.

For the proposed method, simulation is done using MATLAB (Ver. 8.0) using
Pentium Core 2 Quad processor, 3GHz.

6 Chapter Summary

In this chapter, we presented a cascaded design for object of interest detection
and finally extraction using weighted binary tree quantization and spectral graph
method. The first level of hierarchy reduced distinct number of pixels available in
natural scenes using weighted binary tree quantization. The next stage identifies
unique color pixels in the image which further reduce number of pixels, as spectral
clustering constructs affinity matrix of size (n x n), where n is the total number of
pixels in image.

Selection of unique pixels reduces number of nodes for graph method to
overcome memory limitations and computational time. The results are subjected
to fuzzy C-means for final grouping, followed by a concluding step of mapping
back pixels to their original addresses. The algorithm showed satisfactory results
compared to other state-of-the-art algorithms. Noisy images are also tested, Gaus-
sian, salt-and-pepper, and speckle, and achieved amazing results compared to other
object extraction approaches. In addition to design’s effectiveness, there are few
shortcomings which need to be addressed in future articles including number of pre-
defined clusters for both weighted binary tree and spectral clustering. Additionally,
few conditions should be considered in order to identify the objects of interest as
it shows different color and contrast compared to the background, different textural
details, etc.
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