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Abstract. This paper presents an application of Ensemble learning in
the field of audio data analytics. We propose a system using Hierarchical
ensemble model to classify the genre of a music track based on the con-
tents of the track. The hierarchical ensemble comprised of 7 classifiers
trained on different sections of the dataset that can co-relate the output
of each other for classifying the data. Using this hierarchical ensemble
model, we achieved an accuracy boost of 15% over machine learning mod-
els. This hierarchical ensemble has been proven better than an ensemble
model with hard voting logic in term of accuracy. This work describes
the comparison of basic models with hierarchical model and its charac-
teristics.
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1 Introduction

In the rising world of technology and intelligent systems, audio sensing and voice
commands can be a vital interaction means that can help in improving the user
interaction with a system. Building accurate systems to work with audio data
helps in achieving this.

Classification corresponds to the task of training a system to identify differ-
ent types of entities in the data. This involves probabilistic inference that a data
point belongs to certain class based on the training data provided to the sys-
tem. These trained systems are called classifiers or estimators. There are various
applications for this process in the fields of medical imaging, image recognition,
sentiment analysis and many more. One such application is classifying music
into different genres.

Ensemble learning corresponds to training multiple classifiers and co-relating
each other to achieve a collaborative output. In this technique, we use multiple
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classifiers that are trained on different sections of the dataset and combined
using an ensemble logic, that defines the behaviour of the ensemble model. This
method helps in increasing the performance of the system by narrowing down the
problem solved by each classifier, eventually solving the entire problem through
ensemble.

In this work, we propose an ensemble model that is trained to classify the
genre of a music track. As discussed in further sections, the ensemble approach
helped in increasing the accuracy over standalone systems.

2 Related Works

Transfer learning is a very promising technique in machine learning. It involves
using a pre-trained model’s parameters for a task different than the one it has
been trained for. This method is very helpful for problems with limited data
available. The authors of this paper [1,2] suggest using deep learning techniques
for feature extraction. The concept of a deep neural network is that as the data
goes through the forward phase, where the lower level features are learnt in the
first few layers, for example the edges of objects in case of image classification
tasks, then the later layers build upon the lower features and learn the higher
features, for example the objects themselves. A similar logic exists when this is
applied to a music classification task, hence the idea for the transfer learning task
for the classification of music. The final list of features generated are not just
the output of the network, but also the activations of the intermediate layers,
which are concatenated to the features list. Kapre provides on-GPU preprocess-
ing layers for music data which can aid in feature extraction tasks [3]. Kapre is
built specifically for audio data using keras. It provides easy-to-use classes for
Spectogram and Melspectrogram that are used for audio pre-processing tasks.

In computer vision tasks, there are several well established datasets for bench
marking, such as the MNIST [4], CIFAR [5], ImageNet [6]. The Free music
archive (FMA) [7] intends to provide a dataset for bench marking for music
classification tasks, as the lack of standardised datasets hinders the research in
music information retrieval systems.

This work [9] proposes a new technique called ‘DWCHs’, which captures the
information of the music files based on the wavelet histogram. Wavelets has
many applications in the fields of data mining [10], which makes it a promising
technique in this field.

A huge set of features is a burden on classifiers and they generally end up
overfitting. A novel method was proposed for dimensionality reduction called
“Locality Preserving Non-Negative Tensor Factorization (LPNTF)” [11]. Using
this technique, they were able to beat the state of the art models on the GTZAN
and ISMIR2004 datasets. Dimensionality reduction also reduces the effects of the
outliers, noise and missing data.

Support vector machine is a very effective algorithm. The authors of this
paper [12] have described the advantages of a support vector machine for the
task of music classification. Since we work on classifying multiple genres, typi-
cally a Multi-class Support Vector Machine is suitable. One way is to use the
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One against the rest method [13] which is widely used in Multi-class classification
problems. The features extracted for the music files are not linearly separable
[8] and hence a linear classification algorithm will fail to classify the music accu-
rately. SVMs can learn non-linear functions using a kernel trick [14].

The authors of the paper [15] proposed a novel ensemble-based approach
based on a segmentation strategy presented. Several representations of the digi-
tal audio signal were used since each segment generates a different feature vector.
When using this segmentation strategy, it is possible to train a specific classi-
fier for each one of the segments, and to compute the final decision about the
class from the ensemble of the results provided by each classifier. The output of
each classifier is taken and a combination of the results is achieved through the
majority voting rule, max rule, sum rule and product rule.

The papers [16–18] discuss the applications of hierarchical ensemble in the
fields of biology and computer vision. The authors have reported significant
improvement in tasks such as solving protein function prediction and image
classification problems using this technique.

3 Dataset

We used Free Music Archive dataset for the training purpose. This dataset com-
prised of 106,574 tracks arranged in 161 hierarchical genres. We used a small
subset of the dataset which comprised of 8000 tracks from 8 genres. Each music
track in the dataset is of 30 s duration.

4 System Developed

The system is built as 2 blocks:

– Feature Extraction
– Classification

The feature extraction module is used to extract the features from the given
music files. The extracted features are fed to the classifier for prediction of the
genre. The system design is shown in Fig. 1.

Fig. 1. System design
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4.1 Feature Extraction

We used the kapre audio processing library for the feature extraction. Kapre
is an audio processing module built over Keras to accelerate the deep learning
tasks involved in audio processing tasks. We used a 5 layer convolutional neural
network trained using Theano and Kapre by the authors of this paper [1]. The
network outputs a 160 dimensional vector on the input file which serves as the
extracted feature vector.

4.2 Classification

The vital step in a classification task is to choose an estimator that is suitable
for the dataset used. The dataset used is inseparable with linear models due
to the overlap of the data points across multiple genres. This resulted in poor
accuracy with linear models. In order to achieve better accuracy, Support Vector
Machines are used to learn the non-linearity in the data. Since we are working
with a hierarchical ensemble model, we train a series of binary SVM estimators.

SVM classifies the data into classes by using a maximum margin separator.
Kernel trick is used for non-linear fitting by allowing to fit the separator in
a higher dimensional transformed space. The non linear function used for the
purpose of this experiment is the Gaussian radial basis function.

4.3 Ensemble of Classifiers

Ensemble methods use multiple learning algorithms to obtain better predictive
performance than could be obtained from any of the individual learning algo-
rithms alone. This enables the system to intelligently decide the appropriate
classifier suitable for the data point to be classified.

Hierarchical Ensemble. Hierarchical ensemble is an ensemble method which
involves multiple classifiers with each classifier trying to predict a subset of the
classes. Subsets that are highly separable are at higher levels in the hierarchy
and as we go down the hierarchy, the genres get difficult to separate. Initially, we
have a root classifier that segregates the classes into subsets of classes. The lower
level classifiers are then trained on these subsets to either predict a final class
or further divide the class into subsets of classes. This segregation of the further
possible classes at each level results in reaching the final result with a better
confidence even if the final result is inaccurate. This allows for backtracking of
the classification result along with the performance boost.

Algorithm. The decision-making path will be based on the output of the clas-
sifiers, i.e., the sub-tree of the predicted class will be considered. For example,
if root class predicts Class-A, then the Class-A classifier’s result will be consid-
ered, and Class-B classifier’s result will be ignored. The algorithm developed is
as described in Algorithm 1.



Content-Based Music Classification Using Ensemble of Classifiers 289

Data: Features
Result: Genre of the music file
PrimaryPrediction ← RootClassifier(Features);
if PrimaryPrediction = ClassA then

SecondaryPrediction ← ClassAClassifier(Features);
if SecondaryPrediction = ClassAA then

FinalPrediction ← ClassAAClassifier(Features);
else

FinalPrediction ← ClassABClassifier(Features);
end

else
SecondaryPrediction ← ClassBClassifier(Features);
if SecondaryPrediction = ClassBA then

FinalPrediction ← ClassBAClassifier(Features);
else

FinalPrediction ← ClassBBClassifier(Features);
end

end
return FinalPrediction;

Algorithm 1. Hierarchical ensemble algorithm

5 Experiment

The dataset was randomly split with 70–30 basis into training and testing sets,
resulting in 5,600 tracks for training and 2,400 tracks for testing.

For the implementation of the classifiers, we used the Sklearn [19] library of
Python to generate the individual machine learning models. For the ensemble
classifier, we used 7 of such machine learning models, each trained individually
on its own special handcrafted dataset. To achieve this, we modified the labels
of the original dataset as described below:

1. For the root classifier, the genres Folk, International, Pop, Rock were treated
as Class A and the genres Electronic, Experimental, Hip-Hop, Instrumental
as Class B. The root classifier was hence trained on 8000 tracks, with two
labels: Class A and Class B.

2. For the next level, the subset of the genres were considered. For example,
Class A classifier only dealt with the genres Folk, International, Pop, Rock
and the Class B classifier dealt with the remaining 4. The genres Folk and
International were treated as ClassAA and the genres Pop and Rock were
treated as ClassAB. Hence, the Class A classifier was trained on 4000 tracks,
with the two labels: ClassAA and ClassAB. Class B follows the same logic.

3. For the third level, again a subset of the genres were considered. For example,
Class AA classifier only dealt with the genres Folk and International and
Class AB classifier the remaining 2, and similarly the Class BA and Class BB
classifier. The split of the genres is illustrated in the Fig. 2.
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Fig. 2. Genre split

In this way 7 classifiers were trained and the decision making path is decided
by the ensemble algorithm. The masking of the genres, i.e, choosing the correct
tracks at each step was done using the Pandas [20] library in python.

6 Results

6.1 Ensemble Evaluation

The system achieved an accuracy of 75% over the testing set. The confusion
matrix for the testing dataset is as shown in Table 1. The time taken for training
the models on the dataset is 43 s (after feature extraction). The average time
taken by the system to classify a music file of 30 s duration is 15 s (feature
extraction + prediction).

Table 1. Confusion matrix

Predicted Electronic Experimental Folk Hip-Hop Instrumental International Pop Rock

Actual

Electronic 243 22 4 8 13 2 4 4

Experimental 38 176 17 7 17 12 9 24

Folk 0 4 250 1 18 12 4 11

Hip-Hop 23 6 2 251 8 1 7 2

Instrumental 19 14 9 6 233 2 1 16

International 16 2 16 5 1 245 4 11

Pop 16 9 33 11 7 21 146 57

Rock 4 8 11 4 5 5 14 249

6.2 Comparison with Different Models

Along with evaluating the model developed, a comparative study was conducted
to understand the improvement in performance of the ensemble model in terms



Content-Based Music Classification Using Ensemble of Classifiers 291

Fig. 3. Comparison of the models

of accuracy is shown in Fig. 3. We considered 10 existing estimators along with
the hierarchical ensemble (HE). They are Naive Bayes classifier (NB), Logis-
tic Regression model (LR), SVM with rbf kernel (SVM), Decision tree classi-
fier (DT), Decision tree classifier (DT), K-nearest neighbours estimator (KNN),
Multi-Layer Perceptron (MLP), Random forest classifier (RF), AdaBoost Clas-
sifier (Ada) [21], Gradient Boost Classifier (GB), Hard-voting ensemble model
(HV) [a combined model of previously mentioned models]. Each of these models
were trained with a 3 fold cross validation, and the average is taken as the final
accuracy in order to reduce the bias effect.

7 Conclusion

Using a hierarchical ensemble has evidently improved the accuracy of the classi-
fication. Using more intelligent ensemble algorithms can lead to more accurate
ensemble models. This approach can be extended to various other audio analytic
tasks to arrive at accurate and improved ensemble algorithms.
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