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1

Introduction

The present book is entitled “governance for structural transformation 
in Africa.” The concepts of “governance” and “structural transformation” 
and the links between them is unpacked at the book’s outset and these 
will help to illuminate the book’s objectives and its contribution to the 
understanding of effective economic governance in Africa.

First, “governance” can be understood, broadly, as the set of factors 
that influence how power is exercised. It comprises the complex range 
of mechanisms, processes, relationships and institutions through which 
citizens and societal groups articulate their interests, exercise their rights 

1
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and meet their obligations and mediate differences. As such, governance 
determines which public policies get adopted and how they are imple-
mented. There is a growing consensus that African countries require  
a more effective governance architecture for them to be able to pursue 
better public policies and ultimately to achieve better outcomes, includ-
ing structural transformation and inclusive development.

Structural transformation is understood to be the reallocation of 
factors of production (capital, land and labour) within all different 
segments of the economy to better support inclusive development, 
increased value addition, increased diversification and increased pro-
ductivity and industrialisation. Historically, structural transformation 
has been key to the achievement of sustained, inclusive, job-rich devel-
opment (see, e.g. Economic Commission for Africa and African Union 
Commission 2014).

Effective governance and institutions are prerequisites for the attain-
ment of structural transformation and sustainable development (Jakšić 
and Jakšić 2018). These allow governments to formulate and execute 
the industrial policies that are required for their economies to structur-
ally transform; they discourage unproductive rent-seeking and harm-
ful business practices1. In addition, structural transformation, once 
unleashed, can also help to improve governance (particularly political 
governance)—giving rise, for example, to interest groups that push for 
accountable leadership and effective institutions. As countries get more 
transformed, more effective institutions also become more afforda-
ble. Over time, economic transformation can advance core governance 
objectives of accountability, participation and transparency. This means 
that there is a positive feedback loop from more effective governance to 
structural transformation and vice versa.

It is in this context that we have prepared the present book on 
“Governance for structural transformation in Africa.” The book aims 
to analyse different governance questions facing African countries  

1Though rent-seeking can be harmful, in some cases the use of contingent rents can be an effec-
tive tool for encouraging investment and performance in key sectors of the economy.
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and provide recommendations regarding how African countries can 
most effectively respond to them. This chapter offers an overview of 
the arguments and conclusions of the various chapters on how African 
countries can pursue “governance for structural transformation.”

This book comprises nine chapters divided into three thematic sec-
tions: (i) background on governance and structural transformation—
theoretical and empirical overview; (ii) institutions and structural 
transformation and (iii) industrial and trade policies for structural trans-
formation. Each of these thematic sections is summarised in turn.

Background on Governance and Structural 
Transformation—Theoretical and Empirical 
Overview

This section comprises two chapters: (i) Institutional and Governance 
Weaknesses and African Transformation by Tafah Edokat and Aloysius 
Njong and (ii) Sub-Regional Perspectives on Structural Change by 
Pedro M. G. Martins.

Insights from Economic Theory on the Causal Links 
Between Governance and Structural Transformation 
and the State of Governance in Africa

Economic theory offers an interpretation of the empirical evidence on 
the links between governance and structural transformation. This helps 
to understand the key challenges facing African countries in this area 
and how they can be addressed. It also helps to interpret the empiri-
cal findings presented later in the book and whether they confirm or 
contradict various different theories of the links between governance 
and structural transformation. In Chapter 2, Tafah Edokat and Aloysius 
Njong present an overview of economic theories explaining the relation-
ship between governance and structural transformation. They outline 
the importance of effective governance for structural transformation  
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and what such governance looks like. The chapter also includes an over-
view of the existing empirical literature and stylised facts on the state 
of governance in Africa, which help to underline the importance of the 
various policy questions that are addressed in detail later in the book.

Overview of Trends and Patterns in Structural Change 
Worldwide

Understanding which regions, and which countries, in particular, have 
had success in achieving structural transformation can help us to under-
stand where to find approaches to governance and policies that can sup-
port its achievement. In this context, in Chapter 3 Pedro M. G. Martins 
provides a comprehensive assessment of structural change patterns in 
the world economy (structural change is the movement of labour across 
sectors, and is closely related to structural transformation). It uses a new 
dataset on sectoral employment produced by the International Labour 
Organization, which is complemented by national accounts and pop-
ulation data from the United Nations Department of Economic and 
Social Affairs. The sample includes 169 countries, representing about 
99% of the world’s output and population in 2013.

One of the main contributions of this paper is its focus on the 
sub-regional level, which has been hitherto absent from the literature. 
The chapter provides an assessment of 13 sub-regions in Africa, Asia 
and Latin America in order to offer deeper and richer insights into the 
recent dynamics of structural change. Overall, the results suggest that 
within-sector productivity improvements were the key driver of output 
per capita growth in most sub-regions. Nonetheless, structural change 
has also played a critical role in enhancing economic performance since 
2002—mainly through services. Changes in the demographic structure 
and employment rates have also contributed to the recent performance, 
albeit to a much lesser extent. The paper concludes that accelerating the 
pace of structural change—by exploiting existing productivity gaps—
will be crucial to sustain current economic growth rates in developing 
regions.
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Institutions and Structural Transformation

This section comprises three chapters: (i) Economic Regulation and 
Employment Elasticities of Growth In Sub-Saharan Africa by Abidemi 
C. Adegboye, Monday I. Egharevba and Joel Edafe, (ii) Governance 
in the Mineral Dependent Economy—The Case of Botswana by Ita 
M. Mannathoko and (iii) Can Export Promotion Agencies Stem the 
Deindustrialisation in Sub-Saharan Africa? by Isaac Marcelin and 
Nanivazo Malokele. The following sections provide a synopsis of the 
findings, rationale and methodology used by each of the authors.

The Impact of Regulations, Legal Systems 
and Government Participation in the Economy 
on Structural Transformation

In Chapter 4, Abidemi C. Adegboye, Monday I. Egharevba and Joel 
Edafe investigate how economic regulation and the effectiveness of 
Government can impact the job-richness of growth (a variable that is 
closely related to structural transformation). In particular, the paper uses 
the employment elasticity of growth for a group of 37 African countries. 
The paper finds that structural changes and demographic transitions are 
not enough to ensure that growth is strongly employment-enhancing. 
Rather, the level of regulation also affects the employment elasticity 
of growth, though the effect differs according to the type of employ-
ment. As a result, for Africa (excluding North Africa), deep duality in 
both product and labour markets provides that additional policy stance 
would be required to guarantee adequate changes and integration in the 
sectors over time as output grows.

In particular, the chapter also shows that there is a strong distinction 
between active regulation and institutional quality in terms of their effects 
on employment elasticities. Less economic regulation essentially enhances 
formal sector activities and employment, while the effects on informal 
and pro-poor employment is not straight-forward. Although overall reg-
ulation tends to improve both formal and informal sector employment, 
labour market flexibility tends to worsen informal sector employment. 



6        A. B. Elhiraika et al.

In the same vein, legal institutions appear to be pro-poor in terms of 
employment effects, though legal system quality can depress other types 
of employment. Government participation in economic activities strongly 
decreases employment elasticity of output growth in Africa (excluding 
North Africa). The chapter also finds that intersectoral integration and 
adjustments play little role in ensuring employment benefits from output 
growth when regulations are minimal. There is, therefore, a need for 
careful balancing of regulations to address structural bottlenecks, improve 
informal sector activities and employment and ensure pro-poor growth in 
the region.

Impacts of Resource Dependence on Government 
Effectiveness

In Chapter 5, Ita M. Mannathoko investigates the impacts of 
Botswana’s changing degree of mineral dependence on the effec-
tiveness of the country’s Government. As background, the chapter 
notes that in general, governments that are dependent on mining 
receipts for a significant share of their revenue face different perfor-
mance incentives from those that source their revenues from a broad 
and diversified tax base. These different incentives can influence how 
government prioritises its engagement with economic actors and the 
citizenry; rewarding government performance that gives precedence 
to what is best for the mining sector rather than what is best for  
the economy as a whole. This bias then undermines efforts to achieve 
the type of structural transformation needed for diversification of pro-
duction and of the fiscal revenue base, both of which are essential to 
avoid Dutch disease and generate long-term sustainable growth and 
employment. While the governance challenges associated with mineral 
dependency are well established in the literature, most recent studies 
are cross-country analyses and not much country-specific empirical 
analysis has been done on the relationship between mineral domi-
nance and governance, especially in Africa. The chapter, therefore, uses 
a country-specific study of Botswana, a mineral-dependent economy.  
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The author employs a time-series cointegration methodology and a 
dynamic error-correction model. The results establish that mining 
dominance in Botswana has indeed had a long-term influence on 
government effectiveness, such that the effectiveness of governance 
systems has been predicated on strong mining sector receipts. The 
dynamic error correction model shows that the influence from min-
eral dependency feeds back into current changes in government effec-
tiveness on an annual basis as the system adjusts towards the long-run 
level of government effectiveness. In addition, improvements in the 
control of corruption in the preceding year and in citizen participa-
tion (represented by voice and accountability data) in the current year 
both have a significant and positive impact, generating improvements 
in government effectiveness.

The Role of Export Promotion Agencies in Supporting 
Industrialisation

In Chapter 6, Isaac Marcelin and Malokele Nanivazo investigate how 
export promotion agencies affect the growth of the manufacturing sec-
tor outcomes in Africa using the propensity score matching technique. 
The results indicate that creating an export promotion agency drives 
up boosts the manufacturing sector significantly. Countries in Africa 
(excluding North Africa) without an export promotion agency (EPA) 
might, therefore, have missed out on an opportunity to boost their 
manufacturing sector. Export promotion agencies have strong effects 
on manufacturing in as early as three years following their implemen-
tation. The results found in the chapter are robust to various matching 
strategies. Results also suggest that the joint effect of export promotion 
agencies and export processing zones is beneficial to manufacturing 
activities. The authors conclude that, since many conditions required 
for well-functioning financial markets for manufacturing firms to 
finance their expansion are missing, government intervention through 
export promotion agencies directed at counteracting some distortions 
may be growth enhancing.
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Industrial and Trade Policies for Structural 
Transformation

This section comprises three chapters: (i) Incentives and Firms’ 
Productivity: Exploring Multidimensional Fiscal Incentives in a 
Developing Country by Rapuluchukwu Efobi Uchenna, Belmondo 
Tanankem Voufo and Ibukun Beecroft, (ii) Does trade policy impact 
food and agriculture global value chain participation of Sub-Saharan 
African countries? by Jean Balié, Davide Del Prete, Emiliano Magrini, 
Pierluigi Montalbano and Silvia Nenci and (iii) The role of Regional 
Trade Integration and Governance in Structural Transformation: 
Empirical Evidence from ECOWAS Trade Bloc by Abiodun Surajudeen 
Bankole and Musibau Adekunle Oladapo. The following sections pro-
vide a synopsis of the findings, rationale and methodology used by each 
of the authors.

The Role of Fiscal Incentives in Boosting Productivity

In Chapter 7, Rapuluchukwu Efobi Uchenna, Belmondo Tanankem 
Voufo and Ibukun Beecroft investigate the impact of fiscal incentives 
on firms’ productivity using Cameroonian firms as a case. The authors 
use data from the World Bank Enterprise Survey for over 300 firms to 
calculate firm productivity and measure the extent to which firms ben-
efit from different categories of fiscal incentives, including import duty 
exemptions, profit tax exemptions and export financing. The authors 
use propensity score matching to assess the impact of firms benefiting 
from such incentives on their productivity. The results show a signifi-
cant and positive impact of the productivity of firms that benefit from 
profit tax exemptions and export financing. However, when consider-
ing import duty exemptions, the significance of this variable was not 
consistent. The chapter thus provides support for the argument that the 
government’s involvement in the firm should be targeted at rewarding 
outputs and not supporting processes, and thus provides an essential 
element of a strategy for industrialisation.
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Trade Policy and Global Value Chain Participation  
in the Food and Agriculture Sectors

In Chapter 8, Jean Balié, Davide Del Prete, Emiliano Magrini, Pierluigi 
Montalbano and Silvia Nenci investigate how a country’s trade pol-
icy affects its participation in food and agriculture global value chains. 
The authors first note that the most recent literature on international 
trade highlights the key role of global value chains in structural trans-
formation, development and growth. The common perception is that 
Africa (excluding North Africa), unlike most Latin American and Asian 
countries, has not been able to successfully engage into global produc-
tion networks. By applying the bilateral gross exports decomposition 
method developed by Wang et al. (2013) to panel data from EORA 
Input-Output Tables, the chapter provides two main contributions to 
the literature: (i) an extensive investigation of sectoral and bilateral par-
ticipation of Africa (excluding North Africa) in global food and agricul-
ture value chains and (ii) a sound empirical test to estimate the impact 
of bilateral trade protection on their backward and forward linkages. 
The chapter shows that: (i) despite their low world trade shares, partici-
pation of African (excluding North African) countries in agriculture and 
food global value chains is higher than that of many other regions in the 
world and is increasing over time (ii) bilateral protection significantly 
affects backward and forward global value chain participation; that 
is, import tariffs may have a depressing impact on the domestic value 
added content embodied in partner countries’ exports as well as provide 
rents to foreign suppliers of inputs. These results call for a refinement of 
trade policy priorities in Africa (excluding North Africa).

Trade Policy, Governance and Structural Transformation

In Chapter 9, Abiodun Surajudeen Bankole and Musibau Adekunle 
Oladapo examine the effect of regional trade integration and gov-
ernance on the structural transformation in the ECOWAS trade bloc 
covering the period 2000–2015. In estimating a regional trade index, 
the authors use the methodology developed for the Africa Regional 
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Integration Index developed by African Union Commission, the 
African Development Bank and the Economic Commission for Africa. 
The authors use a panel regression. The results of the panel regression 
show that poor governance negatively affects structural transformation 
while openness of member states’ economies to both intra-regional 
trade and the rest of the world promote positive transformation towards 
the industrial sector. Trade integration alone as measured by its index, 
TINT, records neither a positive nor a negative statistically significant 
effect on any of the measures of structural transformation. The authors 
find that ECOWAS countries require both intra-regional and interna-
tional trade with the rest of the world to structurally transform from 
dependence on the primary sector towards sustained industrialisation.
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Africa is world’s greatest sources of raw materials used in different parts 
of the world. That alone puts Africa at the forefront in terms of growth 
prospects in the future. This however, depends on various variants like 
technological advancement, bureaucracy, corruption, skill shortages and 
personal safety and regulatory environment. (Kajuju Murori, World Fact 
Book, WB, July 13, 2015)
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The opportunity to find a job or develop one’s business idea is crucial in 
most people’s personal satisfaction. It creates a sense of belonging and 
purpose and can provide an income that delivers financial stability. It can 
raise people out of poverty or prevent them from falling into it. (World 
Bank Doing Business Report: Equal Opportunity for All, 2017)

Introduction

Significant progress has been made in the economic transformation of 
many economies, especially in the developing countries in the past few 
decades with considerable growth gains resulting in poverty reductions, 
income distributions, productivity growth and shifts in labour mar-
ket structures. While some regions have demonstrated similar patterns 
and signs of convergence others lag behind in most of the indicators of 
development. The literature has indicated that economic growth and 
transformation in South East Asia, China and most recently India was 
precipitated by the industrial sector, with manufacturing playing a key 
role (Enache et al. 2016).

However, the recent gains in economic growth in Sub-Saharan Africa 
(SSA) in the past decade still come from the export of natural resources 
and according to Enache et al. (ibid.) “the region’s economies are devel-
oping in unexpected ways”. The region is bypassing industrialisation as 
a major driver of growth and creator of jobs.

Africa possesses great potential. According to Murori (2015), “Africa 
is world’s greatest sources of raw materials used in different parts of 
the world. That alone puts Africa at the forefront in terms of growth 
prospects in the future. This however, depends on various variants like 
technological advancement, bureaucracy, corruption, skill shortages and 
personal safety and regulatory environment”. In addition, the rising 
population of Africa is a huge potential human resource base, which if 
properly harnessed could be another source of growth. However, growth 
and transformation in Africa has been slowed down by a number of 
obstacles including weak institutions, poor infrastructure, inadequate 
policies and volatility in natural resources and commodity markets. 
These obstacles need to be overcome in order to accelerate African 
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economic growth and transformation. The questions that beg for 
answers are: why have other regions that were at the same level of devel-
opment with Africa at independence advanced and transformed their 
economies to or near the levels of developed economies? In other words, 
why has Africa unable to rapidly overcome the constraints mentioned 
above in order to take advantage of its huge potentials? Why is Africa so 
rich but too poor and underdeveloped? Why is Africa unable to main-
tain sustained economic growth in order to transform their economies? 
What is wrong with Africa?

Research on the determinants of long-term and sustainable economic 
development have emphasised a series of factors evolving from traditional 
determinants (factors of production and technology) to a range of addi-
tional factors, such as government size, trade, human capital, financial sys-
tem, etc. as outlined by new theories of economic growth (Romer 1986; 
Lucas 1988; Barro 1991, etc.). However, recent theories also explain that 
differences and fluctuations in economic performance of countries can 
be attributed to the quality of institutions and the governance structure 
(Easterly et al. 2004; Glaeser et al. 2004; Ansell and Gash 2008).

The relationship between institutional quality and economic perfor-
mance has been widely analysed in theoretical and empirical literature. 
Since the pioneering work of North (1991), there has been increas-
ing convergence of scholars on the importance of sound institutions 
to promote economic growth and development. Strong institutions 
guarantee a good climate for investment through macroeconomic and 
political stability. On the contrary, poor institutions can increase uncer-
tainty, unpredictability, instability, corruption and transaction costs 
(Zouhaier 2012). Such a macroeconomic and political environment 
can deter private investment and lead to poor economic performance. 
The rationale behind the relationship between institutional quality and 
economic development is that institutions define the “rule of games” 
and conditions under which economic agents operate in an economy. 
The functioning of institutions in any economy depends on the gov-
ernance system. The woes of SSA have been attributed to either weak 
and bad institutions or bad governance. The question then is: What is 
Governance, how does it relate to institution and how do these concepts 
affect the transformation of countries, especially SSA?
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In this paper, we attempt to define these concepts and relate them to 
economic transformation. The paper is therefore purely conceptual and 
theoretical, void of empirical analysis. It draws on the existing literature, 
especially those linking institutions and governance to economic growth 
with implications for economic transformation. The main proposition is 
that institutions and governance matter in economic growth and transfor-
mation, but poor crafting of institutions and bad governance have truncated 
the economic transformation and retarded the growth of African economies.

The rest of the paper is structured as follows. “Concepts of 
Institutions, Governance and Transformation” takes a cursory look at 
the three concepts of institutions, governance and transformation. “The 
Principal–Agent Problem Model” elaborates the principal–agent model 
which best captures the relationship between these concepts. “Empirical 
Literature Linking Growth with Institutions” attempts a brief literature 
review on the link between institutional quality and economic growth. 
It attempts to examine some global institutional quality indictors and 
show the position of Africa in the global context with the objective of 
highlighting the weaknesses of these institutions in promoting rapid 
growth and thus transformation. “Economic Transformation in Africa” 
examines the raison d’etre of transformation and “Conclusion” con-
cludes the paper with some reflections on the perspective of African 
transformation.

Concepts of Institutions, Governance 
and Transformation

Institutions

Institutions have been widely used in different domains in the social 
sciences, such as political science, economics, sociology and anthropol-
ogy. In all the domains institutions are either formal or informal mecha-
nisms or structures that govern the pattern of behaviour in a given society 
(North 1991). Institutions can be created by individuals or groups of 
individuals and or the state or other institutions. Institutions are therefore 
identified with a social purpose, transcending individuals and intentions 
by mediating the rules that govern living behaviour. As mechanisms of 
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social interactions, institutions manifest themselves in formal organisa-
tions, such as the church, market or the legislature of a country. In addi-
tion, instruments of governance, such as the constitution, investment code 
and written rules and regulations are aspects of formal institutions. On the 
other hand, informal institutions manifest themselves in human psychol-
ogy, culture (sanctions, taboos, customs, traditions and codes of conduct), 
etc. Denhart and Jeffress (1971) corroborate this by noting that: “Formal 
institutions are explicitly set forth by a relevant authority and informal 
institutions are generally unwritten societal rules, norms, and traditions.”

Whether institutions shape policies and politics, or whether it is pol-
itics and policies that shape institutions, there is no doubt that politi-
cal, economic and social institutions are the conveyor belts for collective 
action. There is abundant literature that has explored the importance 
of varying institutions in the field. They include political institutions 
(March and Olsen 1983), budget institutions (Padgett 1981), legislatures 
(Shepsle and Weingast 1987), local and state government institutions 
(Kjellberg 2005), administrative capacity (Skowronek 1982) and so on.

Acemoglu et al. (2005) defined institutions as a combination of three 
interrelated concepts:

Economic institutions—They include factors governing the structure 
of incentives in society (i.e. incentives of economic actors to invest, 
accumulate factors, make transactions, etc.) and the distribution of 
resources. For example, the structure of property rights, entry barriers, 
set of contract, types of business offered in contract law; redistributive 
tax-transfer schemes are affecting economic performance and growth.

Political power—Economic institutions are themselves the outcome 
of collective choices of the society. A society is made of different groups 
with conflicting interests. The relative political power of these groups 
governs their capacity to decide the administration of resources and 
implement policies. The distribution of political power determines the 
design and the quality of economic institutions, that is, whether power 
is acquired de facto (political power emerging from economic out-
comes) or de jure (power emerging from legal outcomes).

Political institutions—They include institutions allocating legal polit-
ical power across groups. They are linked to the characteristics of the 
government and the design of the constitution. This raises numerous 
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questions which include among others: Who elects the empowered? 
How is power distribution structured? Where is decision-making power 
held?

While formal institutions have received the bulk of attention in eco-
nomic and political analysis, informal institutions, which have been 
given little attention, tend to govern the economic and political land-
scape of most LDCs, especially Sub-Saharan African (SSA) countries. 
An informal institution tends to have socially shared rules, which are 
unwritten and yet are often known by all inhabitants of a certain coun-
try, as such they are often referred to as being an inherent part of the 
culture of a given country. Informal practices are often referred to as 
“cultural”, for example clientelism or corruption is sometimes stated as 
a part of the political culture in a certain place, but an informal insti-
tution itself is not cultural, it may be shaped by culture or behaviour 
of a given political landscape, but they should be looked at in the same 
way as formal institutions to understand their role in a given country. 
Informal institutions might be particularly used to pursue a political 
agenda, or a course of action that might not be publicly popular, or 
even legal, and can be seen as an effective way of making up for lack 
of efficiency in a formal institution. It is at this level that the interplay 
between institutions and governance either enhance or constrain 
economic transformation. But before we show the interplay of these 
concepts it would be proper to explore the concepts of governance and 
transformation in the next two sections.

Governance

Governance is a multidimensional and pervasive concept in con-
stant evolution. According to Bevir (2013), “Governance is all of the 
processes of governing, whether undertaken by a government, market 
or network, whether over a family, tribe, formal or informal organiza-
tion or territory and whether through the laws, norms, power or lan-
guage of an organized society.” As the act of governing, it refers to the 
way rules, norms and actions are structured, sustained, regulated and 
held accountable. Governance is thus multijurisdictional and often 
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transnational combining people and institutions across different pol-
icy sectors and different levels of government (Bevir 2013). For exam-
ple, Dolan and Humphrey (2000) show how international governance 
works in the horticulture market between Africa and Europe through 
some specifications that must be respected. These specifications deter-
mine the inclusion or exclusion of actors in the trade.

Governance, whether in the formal or informal form, is driven by 
different motivations and with different results. However, the outcomes 
of governance can be influenced by external actors not belonging to the 
governing institution, especially in collaborative governance.

Considering governance as the act of governing, therefore, collapses 
it into assessing how institutions are managed. A proper management 
of institutions to achieve the desired goals results in good governance, 
while bad governance is the reverse. As such institutions and govern-
ance are used synonymously and they matter in economic growth and 
transformation.

Economic Transformation

Traditional macroeconomics of development in Less Developed 
Countries (LDCs) tends to concentrate on the growth–poverty nexus. 
It is asserted that the adoption of certain macroeconomic fundamen-
tals with good governance would induce growth which in turn would 
lead to poverty reduction (Wuyts and Kilama 2014). This assertion does 
not show the mechanism through which poverty is reduced, except 
under the assumption that per capita GDP growth translates itself 
into improved standards of living. The issue of economic transforma-
tion was ignored and has only recently come to focus as a challenge in 
LDCs, especially in SSA (Osman et al. 2011; te Velde 2013; Wuyts and  
Kilama 2014).

Transformation is an outcome of economic growth and devel-
opment. Economic development is simply a sustained increase in 
national output accompanied by a structural transformation of the 
different sectors of the economy and the quality of life of the citi-
zens. Transformation encompasses “moving labour from low to higher 
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productive activities. This includes between sectors to higher value activi-
ties (for example, from agriculture to manufacturing) and within sec-
tors (for example, from subsistence farming to high-value crops). It is 
widely accepted that poverty reduction and economic growth cannot 
be sustained without economic transformation and productivity change 
but, despite this obvious point, the development community has tra-
ditionally paid relatively little attention to these long-term determi-
nants of development” (te Velde 2013). Transformation, according 
to Wikipedia, “is unidirectional and irreversible change in dominant 
human economic activity (economic sector). Such change is driven  
by slower or faster continuous improvement in sector productivity 
growth rate. Productivity growth itself is fueled by advances in tech-
nology, inflow of useful innovations, accumulated practical knowledge 
and experience, levels of education, viability of institutions, quality of  
decision-making and organised human effort, which are features of 
institutional quality and governance. Individual sector transformations 
are the outcomes of human socioeconomic evolution”. Strictly speak-
ing, economic and social transformation is thus a shift in the com-
position of output and employment away from agriculture towards 
industry and services, that is, a shift from an agricultural-based to an 
industry-based economy (Wuyts and Kilama 2014) conditioned by the 
quality of institutions and governance.

The three concepts are interrelated and affect the economic develop-
ment and transformation of countries. Their interrelationship and effect 
on development is best captured in the Principal-Agency model which 
is discussed in “The Principal–Agent Problem Model”.

The Principal–Agent Problem Model

Understanding the Principal–Agent Model

The relationship between the concepts of institutions, governance 
and transformation could be anchored on the principal–agent model. 
Essentially, the principal–agent approach looks at the interaction of 
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two actors: the principal (ownership) on the one hand and the agent 
(management) on the other hand (Ricketts 2002). In modern-day man-
agement of business activities/production, there is a divorce between 
ownership and management. This divorce is achieved in most organisa-
tions through delegation of powers.

Delegation is the starting point of the principal–agent problem. 
It occurs when the principal decides that an activity has to be accom-
plished but cannot easily perform the task themselves, and so hires  
an agent to act on their behalf. Unfortunately, just as principals can-
not do the task themselves, they often have difficulty knowing if they 
have hired the right person for the task and whether the task is being 
accomplished appropriately. The two problems—hiring the right agent 
and knowing that they will do the job appropriately—are known 
respectively as adverse selection and moral hazard (Ricketts 2002). The  
principal–agent problem (otherwise simply referred to agency problem) 
arises because there is always the possibility that the agent will not act 
in the best interests of the principals but may serve their own interests 
first. If the agent shares the same interests and concerns as the principal 
there will be no agency problem: the agent will always do his best to 
fulfil the objectives of the principal. However, such congruent interests 
are unlikely: usually, agents will have their own distinct interests. School 
teachers may prefer not to turn up to school each day and doctors may 
prefer to remain on the public payroll but spend their time practicing 
privately.

A second step in the principal–agent framework is that the prin-
cipal is not able to fully observe what the agent does. Such monitor-
ing activities may be costly to the principal. Since the agent obviously 
knows what he does, and the principal does not, there exists asymmetric 
information in the model. Although the principal is dependent upon an 
agent whose interests often diverge from his own, he the principal is not 
powerless. The principal pays the agent for his work and has some scope 
to make his payments conditional through an incentive scheme. This 
way, the principal may be able to inflict penalties where agent interest 
diverges as well as pay rewards to agents to implement the interests of 
the principal.



20        T. Edokat and A. Njong

Applying the Principal-Agency Theory to the 
Institutions-Transformation Nexus

In the private sector, there are two actors and it is relatively easy to iden-
tify which actor is the principal and which the agent. For instance, in a 
private firm, the principal is the employer who is dependent upon the 
worker (the agent) for the attainment of some objective. The principal 
may as well be a parent who wants his child to be well-taught, and the 
agent the school teacher whose effort determines the quality of teaching. 
In the public sector, an additional actor—the government or individual 
politicians come into the picture. They can influence the activities of the 
public enterprise through influence over the management. This differ-
ence has a direct bearing on the overall performance of public enterprises 
as compared to private firms. African transformation requires more effec-
tive use of resources to improve service delivery, such as water, sanitation, 
energy, healthcare and education that contribute to human development. 
We limit our analysis to production in the public sector which is more 
to provide such goods or services. According to the World Bank (2004), 
the principal–agent relationships established between citizens, politicians 
and goods/service providers may be referred to as accountability rela-
tions. Citizens (clients) delegate responsibilities to elected officials (state) 
to provide public services and pay taxes to fund them. Politicians in turn 
delegate service delivery to provider organisations by creating incentives 
and appropriating budgets. The model stipulates two layers of agency 
problems: between the citizens and politicians (elected officials) and 
between elected officials and goods/service providers. The role of inter-
mediary agent played by the state in the principal–agent relationship 
creates a situation where it is difficult for the principal (citizens) to evalu-
ate and control the actions of the decentralised agent (goods/service pro-
viders). According to Besley and Ghatak (2003), we may identify four 
aspects in which public goods/services differ from private provision.

a.	 Multiplicity of tasks

Goods/service providers (agents) perform a multiplicity of tasks which 
renders evaluation of results difficult. For instance, health workers 
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perform vaccination or other preventive activities as well as curative 
activities, which generally compete with each other in terms of limited 
time and other resources. This makes provision of incentives difficult 
when workers have to perform such multiple tasks.

b.	Measurability problems of the output

Measurability problems are associated with the complexity of service 
provision. Agents’ activities in public organisations are generally unob-
servable by the principal (citizens). Typically, citizens only get to observe 
the aggregate output of the production process. Citizens cannot easily 
determine who is responsible for the situation they observe: the front-
line service providers, politicians or bureaucrats. They cannot observe 
the specific contribution that a politician makes to a program and it is 
also difficult to link this potential contribution to the program outcome 
and their own welfare.

c.	 Multiple principals

Service delivery is also characterised by the presence of multiple princi-
pals. There are several actors who are directly affected by the actions of 
an agent in the provision of public services. For instance, in the educa-
tion sector, the parents, school boards, Ministry of Education officials 
and politicians could be seen as the principals, while the agents are the 
teachers. These different principals might have different preferences 
concerning the outcome of the various tasks carried out by the agents. 
In other words, each principal would like to induce the agent to put 
more effort into activities that he cares more about.

d.	Multilevel structure of agents

The provision of a public good/service is characterised by the presence 
of multiple agents engaged in the production process. In this set up, 
the responsibilities are shared between several decision-making levels, 
often following a central-regional/provincial-local authority pattern. 
These multilevel structures are characterised by situations of functional 
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interdependence between levels: rather than being independent, one 
unit’s (or level’s) action has repercussions upon the effectiveness of 
a second unit’s action. Functional interdependence between agents 
potentially gives rise to specific problems, in particular, related to the 
difficulty of dissociating the individual contribution of the different lev-
els of agents.

The World Bank (2004) describes two accountability ‘routes’ or 
relationships in this multilevel principal–agent relationship of public 
goods and service provision. First, we have the short route of account-
ability between citizens and providers. This relationship involves direct 
accountability of providers to clients, a situation typically encountered 
in the private sector. Second, we have the long route of accountability 
between citizens and government and then between government and 
providers. Inadequate goods/service delivery is usually associated with 
failures in one or both of the links along the long route of accounta-
bility. The dismal performance of African economies may be attributed 
to the shortcomings in the long route accountability relationships. To 
redress this situation, there must be a mechanism that enables clients to 
monitor and directly discipline service providers through sanctions or 
rewards (an incentive scheme).

Empirical Literature Linking Growth 
with Institutions

Empirical Literature

Economic development is the ultimate goal of any policy or system of 
governance in the economic domain. If there seems to be an increased 
consensus of what economic development is all about, there has been 
a plurality of the measurements of economic development. Most com-
monly used measurements of economic development include gross 
domestic product per capita (GDPPC) and Human Development 
Index (HDI). There is increased attention of researchers on the channels 
through which institutions and governance as a whole affect economic 
growth and development. Failure to address the question of why some 
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countries succeed and others fail despite capital accumulation, tech-
nology and human capital, a new stream of economists have emerged 
to look into deep determinants of long-term economic performance 
of economies. This is the New Institutional Economics (NEI) which 
extends the neoclassical economics by incorporating the role played by 
institutions in promoting economic growth and development. Several 
studies have emerged in that direction. Some studies relating institu-
tions and/or governance with development are examined below.

Salahodjaev and Chepel (2014) empirically investigated the effects of 
institutional quality on inflation. Using panel data from 1991 to 2007, 
they found that increase in institutional development measured by the 
ratio of domestic credit to private sector over GDP has significant and 
sizeable effect on inflation. Their paper showed that in countries with 
high inflation rates, financial sectors cannot resist current levels of infla-
tion and banking system does not decrease inflation in the environment 
where private banks and financial companies have adapted to existing 
monetary environment.

Iqbal and Daly (2014) argued that weak institutions increase 
rent-seeking activities and by so doing divert resources from productive 
sector to unproductive sector. On the other hand, strong institutions 
reduce the chances of rent-seeking activities and accelerate economic 
growth process and productivity. The consequences of rent-seeking 
activities for growth can be negative: resources may not be efficiently 
allocated, externalities may be ignored and transaction costs may be 
increased. North (1991) argues that institutional weaknesses lead to 
rent-seeking activities hence low development. The incomplete rule of 
law, no enforcement of property rights, inadequate policies and the lack 
of reliable infrastructure constitute a weak institutional framework that 
may promote rent-seeking activities (Iqbal and Daly 2014).

Nawaz et al. (2014) examined the impact of institutional qual-
ity on economic growth in selected Asian countries over the period 
1996–2012. The authors used the static and dynamic panel Generalized 
Methods of Moments to analyse the data. Results from the analyses 
revealed that institutions exert a significant effect on the long run eco-
nomic growth of Asian countries. However, the study also indicates 
that the impact of institutions on economic growth differs from one 
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country to another depending on the level of economic development. 
The impact of institutions was more pronounced in developed countries 
as compared to developing countries of the region.

Zouhaier (2012) analysed the effect of institutional factors on invest-
ment and economic growth in 11 countries of the Middle East and 
North Africa (MENA) region during the period 2000–2009, using 
a model of dynamic panel data. The major findings generated by his 
empirical tests revealed a significant relationship between institutional 
variables and investment on the one hand and economic growth on the 
other hand. Further results also showed that there was a positive interac-
tion between political institutions and investment and a negative inter-
action between political instability and investment.

A study by Osman et al. (2011) explored the role of institutions in 
economic development in 27 Sub-Saharan countries over the period 
running from 1984–2003. Using a panel data analysis alongside four 
institutional quality indicators namely government stability, corruption, 
ethnic tensions and socioeconomic conditions, along with other control 
and policy variables, these authors found that institutional factors were 
key determinants of economic development whereas the control varia-
bles had limited effect. Thus, the traditional variables of economic the-
ory can only explain long-term economic performance in SSA partially.

Ifere et al. (2015) examined the relationship between institutional 
quality, macroeconomic policy and economic development in Nigeria. 
The authors employed data from four development indicators: the 
prevalence of undernourishment, life expectancy at birth, the Human 
Development Index (HDI) and Gross Domestic Product (GDP) 
per-capita from 1995 to 2013 to achieve the above objective. Results 
revealed an insignificant impact of domestic institution on Nigerian 
development indices. Interest rate was also found to have an insignifi-
cant impact on economic development in Nigeria, even when growth 
related indices were considered. On the other hand, government 
expenditure was found to exert a significant, though small, impact on 
the country’s development indices. Based on these, a holistic approach 
of attitudinal change, systematic strengthening and development of 
institutions was recommended for the attainment of the country’s devel-
opmental objectives.
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These studies and many others in the literature indicate the impor-
tance of institutional quality on economic growth and development and 
by implication economic transformation.

Indicators of Institutions and Governance

Institutional quality has been looked at in different ways by different 
authors, emphasising different indicators or group of indicators that act 
together to shape interactions in the economies of countries. Different 
indices have been contrived as dependent or independent variables of 
institutions by the World Bank, Experts and international organisa-
tions that affect development and/or growth. Although some controver-
sies exist in contriving these indices, they are useful in their own right 
as measurement of institutions is a difficult process. These indices can, 
therefore, be used to assess and compare countries, regions and even 
societies in their development and transformation processes. Although 
not perfect, they are useful in producing guides for policy formulation. 
We use some of these indicators as produced by the various organ-
isations to compare SSA with other regions of the world. The indi-
ces selected include Corruption Perception Index, Doing Business, 
Voice and Accountability, Regulatory Quality and Government 
Effectiveness. The choice of these variables is arbitrary. However, African 
countries were selected on the basis of their classification as the fastest 
growing economies in Africa in recent years (Murori 2015) to juxtapose 
them with some high performing economies of South East Asia. The 
data were taken from the World Bank Governance Indicators (WBGI) 
2016. The corruption perception index comes from Transparency 
International Corruption Perception Index, 2017 (Table 2.1).

These indicators show that there is a correlation between eco-
nomic growth and the quality of institutions and governance. While 
higher indexes indicate good governance lower ones show the reverse. 
An examination of the table indicates that the selected African coun-
tries, except Botswana (which consistently scores above 50%) had very 
low scores as compared to the high performing economies of South 
East Asia. This is an indication of the weaknesses of institutions and 
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governance in Africa, which have, to some reasonable extent, been 
responsible for the low growth performance of these countries and by 
implications slowing down transformation.

Economic Transformation in Africa

Transformation in Africa has been a topic of concern for some time. 
The topic has generated debates, brainstorming and resolutions have 
been taken by African Heads of state within the context of the African 
Union (AU). The topic is emerging as a consensus in Africa, but the 
implementation of the various resolutions on this issue is still a topic of 
debate. Why is there a need for transformation in Africa?

Why Transformation and What Kind of Transformation?

African economic performance has been very impressive in the past 
decade but the structural change that has emerged does not follow 

Table 2.1  Some indicators of governance in selected countries 2016

Note All the indexes are graded up to 100% with 100% being the highest score 
indicating highest level of performance on that index, while a 0% score indi-
cates the lowest level of perception of performance of that index. Scores above 
50% indicate average and above performance. NA are statistics that were not 
available
Source The World Governance Indicators (2017) and Transparency International 
Corruption Perception Index (2017)

Country Corrupt. PI Doing Bus. Voice & Acc Regul Qlity Govt Effec

New Zealand 90 87.01 97.54 97.04 98.2
Singapore 84 85.05 NA 36.94 100
Hong kong 77 98.08 65 NA 98.08
Korea 53 84.07 68.97 NA NA
Rwanda 54 69.81 17.24 NA NA
Tanzania 32 54.48 41.87 40.39 34.13
Mozambique NA 53.78 40.89 33.99 18.75
Ivory Coast 34 52.31 32 36.45 26.92
Congo, DRC 21 37.57 18.23 10.84 5.77
Ethiopia 34 28.05 12.81 NA 28.37
Botswana 60 65.55 61.58 59.11 70.67
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the classical pattern that produced high economic growth and trans-
formation during and after the industrial revolution in Europe, 
North America and especially in the Asian high performing econo-
mies such as “the Asian Tigers”, China and India. From the quota-
tion at the beginning of this paper Africa has a lot of potentials in 
both natural and human resources which if properly harnessed would 
ensure faster growth and a better life for the vast majority of its peo-
ple. Recent growth experience in Africa has shown some distinctive 
characteristics:

	 i.	 Growth has been led by growing exports of agricultural raw mate-
rials and mineral resources, with very little changes in the indus-
trial (manufacturing) sector.

	 ii.	 Labour is moving out of the agricultural and rural areas, but for-
mal manufacturing industries are not the main beneficiaries of this 
rural exodus as perceived in classical economic thought.

	iii.	 The growing urban population from rural–urban migration is 
absorbed largely into services of the urban informal sector, with 
very low productivity.

	 iv.	 Growth has not been accompanied by widespread changes in the 
social wellbeing of a large majority of the people. Rural produc-
tion is still on small scale, while the few small scaled industries 
that exist operate on artisanal basis. Poverty, especially rural pov-
erty is still a distinct feature and many countries in the region are 
classified as the poorest and least developed in the world.

	 v.	 Growth is not accompanied by application of science, technology 
and innovation and foreign aid and foreign investments are on the 
decline.

	vi.	 Growth has taken place under very weak institutions, bad govern-
ance and poor infrastructure.

Based on these characteristics it becomes necessary to have a compre-
hensive structural transformation in Africa that guarantees growth with 
equity and other dimensions of social development. The need for such 
transformation has been muted in various reflections and seminars/ 
conferences, some of which are outlined below:
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	 a.	� Africa’s historical position as an exporter of raw materials and nat-
ural resources for the industries of the Developed Countries (DCs) 
and other emerging countries. This situation needs to be reversed. 
Such exports are low valued, having diminishing returns and subject 
to the volatility of the international commodity markets.

	b.	� Africa as a continent has the huge potential not only to attain high food 
security but also to generate surplus that can be internationally traded; 
however, it is still performing below capacity with very low productivity.

	 c.	� Africa’s recent experience with Structural Adjustment Programs 
(SAPs) and the Millennium Development Goals (MDGs) exe-
cuted under the auspices of International Finance Institutions, did 
not reduce the dependence of Africa on raw material and mineral 
resource exports. Globalisation has not helped Africa either. It has 
rendered Africa vulnerable, poor and dependent.

	d.	� Africa will need to develop an array or network of highly productive 
sectors to complement the huge traditional and small modern sec-
tors. There should be different industries that can add value to raw 
farm produce at different stages of production. This will increase the 
returns to farmers and encourage further investments and serve as 
an incentive to the farmers as well.

	 e.	� Africa needs “to move from a ‘production system’ dominated by pri-
mary extraction and low value-added agriculture and services to a 
high value-added industrial production system,” that adopts science, 
technology and innovation for better linkages between sectors. This 
is to enable Africa to get a fair share of its natural resources rents.

	 f.	� Africa needs to develop a vibrant private sector with small, medium 
and large enterprises with employment opportunities in order to 
empower more people by putting money and wealth in their hands. 
This will enhance savings and investments which are necessary con-
ditions for economic growth. More investments funds generated by 
Africans will reduce its dependence on foreign investments and aid.

	g.	� Transformation is needed to generate rapid, sustained and inclusive 
growth with vertical and horizontal equity and to ensure universal 
“access to essential services, providing additional protection for the 
poorest and weakest in the society and ensuring an equitable, peace-
ful and harmonious society.”



2  Institutional and Governance Weaknesses …        29

	h.	� Transformation needs to be accompanied by transformed social, 
economic and political institutions and good governance, that is, “a 
transformed relationship between state and citizens.”

	 i.	� The need to be resilient in the face of global challenges, such as 
food, financial, energy and environmental crisis and the spread of 
terrorism.

	 j.	� The need to build international cooperation between Africa and 
international community on the “principles of equality of nations 
and peoples” and mutual respect.

These and other issues are the main focus of reflections on African 
transformation which has dominated policy agenda in many high levels 
discussions.

What Should Be Done to Ensure Effective 
Transformation in Africa? (Perspectives)

The need for African transformation is more urgent now than ever 
before. Africa needs to take advantage of its enormous human and nat-
ural resources and the growth potentials to change the socio-economic 
and political landscape of the continent. African scholars and research-
ers need to scale up their examination of the drivers and implications of 
economic transformation and productivity change in the continent, e.g. 
what are the direct and indirect links with development and poverty; 
what is holding back or promoting transformation; what is the role of 
institutions and governance and how can the global community support 
this? These questions and many others necessitate some reflections on 
the way forward. While not pretending to have exhaustive answers or 
reflection on the gambit of necessary conditions for successful African 
transformation, our contribution is on four key issues, which in our 
opinion are the bedrock on which transformation depends. The issues 
are: self-transformation, harnessing of African human capital, designing 
and implementing a comprehensive compensation scheme, and return 
to planning.
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a.	 Self-Transformation

Transformation implies change, which can be systemic or organic and 
social network is critical in the institution-governance-development 
nexus. Social network begins with the INDIVIDUAL whose first 
instinct is self-preservation—the “self -syndrome ”. Self-syndrome man-
ifests itself in self-interest where the principle is “Me, myself and I ”. 
This principle has played a dominant role in the African governance 
system, especially in SSA. In this, principle actions taken or envisaged 
are egocentric in nature and the tribe/family sometimes comes into 
play. The agency problem is highly in play here. The politicians who are 
supposed to perform tasks on behalf of the citizens act to serve their 
interest first. The self-syndrome limits thinking within the box and 
decisions are therefore taken within the box. This syndrome has given 
rise to entrenched corruption (with its consequences of poor infrastruc-
ture, poor medical care), long stay in power by leaders, lack of trans-
parency in elections and management of public affairs, poverty, capital 
flight, conflicts, etc. This has been one of the major causes of institu-
tional weakness, failures and bad governance in many counties, thereby 
slowing growth.

The African needs to transform the mindset to start thinking of the 
collective good (the state and/or community) before self or tribe/family. 
In this way public property will no longer be perceived as someone else’s 
property and therefore to be looted; appointments into government and 
public corporations will be based on merit rather than the tribe/fam-
ily and self-gains; rules and regulations will be crafted collectively and 
transparently for the common good. Self-transformation when collec-
tively done will engender institutional transformation and thus good 
governance, which is one of the prerequisites for socio-economic and 
political transformation of the African society.

b.	Harnessing African Human capital

It has been asserted that the continued investment in people’s skills, 
knowledge, education, health and nutrition is one of the most impor-
tant investments in any society. Human capital is the “software” and 
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“brainware” of any nation and constitutes the most important form of 
capital. The population of the African continent is large and growing. 
The literature indicates that the rising population, especially the urban 
population has contributed to the growth of African economies through 
jobs in the service sector. This is at odd with orthodox economic theory 
in which industrialisation is the engine of growth through the absorp-
tion of excess labour from the rural sector. On the growing population 
of Africa, Enache et al. (2016) assert that “The demographic dividend 
will make the region’s labor force much larger and better than that of 
any nation, including China or India if young children in Africa could 
be better educated than in the past.” The implication of this assertion 
is that the educational system is poor, not adapted to the needs of the 
local economy and therefore needs to be restructured and transformed 
and adapted to local needs to play its important role in the transfor-
mation of Africa. The reform envisaged should be in the following 
domains:

	 i.	 Curriculum reforms: Most educational institutions in SSA still 
operate on curricula inherited from the colonial masters, which 
aimed at training students for white collar jobs (Tafah 2003). This 
has resulted in the training of jobless and unsuitable unemployed 
graduates. There is an urgent need for curricula revision tailored to 
the needs of the different economies. Curriculum review should 
involve all stakeholders in the labour market so as to tailor these 
curricular to the needs of industries.1

	 ii.	 Reversal of the funding structure of education where tertiary edu-
cation is prioritised and highly subsidised as against the lower lev-
els. Experience in Asia and China indicates that more attention 
was paid to the lower levels making them universal. This reversal 
will increase the social and private returns to education.

1Our experience at The University of Bamenda in this direction has borne a lot of fruits. In open-
ing the School of Transport and Logistic we associate all stakeholders in the transport sector in cur-
riculum design and teaching. The students alternate between the classroom (theory) and the world of 
work (internship). Some of the lecturers from the private and public sectors handle the students on 
internship.
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	iii.	 The need for vocational and technological teaching with emphasis 
on skills, knowledge and application at the tertiary level. This is a 
deviation from the present emphasis on general knowledge which 
produces a large army of unemployed graduates.2

	 iv.	 Linkages between state, enterprise and university academics in serv-
ing local economy needs. In this case, the state should involve profes-
sors and researchers in major consultancy jobs rather than awarding 
such consultancies to external experts at exorbitant costs. These for-
eign experts turn round to recruit locals to do the job. The relation 
between enterprise and university academics should be symbiotic in 
which there is cross fertilisation in teaching and curriculum design.

c.	 Designing and implementing a comprehensive compensation scheme

The solution to the principal–agent problem is to design a compensa-
tion scheme that will motivate the agent with incentives to implement 
the interests of the principal. In the language of principal–agent theory, 
the optimal contract satisfies both an incentive compatibility constraint, 
meaning that the workers (agents) are encouraged to choose high effort, 
and a participation constraint, meaning that the workers accept the con-
tract. The general issue in designing incentives for the agent to exert the 
appropriate level of effort is to link the agent’s compensation to their 
performance.

d.	Return to Economic Planning

As indicated above, there are many other constraints that have to be 
overcome for African transformation. We may sound bizarre here, but 
we believe and evidence in the literature show that SSA countries per-
formed better during the post-independent periodic planning era than 
it is the case today. The classical notion of respecting the fundamentals 

2This point is supported by experience during the construction of the Chad-Cameroon Pipeline Project 
where professional welders were imported from Asia. The Cameroonian tertiary education system failed 
to produce this quality of human resources.



2  Institutional and Governance Weaknesses …        33

through SAPs plunged many countries into negative growth and 
increased poverty. The growth process was reversed. Public wealth was 
transferred to wealthier domestic and foreign owners through privati-
sation. The market has served the rich better and makes them richer. It 
has transferred wealth from the poor to the rich. Failure of state enter-
prises was due to poor governance and the self and tribe syndrome in 
the management of these enterprises. A careful planning system, with 
functioning institutions, good governance and proper allocation of 
resources will ensure balanced and harmonious growth. Botswana 
which is cited as a success story in economic performance in Africa 
operates a number of state-owned enterprises that function on profit 
basis and practices planning.

There are a number of other factors that will promote African trans-
formation which could be economic, social or political but the transfor-
mation of the ‘individual’ and the educational system will provide the 
necessary conditions for reforming institutions and practicing good gov-
ernance. These variables have been proven to be weak and have been a 
hindrance to economic growth in Africa.

Conclusion

The question of African transformation has become imperative in the 
face of a global world full of challenges. It has been demonstrated that 
institutional and governance weaknesses have to a large extent slowed 
growth and transformation in Africa. In addition, growth in Africa 
does not conform to orthodox economic prescriptions. Most of the 
growth is still generated from natural resources and agricultural exports. 
Agriculture still is, and will remain, a dominant activity for some time 
to come. Its productivity is still low and both natural resources and agri-
cultural exports are subject to the volatility of international commodity 
markets. In most cases, growth has not been accompanied by changes 
in the welfare of the people. In other words, it has not been inclu-
sive. Goods and service providers, even when resources are available, 
are often mired in a system where the incentives for effective delivery 
are weak, corruption is rife, and political patronage is common. These 
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weaknesses constitute the main reasons why transformation becomes 
more relevant. Transformation has been discussed in different fora and 
resolutions adopted. This should not end at the level of rhetoric and 
brainstorming, reflections and resolutions at conferences and summits. 
Concrete action is needed. To achieve this Africa needs visionary and 
dynamic leaders to overcome the hurdles posed by institutions and gov-
ernance in order to drive the African agenda forward.
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Introduction

There is a renewed interest in the role that structural change can play in 
stimulating economic growth (McMillan and Heady 2014). Developing 
countries have significantly improved their economic performance since 
the early 2000s, but there are mounting concerns about the inclusive-
ness and sustainability of current growth patterns. In particular, the 
recent growth accelerations have not always been translated into con-
comitant improvements in socio-economic indicators—such as the pov-
erty headcount—and broad-based economic development. This chapter 
investigates the pace and pattern of structural change in developing 
regions with a view to better understand the key drivers of economic 
growth and provide insights on how to enhance it.1
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The early literature on structural change dates back to the 1950s and 
1960s. For instance, Kuznets (1957), Chenery (1960) and Chenery 
and Taylor (1968) uncover important stylised facts on the relationship 
between a country’s economic structure and its income level. This litera-
ture posits that structural change is a key characteristic and driver of eco-
nomic and social development. Structural change can be narrowly defined 
as a process whereby labour moves from low-productivity to higher- 
productivity sectors. This relocation of labour raises workers’ productivity, 
which contributes to accelerating economic growth. In developing coun-
tries, labour productivity in agriculture is considerably lower than in the 
non-agricultural sector (Gollin et al. 2014). This suggests that a real-
location of labour from agriculture to industry and services would con-
siderably boost aggregate productivity and economic growth. Broader 
definitions of structural change go beyond changes in economic structure— 
such as production and employment—as they also encompass changes in 
other aspects of society (Kuznets 1966). For instance, structural change 
may entail a spatial reorganisation of the population, through rural- 
urban migration, and demographic change, arising from lower fertility 
rates. This chapter adopts a broader view of structural change.

The recent emphasis on structural change has led to a rapidly expand-
ing body of theoretical and empirical work. Herrendorf et al. (2014) 
review recent advances in the literature. Datasets have been compiled to 
document regional patterns—with varying degrees of sectoral disaggre-
gation and country coverage. This chapter, however, uses a much more 
comprehensive dataset and focuses on the sub-regional level in order to 
offer deeper and richer insights into the recent dynamics of structural 
change. Moreover, the empirical literature decomposes aggregate labour 
productivity growth into within-sector and between-sector (structural) 
effects. In this chapter, we adopt an empirical methodology based 
on the decomposition of output per capita—rather than output per 
worker. This strategy enables an empirical assessment that is compatible 
with a broader concept of structural change. In addition to evaluating 
within-sector and between-sector productivity effects, we estimate the 

 
consumption, investment or exports that is stimulating economic growth, we investigate which 
economic sectors are driving economic performance.
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contribution of demographic and employment changes to economic 
growth. Lower dependency ratios can generate a sizeable demographic 
dividend, while social preferences can impact on employment rates—
through economic inactivity—which in turn affect economic growth.

This chapter is structured as follows. “Methodology and Data”  
presents the empirical methodology and the data used in this study. 
“Trends in Economic Structure” discusses trends in output, employment 
and labour productivity by economic sector—for regions and sub- 
regions. “Empirical Results” provides estimates on the relative contri-
bution of within-sector and between-sector productivity improvements 
to output per capita growth, as well as the contribution of demographic 
change and employment rates. “Other Empirical Studies” compares 
these results with the evidence emerging from the existing literature. 
“Conclusion” concludes by summarising the main findings.

Methodology and Data

Shapley Decompositions

Most empirical studies on structural change focus on the decomposition 
of labour productivity growth. In this chapter, we adopt a broader frame-
work that provides additional insights, namely, on the contribution of 
the employment rate and demographic change to output growth. Hence, 
our starting point is output per capita, which can be expressed as:

where Y  is total output (value added), N is total population, E is total 
employment and A is the working-age population. Output per capita  
is represented by y, while the remaining components consist of out-
put per worker (w), the employment rate (e) and the relative size of the 
working-age population (a ).

Y

N
=

Y

E
·
E

A
·
A

N

y = w · e · a
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To calculate the contribution of each of these components to changes 
in output per capita, we employ Shapley decompositions—see below.2 
This decomposition has the advantage of being additive and that each 
component has the interpretation of a counterfactual scenario.

We can express these contributions as a share of output per capita 
growth by dividing each of the three terms above by �y. Denoting w̄, ē 
and ā as the share of growth that can be attributed to each component, 
output per capita growth can then be expressed as:

At this point, we can decompose output per worker—a measure of 
labour productivity. We start with the following equation:

where wi represents output per worker in sector i (Yi/Ei), si is the 
sectoral employment share (Ei/E) and n is the total number of eco-
nomic sectors. This can then be decomposed into within-sector and 
between-sector effects, respectively:
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2The Shapley decomposition considers the marginal effect on a variable (in our case, output per 
capita growth) of sequentially eliminating each of the contributory factors, and then assigns 
to each factor the average of its marginal contributions in all possible elimination sequences 
(Sorrocks 2013). See also World Bank (2015).
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It is important to note that this decomposition differs from other stud-
ies in the literature, which will be taken into consideration when com-
paring results.3 Finally, the sectoral pattern of employment rate changes 
can be calculated as:

Figure 3.1 provides a schematic representation of the stepwise decom-
position strategy used in this chapter.

Data Sources and Aggregation

This chapter uses three main sources of data. Data on sectoral employment 
comes from the World Employment and Social Outlook (WESO) data-
base of the International Labour Organization (ILO). The latest release 
constitutes the most comprehensive source of sectoral employment data in 
existence. It includes annual employment data for 174 countries, which is 
disaggregated by 14 economic sectors and covers the period from 1991 to 
2013. It should be noted that the dataset relies on modelled estimates for 
years and countries for which country-reported data is unavailable.

Data on sectoral output comes from the National Accounts 
Main Aggregates database of the United Nations Statistics Division 
(UNSD)—which serves under the United Nations Department of 
Economic and Social Affairs (UNDESA). The database provides a con-
sistent annual dataset of national accounts aggregates for 212 countries 
and territories. It is based on official data reported to UNSD—through 
an annual questionnaire—and supplemented with data estimates for 
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3For instance, McMillan et al. (2014) use �w =
∑

n

i=1 �wi(si,t=0)+
∑

n

i=1 �si(wi,t=1), while 
Timmer et al. (2015) use an empirically equivalent decomposition that further disaggregates the 
between-sector component into static and dynamic reallocation effects.
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years and countries with incomplete or inconsistent information. For 
the purpose of this chapter, we use gross value added (GVA) by kind of 
economic activity in US dollars at constant market prices.

Finally, data on total population and working-age population 
(i.e. 15–64 years old) comes from the World Population Prospects 
(2012 Revision) database of the United Nations Population Division 
(UNPD)—which is also under UNDESA. The database provides demo-
graphic estimates and projections for 233 countries and territories.

The consolidation of these three data sources led to a large annual 
dataset comprised of 169 countries. The employment data was the 
key binding constraint for the country sample, although Guadeloupe, 
Macau (China), Martinique, Réunion and Taiwan (China) had to be 
excluded due to the lack of (or incomplete) data on sectoral output. In 
2013, these 169 countries had a combined total population of 7072 
million inhabitants (compared to 7162 million for the whole world) 
and a total GVA of $53,139 billion (compared to $53,191 billion for 
the whole world). This suggests that this sample represents 98.7% of the 
world’s population and 99.9% of global GVA.

The countries were then grouped into four main world regions—
Africa, Asia, Latin America and Other (Developed). Since the aim of 
this chapter is to investigate patterns of structural change at the sub- 
regional level—with a special focus on developing countries—these 

Fig. 3.1  Stepwise decomposition approach
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countries were also classified according to 13 sub-regions in Africa, Asia 
and Latin America (Table 3.1). See Table 3.A1 in the Appendix for the 
countries included these regions and sub-regions.

Table 3.1  Sample

aDue to the lack of disaggregated data, Sudan refers to ‘former Sudan’ and is included 
in Northern Africa. Eastern Asia includes Hong Kong, China (not a UN member coun-
try); South-Eastern Asia includes Fiji, Papua New Guinea and Solomon Islands (all from 
Melanesia); Western Asia includes West Bank & Gaza Strip (not a UN member country). 
The Caribbean includes Puerto Rico (not a UN member country). Following common 
practice, ‘developed’ includes Europe, as well as Canada and United States (both from 
Northern America), Australia and New Zealand (both from Oceania) and Japan (from 
Eastern Asia)—see http://unstats.un.org/unsd/methods/m49/m49regin.htm

UN classification Structure of study sample
Geographical (continental) 
regions and sub-regions

UN member 
countries

Regions and sub-regionsa Countries

Africa 54 Africa 49
Eastern Africa 18 Eastern Africa 14
Middle Africa 9 Middle Africa 8
Northern Africa 6 Northern Africa 6
Southern Africa 5 Southern Africa 5
Western Africa 16 Western Africa 16

Americas 35 Asia 48
Caribbean 13 Central Asia 5
Central America 8 Eastern Asia 4
Northern America 2 South-Eastern Asia 14
South America 12 Southern Asia 9

Western Asia 16
Asia 47
Central Asia 5 Latin America 28
Eastern Asia 5 Caribbean 8
South-Eastern Asia 11 Central America 8
Southern Asia 9 South America 12
Western Asia 17

Other (Developed) 44
Europe 43
Eastern Europe 10
Northern Europe 10
Southern Europe 14
Western Europe 9

Oceania 14
Australia and New Zealand 2
Melanesia 4
Micronesia 5
Polynesia 3

Total 193 Total 169

http://unstats.un.org/unsd/methods/m49/m49regin.htm
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The output data determined the level of sectoral disaggregation. 
The UNSD data is disaggregated into seven sectors of economic activ-
ity, which meant that the ILO 14-sector data had to be aggregated in 
order to ensure data consistency (Table 3.2). Both sources report data 
according to the third revision of the International Standard Industrial 
Classification of All Economic Activities (ISIC Rev.3.1). In our data-
set, agriculture includes fishing (section B), while mining & quarrying 
(section C) and electricity, gas & water supply (section E) are lumped 
together. Commerce includes wholesale & retail trade (section G) and 
hotels & restaurants (section H). Finally, other services includes a wide 
range of service activities: financial intermediation (section J), real estate 
& business activities (section K), public administration & defence (sec-
tion L), education (section M) and health & social work (section N), 
other service activities (section P) and activities of private households 

Table 3.2  Data aggregation by ISIC section

Note See http://unstats.un.org/unsd/cr/registry/regcst.asp?Cl=17&Lg=1&Top=1

ISIC Rev.3.1 Aggregation for this chapter
Sector Section Short name Section(s)

Agriculture, hunting & forestry A Agriculture A, B
Fishing B Mining & utilities C, E
Mining and quarrying C Manufacturing D
Manufacturing D Construction F
Electricity, gas and water supply E Commerce G, H
Construction F Transport I
Wholesale and retail trade; repair of 

motor vehicles (…)
G Other services J–P

Hotels and restaurants H
Transport, storage and communications I
Financial intermediation J
Real estate, renting and business activities K
Public administration and defence;  

compulsory social security
L

Education M
Health and social work N
Other community, social and personal 

service activities
O

Activities of private households as 
employers (…)

P

Extraterritorial organizations and bodies Q

http://unstats.un.org/unsd/cr/registry/regcst.asp?Cl=17&Lg=1&Top=1
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(section P). Section Q is not quantified in national accounts (output) 
data and is usually negligible in terms of employment.

Figure 3.2 shows aggregate output and employment levels for the 13 
sub-regions.

Trends in Economic Structure

Regions

The structure of output and employment varies considerably across 
regions (Fig. 3.3). In 2013, the share of agriculture in total GVA ranged 
from 15% in Africa to under 2% in developed countries. Other services 
accounted for 52% of total GVA in developed countries, but repre-
sented less than 30% in Africa and Asia. Finally, manufacturing con-
tributed to 26% of GVA in Asia, but only 11% in Africa. In terms of 
employment, the differences are even starker. Agriculture employed 
over 55% of Africa’s workers while accounting for less than 5% of total 
employment in developed countries. Other services represented 44% 
of total employment in developed countries, but only 15% in Asia. 

Fig. 3.2  Output and employment by sub-region
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As noted in the early literature on structural change, these differences 
in economic structure are partly responsible for the large income gaps 
observed across regions.

Africa’s real GVA more than doubled between 1991 and 2013, 
mainly due to the strong economic performance registered since the 
early 2000s—see Table 3.A2 in the Appendix. The structure of pro-
duction remains relatively diversified, with other services account-
ing for 27% of total GVA in 2013 and most other sectors also in the  
double-digits—construction is the only exception. Mining & utilities 
has seen its GVA share decline from 22% in 1991 to 13% in 2013, sug-
gesting that the economic acceleration was not predominantly driven by 
natural resources, as it is often portrayed. On the other hand, transport 
has substantially increased its share in total GVA—from 7% in 1991 to 
12% in 2013—while the share of agriculture stagnated at about 15%. 
Asia nearly quadrupled its real GVA in these 22 years, which led to a 
remarkable increase in its share of global GVA—from 10% in 1991 to 
22% in 2013. The share of manufacturing in total GVA rose from 17% 
in 1991 to 26% in 2013, while the share of agriculture nearly halved—
to 8%. Latin America achieved lower GVA growth rates than Africa 
and Asia, but also experienced a stronger performance during 2002–
2013. Other services represented about 35% of total GVA throughout 
the period, while commerce and manufacturing were also important 

Fig. 3.3  Structure of output and employment—regions
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sectors. Developed countries have lagged significantly behind in terms 
of economic performance. In fact, aggregate GVA growth decelerated 
in 2002–2013—from 2.2 to 1.4%—and the construction sector even 
contracted. This slower growth was partly due to the global financial cri-
sis of the late 2000s, and contributed to a declining weight in global 
GVA—from 82% in 1991 to 69% in 2013. Other services accounted 
for the majority of GVA in 2013—52%—while manufacturing and 
commerce accounted for a combined 29%.

The structure of employment has not changed significantly in Africa 
over the past 22 years, although there are encouraging signs since 2002. 
Employment in agriculture fell from 60% of total employment in 2002 
to 55% in 2013, while other services absorbed most of this change. In 
Asia, the share of employment in agriculture dropped from 56% in 
1991 to 34% in 2013. In fact, the absolute number of workers in agri-
culture fell between 2002 and 2013. Commerce, construction and other 
services observed large relative gains—more than 6 percentage points 
since 1991—while the share of manufacturing remained around 12%. 
There was a similar shift away from agriculture in Latin America—albeit 
less pronounced. The share of employment in agriculture fell from 25% 
in 1991 to 15% in 2013, while manufacturing also recorded a decline. 
Other services accrued the largest relative gains—6 percentage points. 
In developed countries, the share of manufacturing dropped from 22% 
in 1991 to 14% in 2013, while other services made important gains 
over this period—9 percentage points.

Sectoral output and employment data provide valuable insights  
on economic structure—see Fig. 3.A1 in the Appendix for annual 
trends. However, the concept of structural change is intrinsically 
linked to labour productivity. In this chapter, we use GVA per worker  
as a measure of labour productivity. At the global level, we note that 
agriculture has the lowest labour productivity by a wide margin. On 
average, each agricultural worker produced 2019 of output in 2013, 
while mining & utilities workers produced 30 times more. Exploiting 
these large productivity gaps can significantly boost incomes and accel-
erate economic development. However, the employment-generation 
potential of some high-productivity sectors is rather limited—
such as mining & utilities—owing to their high capital intensity.  
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In Africa, aggregate labour productivity stagnated in the 1990s. 
Stronger output growth since 2002 was crucial to achieve a 2% 
average annual growth in productivity. Mining & utilities had the 
highest labour productivity in 2013—37 times higher than agri-
culture—despite declining since 1991.4 The transport sector has 
consistently experienced strong labour productivity growth—2.5% per 
year since 1991. Asia has experienced very strong productivity growth 
over the past two decades. Despite having a lower starting point than 
Africa in 1991, aggregate labour productivity nearly tripled by 2013. 
Productivity growth in manufacturing was particularly high—7% 
per year—as well as in agriculture since 2002—6% per year. In Latin 
America, aggregate productivity growth was negligible in the 1990s. 
Since 2002, agriculture became an important source of aggregate pro-
ductivity growth, with some support from commerce, transport and 
even manufacturing. However, labour productivity in mining & utilities 
declined significantly. Productivity growth in developed countries decel-
erated considerably in 2002–2013, with only agriculture and manufac-
turing showing positive signs.

Countries can considerably enhance their economic performance 
by taking advantage of existing labour productivity gaps, especially in 
Africa and Asia—see Fig. 3.A2 in the Appendix. As noted earlier, the 
employment share of agriculture—the least productive sector—declined 
in all regions. The key question, however, is whether agricultural labour 
is moving to dynamic sectors that have above-average (and growing) 
levels of labour productivity (Fig. 3.4). Africa observed an employment 
shift towards other services, a sector that lags behind mining & utilities, 
transport and manufacturing in terms of labour productivity. In Asia, 
employment shifted towards construction, commerce and other ser-
vices. However, both construction and commerce had labour productiv-
ity levels below the economy-wide average, which has somewhat limited 
the impact of labour relocation. In Latin America, labour mainly relo-
cated to other services, but the labour productivity of the sector is only 

4The observed decline in labour productivity is partly due to stronger employment growth in 
public utilities (section E)—which is observed across all regions.
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marginally above that of the aggregate level. Developed countries shed a 
considerable amount of manufacturing jobs, but since productivity gaps 
are small, the potential impact of structural change is more limited than 
in developing countries.

Africa

In this chapter, we are especially interested in sub-regional dynam-
ics. The African region comprises five sub-regions: Eastern, Middle, 
Northern, Southern and Western Africa.5 The structure of output varies 

− − −

Fig. 3.4  Changes in employment and labour productivity gaps—regions
(Note Relative labour productivity is calculated as the natural logarithm of 
the ratio of sectoral productivity to aggregate productivity. If a sector has the 
same productivity level as the whole economy, then it will not be shown in the 
graph—since log(1) equals zero. Large productivity gaps are represented by 
wider bar areas—positive or negative. If the width of a bar measures 1 unit, 
then the sector’s productivity is 10 times higher than the average—or a tenth of 
the average if negative)

5It should be noted that South Africa accounted for 91% of Southern Africa’s GVA in 2013 and 
85% of employment, while Nigeria represented 76% of Western Africa’s GVA in 2013 and 45% 
of employment.
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significantly across these sub-regions (Fig. 3.5). In 2013, mining & util-
ities accounted for more than 43% of total GVA in Middle Africa, but 
less than 7% in Eastern, Southern and Western Africa. The agriculture 
share of GVA was about 23% in Eastern and Western Africa, but less 
than 3% in Southern Africa. Finally, other service s accounted for 45% 
of GVA in Southern Africa, but only 12% in Middle Africa. The struc-
ture of employment is even more diverse across the region. Employment 
in agriculture ranged from 72% of total employment in Eastern Africa 
to 9% in Southern Africa, while employment in other services ranged 
from 48% in Southern Africa to 13% in Eastern Africa. In addition, 
commerce accounted for 19% of employment in Southern and Western 
Africa, but less than 3% in Middle Africa.

All African sub-regions improved their economic record in 2002–
2013. GVA growth was particularly strong in Western Africa (7.1%), 
Middle Africa (6.3%) and Eastern Africa (6.2%)—see Table 3.A3 in the 
Appendix. In Eastern Africa, the share of agriculture in GVA remained 
constant in 1991–2002, but then declined from 29% in 2002 to 
23% in 2013. This was compensated by relative increases in construc-
tion and transport. In Middle Africa, the weight of mining & utilities 
in total GVA increased from 34% in 1991 to 43% in 2002, though 
it has flattened since then. Manufacturing, on the other hand, saw its 
share decline from 14% in 1991 to 8% in 2013. Northern Africa has 

Fig. 3.5  Structure of output and employment—Africa
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gradually reduced its reliance on mining & utilities—from 33% of 
total GVA in 1991 to 19% in 2013—with concomitant increases in 
the remaining sectors. Southern Africa also registered a decline in the 
share of mining & utilities—from 14% in 1991 to 7% in 2013—while 
agriculture and manufacturing also had relative declines. Transport and 
other services increased their weight in total GVA. Finally, the relative 
importance of mining & utilities in Western Africa dropped from 15% 
of total GVA in 1991 to less than 6% in 2013, while transport increase 
by almost 10 percentage points—to 17% in 2013.

Employment growth rates were relatively stable in Eastern, Middle 
and Western Africa—around 3% per year—while Southern Africa reg-
istered a sharp fall—from 2.9 to 1.3%. In Southern Africa, the share 
of employment in agriculture halved—from 18% in 1991 to 9% in 
2013—while other services recorded an increase of nearly 10 percentage 
points. Changes in the structure of employment were less pronounced 
in Eastern Africa. The share of agriculture declined by nearly 5 percent-
age points since 2002—to 72% in 2013—most of which was absorbed 
by other services. In Middle Africa, agricultural employment fell from 
72 to 65% between 1991 and 2013, which was met by relative increases 
in all remaining sectors. Northern Africa saw its share of employment 
in agriculture decline by more than 6 percentage points—to 29% in 
2013—while manufacturing fell to a lesser extent. The relative weight 
of the remaining sectors increased, especially the construction sector. 
Agriculture and manufacturing declined in Western Africa to a similar 
extent, while other services significantly increased their weight in total 
employment.

Eastern Africa had the lowest aggregate labour productivity—just 
above $1000 per worker in 2013—while Southern Africa’s was 17 
times larger. Nonetheless, all sub-regions registered an acceleration 
in labour productivity growth. In Eastern Africa, labour productiv-
ity was stagnant in 1991–2002, but grew by an average of about 3% 
per year in the subsequent period. Construction, commerce and trans-
port were the best-performing sectors since 2002. Labour productivity 
declined in Middle Africa between 1991 and 2002—by 1.5% a year—
although it bounced back strongly since then. Construction recorded 
a strong growth in productivity in 2002–2013, while the increase in 
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manufacturing and other services was almost negligible. The min-
ing & utilities sector is associated with very high productivity levels— 
nearly $144,000 per worker in 2013—leaving commerce (the second 
highest) at a considerable distance—about $15,000. Northern Africa 
only had a small improvement in productivity growth. Mining & util-
ities registered strong declines in both periods, thus dampening the 
improvements of the remaining sectors. Manufacturing and construc-
tion also had disappointing performances in 2002–2013. In Southern 
Africa, transport was the only sector that had a positive performance in 
1991–2002, while construction suffered the largest relative decline in 
productivity—2.4% a year. Since 2002, transport broadly maintained 
its pace of improvement, while the remaining sectors improved con-
siderably—especially agriculture. Western Africa had the strongest rate 
of productivity growth in 2002–2013—4% per year—despite a strong 
decline in mining & utilities. Manufacturing, commerce and transport 
all posted productivity growth rates above 6% in the 2002–2013 period.

Between 2002 and 2013, the share of employment in agriculture 
declined by about 5 percentage points in three African sub-regions—the 
reduction was smaller in Northern Africa and larger in Western Africa 
(Fig. 3.6). With the exception of Northern Africa, other services gained 
the most ground in terms of employment shares. However, we note 

− − −

Fig. 3.6  Changes in employment and labour productivity gaps—Africa
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that the productivity of the sector is not often higher than the aggregate 
level. This may suggest that the benefits of structural change could have 
been significantly higher, had labour relocated to other sectors—such as 
manufacturing.

Asia

The Asian region comprises five sub-regions: Eastern, Central, South-
Eastern, Southern and Western Asia.6 The economic structure is less 
heterogeneous across Asian sub-regions than in Africa, although there 
are still significant variations (Fig. 3.7). For instance, mining & utili-
ties accounted for about 24% of Western Asia’s GVA in 2013, but less 
than 6% in Eastern Asia. Conversely, manufacturing comprised 34% 
of total GVA in Eastern Asia, but only 13% in Western Asia. In terms 
of employment, the share of agriculture ranged from 47% in Southern 
Asia to 17% in Western Asia, while commerce and other services also 
varied considerably across sub-regions.

Fig. 3.7  Structure of output and employment—Asia

6In 2013, China accounted for 78% of Eastern Asia’s GVA and 96% of employment; while India 
was responsible for 70% of Southern Asia’s GVA and 71% of employment.
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Central Asia presents a fairly diversified economic structure—see 
Table 3.A4 in the Appendix. While there have not been major changes 
in the structure of output since 1991, real GVA growth rates do cap-
ture the economic decline experienced by many ex-USSR countries 
in the early 1990s. Manufacturing was the fastest growing sector 
in Eastern Asia, which led to a considerable increase in its share of 
GVA—rising from 22% in 1991 to 34% in 2013. Agriculture, on the 
other hand, saw its relative importance fall by nearly 10 percentage 
points. Southern Asia also observed a relative decline in agriculture— 
11 percentage points—which was mainly captured by transport and 
other services. In South-Eastern Asia, agriculture experienced a relative 
decline of about 5 percentage points between 1991 and 2013, while 
transport recorded the largest relative increase—probably supported 
by India’s information technology (IT) sector. In Western Asia, the 
weight of mining & utilities and agriculture in total GVA declined, 
while transport increased by nearly 4 percentage points. It is worth 
noting that the share of manufacturing in total GVA increased in all 
Asian sub-regions between 1991 and 2013, while it declined in most 
of Africa.

Central Asia observed a considerable decline in the share of work-
ers employed in agriculture—from 37% in 1991 to 27% in 2013—
while other services recorded the largest relative increase in that period 
(4 percentage points). Eastern Asia is the sub-region with the largest 
number of workers—more than 800 million—but employment growth 
has been weak. Agriculture shed a substantial number of workers—
about 150 million between 1991 and 2013—which has played a crit-
ical role in the overall trends. The share of employment in agriculture 
shrunk by 29 percentage points, which was met by increases in com-
merce (13 percentage points), construction (8 percentage points) and 
other services (nearly 8 percentage points). This points to a dramatic 
change in the structure of employment in a fairly short period of time, 
even though agriculture remains the second largest employer in the 
sub-region. In South-Eastern Asia, the share of workers in agriculture 
dropped by almost 20 percentage points. Commerce and other services 
made significant gains—about 5 and 7 percentage points, respectively. 



3  Sub-Regional Perspectives on Structural Change        55

Southern Asia and Western Asia also registered a sizeable reduction in 
the share of agricultural employment—about 15 percentage points. 
These shares were mainly captured by construction in Southern Asia 
(6 percentage points) and other services in Western Asia (8 percentage 
points).

Aggregate labour productivity fell sharply in Central Asia during 
1991–2002, mainly due to the economic decline mentioned earlier. 
Nonetheless, most sectors bounced back strongly. Perhaps surprisingly, 
transport is the sector with the highest productivity level—rather than 
mining & utilities. Eastern Asia achieved the highest aggregate labour 
productivity growth rate in the region—above 7 percentage points—by 
a considerable margin. Manufacturing had a very strong performance 
in both periods, while productivity growth in agriculture accelerated 
remarkably in the second period. Southern-Eastern Asia improved its 
productivity growth rate by 1.1 percentage points per year, despite the 
decline in mining & utilities. The transport sector, in particular, regis-
tered a strong performance since 2002. Southern Asia had a stronger 
acceleration in aggregate productivity growth—to nearly 5% a year in 
2002–2013—but the construction sector was subdued in both peri-
ods. Productivity in transport, commerce and manufacturing grew by 
about 5% since 2002. In Western Asia, aggregate productivity growth 
remained at a low 1.7% a year. Productivity in mining & utilities is 
extremely high—more than $320,000 per worker in 2013—despite a 
recent decline. However, this large productivity gap is difficult to seize 
upon, since the employment-generation potential of the sector is quite 
limited.

In sum, Eastern Asia dramatically reduced its employment share in 
agriculture, while the remaining sub-regions also achieved considerable 
reductions (Fig. 3.8). Labour relocated mainly to construction, com-
merce and other services. Nonetheless, labour productivity in both con-
struction and commerce were below the aggregate level in most regions. 
Once again, the impact of structural change could have been larger if  
a greater proportion of labour had relocated to higher-productivity 
sectors—such as manufacturing, transport or other services.
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Latin America

The Latin America region comprises three sub-regions: the Caribbean, 
Central America and South America.7 In our sample, the Caribbean 
sub-region encompasses eight small island developing states (SIDS), 
which nonetheless have a combined GVA larger than Central Asia, 
Eastern Africa and Middle Africa—$219 billion in 2013. Latin America 
seems considerably less heterogeneous than Africa and Asia in terms of 
the structure of output and employment (Fig. 3.9).

In the Caribbean, the share of manufacturing and agriculture in 
total GVA declined, while the weight of transport and other services 
increased by almost 3 percentage points each—see Table 3.A5 in the 
Appendix. However, it should be noted that the Caribbean was the only 
sub-region—out of the 13 sub-regions under analysis—that suffered a 
deceleration in its real GVA growth rate between the two periods. In 
Central America, the transport sector made significant relative gains—
more than 4 percentage points—while mining & utilities declined from 

− − − −

Fig. 3.8  Changes in employment and labour productivity gaps—Asia

7In 2013, Mexico accounted for 88% of Central America’s GVA and 74% of employment; while 
Brazil represented 49% of South America’s GVA and 52% of employment.
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13% in 1991 to 10% in 2013. South America accounted for 60% of 
the region’s GVA in 2013. The share of manufacturing decline from 
19% in 1991 to 16% in 2013, while transport increased by 2 percent-
age points. Overall, the structure of output in Latin America has not 
shifted significantly over time, at least when compared to Asia or even 
Africa.

In the Caribbean, employment in agriculture declined from 
about 26% of total employment in 1991 to under 22% in 2013. 
Manufacturing also lost some ground—more than 3 percentage points. 
Commerce and other services, on the other hand, registered the largest 
improvements. Central America experienced a large relative decline in 
agricultural employment—from 28% in 1991 to 17% in 2013—which 
was mostly compensated by other services (nearly 8 percentage points). 
South America also had a considerable fall in the share of agricultural 
employment—10 percentage points—which was partly offset by a rise 
in other services (6 percentage points). Latin America’s employment 
structure has changed to a lesser extent than in Asia.

Compared to other regions, aggregate labour productivity levels are 
relatively homogeneous across Latin America. Nonetheless, the per-
formance has varied within the region. The Caribbean experienced 
a significant deceleration in aggregate labour productivity growth, 

Fig. 3.9  Structure of output and employment—Latin America
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notwithstanding an improvement in agriculture. Labour productivity 
in manufacturing is relatively high—at par with mining & utilities—
and the highest in the region. Labour productivity growth in Central 
America has been disappointing. The strong decline in mining & 
utilities—almost 3% a year since 1991—has certainly contributed to 
this performance, although productivity growth in construction and 
other services has also been negative since 1991. South America has 
the lowest level of productivity in the region. Although aggregate pro-
ductivity declined by 0.2% a year in 1991–2002, it has shown many 
positive signs since 2002. Agriculture was the best performing sector 
over the entire period, while productivity in mining & utilities fell 
considerably—the only sector to register a productivity decline in 
2002–2013.

Overall, both agriculture and manufacturing registered significant 
reductions in the employment share—much of which was absorbed 
by other services (Fig. 3.10). Apart from mining & utilities, the sec-
tors with the highest labour productivity levels were manufacturing 
and transport—which either saw their employment share decline 
or increase by a small amount. This is likely to have hampered the 
potential of structural change in the region, and thus economic 
growth.

− −

Fig. 3.10  Changes in employment and labour productivity gaps—Latin America
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Empirical Results

Regions

Africa’s economic performance has improved remarkably since 2002 
(Fig. 3.11)—see also Table 3.A7 in the Appendix. Annual GVA per capita 
growth accelerated from 0.3% in 1991–2002 to 2.4% in 2002–2013—
which mainly reflected improvements in labour productivity. In fact, 
both within-sector and between-sector components provided strong 
contributions since 2002. Employment also emerged as a positive influ-
ence in the latter period, mainly due to an increase in the employment 
rate—see Table 3.A6 in the Appendix. The contribution of the demo-
graphic structure declined, owing to a slower increase in the share of the 
working-age population. GVA per capita growth was outstandingly high 
in Asia—accelerating from 4.3% in 1991–2002 to 5.9% in 2002–2013. 
Within-sector productivity improvements have been the main driver of 
this strong performance, but the contribution of structural change has 
also been substantial and growing. Employment has dampened growth—
as the employment rate declined in both periods—but demographic 
changes supplemented output per capita growth with over 0.5 percent-
age points. In Latin America, GVA per capita growth also accelerated in 

Fig. 3.11  Decomposition of GVA per capita growth—regions
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the latter period, with labour productivity accounting for most of this 
improvement. The contribution of the employment component also 
increased—due to a stronger increase in the employment rate—while the 
demographic structure continued to provide a sizeable (though declining) 
contribution. In developed countries, however, GVA per capita growth 
decelerated considerably in 2002–2013. A declining contribution from 
within-sector productivity accounted for most of this disappointing per-
formance, although the negative impact of the demographic structure 
component was also noticeable—partly due to population ageing and 
the relative shrinking of the working-age population. The only positive 
sign came from the employment component. Overall, within-sector and 
between-sector productivity trends seem promising in developing coun-
tries, while employment and demography played a relatively minor role in 
boosting output per capita growth—with the exception of Latin America.

The aggregate results provide a useful overview of the key contrib-
utors to output per capita growth. Nevertheless, we are also interested 
in identifying the economic sectors that have been driving these trends. 
Table 3.3 decomposes the results discussed above by sector for the period 
2002–2013 and reports them as percentages of GVA per capita growth.

In Africa, within-sector productivity improvements accounted for 
46% of output per capita growth, especially due to commerce, agri-
culture and transport. Mining & utilities had a negative impact, partly  
a consequence of the labour productivity declines experienced by 
Northern Africa and Western Africa. Agriculture provided the largest 
contribution to the structural change component, while manufacturing 
had a negative impact.8 If labour had not reallocated between economic  
sectors—predominantly from agriculture to other services—output 
per capita growth would have been over one-third lower (35%). Finally, 
changes in the agricultural employment rate dampened growth, but 
were more than compensated by the services sectors.9 Overall, the three 
service sectors—commerce, transport and other services—contributed  

8A sector provides a positive contribution to the between-sector component if: (i) its labour produc-
tivity is above the aggregate average and its employment share increases or (ii) its labour productivity 
is below the aggregate average and its employment share declines (this is often the case of agriculture).
9The structural change component is intrinsically linked to the employment share (Ei/E), while 
the employment component relates to the (sectoral) employment rate (Ei/A).
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to most of the output growth in 2002–2013. Contrary to common 
perception, mining & utilities did not drive economic performance in 
Africa—rather, it seems that the sector has undermined it.

Within-sector productivity was the key driver of Asia’s economic 
performance—accounting for 70% of output per capita growth. 
Manufacturing was the most important sector within this compo-
nent, representing 29% of total output per capita growth. Structural 
change—which itself contributed with 27%—was mainly driven by 
agriculture and other services. Changes in the employment rate had a 
negative impact, mainly due to agriculture. Overall, manufacturing and 
other services were the sectors that provided the strongest contributions 
to output per capita growth in Asia.

The results for Latin America point to a fairly even contribution across 
the four key components. On the whole, other services was the key driver 
of economic performance, followed by commerce. Manufacturing had a 
negative impact on both the structural change and employment compo-
nents. Mining & utilities undermined the contribution of within-sector 
productivity, but provided a significant contribution to between-sector 
effects—the sector marginally increased its share in total employment.

In developed countries, manufacturing provided a strong boost to with-
in-sector productivity, but had a large negative impact on the employment 
component—the sector recorded a strong increase in productivity lev-
els coupled with a relative decline in employment shares. As a result, its 
overall contribution to output per capita growth was significantly reduced. 
Other services provided very strong contributions throughout and were by 
far the largest contributors to overall economic performance.

Agriculture was the largest contributor to the structural change com-
ponent across all regions. However, this is because the sector—which has 
below-average productivity levels—experienced considerable declines 
in employment shares.10 In practice, it is the reallocation of labour 
from agriculture to higher-productivity sectors that is driving structural 
change. In fact, there is a clear negative relationship between agricul-
tural employment and average incomes—both within and across regions 
(Fig. 3.12). It also seems that the faster labour moves out of agriculture, 

10In fact, agriculture is the least productive sector in all regions (and sub-regions).
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the larger is the increase in output per capita. Moreover, the contribution 
of manufacturing has been partly hampered by negative impacts on the 
between-sector and employment components—its share in total employ-
ment declined in all regions, except Asia (where it stagnated). Other ser-
vices has been a consistently strong sector across regions.

Africa

GVA per capita growth accelerated in all African sub-regions after 2002 
(Fig. 3.13)—see also Table 3.A8 in the Appendix. In Eastern Africa, 
growth registered in 2002–2013 was mostly due to improvements in 
labour productivity—both within and between sectors. Changes in 
the demographic structure are also playing an increasing (albeit much 
smaller) role. Middle Africa experienced a significant decline in out-
put per capita in 1991–2002, mainly due to a broad-based fall in sec-
toral labour productivity. The recent performance is mainly explained 
by a sharp reversal of these sectoral productivity trends. Like in Eastern 
Africa, changes in the demographic structure have also provided a small 

Fig. 3.12  Trends in agricultural employment and output per capita, 1991–2013
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contribution to economic growth. In Northern Africa, the improved 
economic performance was due to both within-sector productivity and 
employment improvements. Nevertheless, a lower increase in the working- 
age population share drove down the contribution of demography. 
Structural change has played a limited role in Southern Africa, especially 
in recent years. Employment undermined output growth in 2002–2013, 
while the contribution of demography shrunk significantly. Hence, the 
positive economic performance was mainly due to within-sector produc-
tivity growth. Western Africa accelerated output per capita growth from 
1.4% in 1991–2002 to 4.2% in 2002–2013—owing to both within- 
sector and between-sector productivity. Overall, the improved economic 
performance of African sub-regions was mainly due to enhanced labour 
productivity. Within-sector productivity played a major role in accel-
erating output per capita growth, while the contribution of structural 
change rose significantly in Eastern Africa and Western Africa. The con-
tribution of the employment component grew in Eastern, Northern and 
Western Africa, and that of the demographic structure in Eastern and 
Middle Africa. Nonetheless, the relative importance of these two compo-
nents was rather limited—with the exception of Northern Africa.

In Eastern Africa, other services provided the largest sectoral contribution 
to output per capita growth, mostly through structural change (15%) but 
also due to changes in employment (10%) (Table 3.4). Transport, construc-
tion and commerce also provided sizeable contributions. In Middle Africa, 

− −

Fig. 3.13  Decomposition of GVA per capita growth—Africa
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mining & utilities played the vital role in boosting output per capita— 
especially through enhanced sectoral productivity (32%). In Northern 
Africa, however, the performance of the mining & utilities sector severely 
undermined aggregate output growth. Other services and transport were the 
most dynamic sectors. In Southern Africa, other services accounted for most 
of the positive economic performance. Mining & utilities and agriculture 
had a net negative impact. In West Africa, commerce and transport were the 
most important sectors. In sum, the three service sectors accounted for most 
of the stronger economic record since 2002—except in Middle Africa—
while manufacturing has provided a limited boost to output growth.

Asia

GVA per capita growth accelerated in all Asian sub-regions in 2002–2013 
(Fig. 3.14)—see also Table 3.A9 in the Appendix. Central Asia, in particu-
lar, underwent notable changes. Growth improved considerably in 2002–
2013—following a negative performance in the previous period—mainly 
owing to sectoral productivity growth. The remaining components also 
boosted economic growth, although to a much lesser extent. Eastern Asia 
experienced remarkably strong and consistent growth. Although the con-
tribution of structural change nearly doubled in percentage points, within- 
sector productivity remained the key driver of economic performance. 
The negative impact of employment was more than compensated by 

− −

Fig. 3.14  Decomposition of GVA per capita growth—Asia
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demographic changes. In South-Eastern Asia, structural change provided 
the largest contribution to output growth in 1991–2002, which remained 
strong in the subsequent period. However, the improved economic record 
was mainly due to within-sector productivity changes. Southern Asia 
registered substantial increases in both components of aggregate labour 
productivity, which accounted for much of the overall progress—despite 
a negative effect from employment. The employment component seems 
to have played a key role in Western Asia—rising from 0.76 percentage 
points in the earlier period to 0.74 percentage points in the later period. 
The contribution of within-sector productivity declined in 2002–2013, 
while the weight of the between-sector component increased. Overall, 
these decompositions suggest that Asia’s story is also predominantly one 
of enhanced labour productivity—especially within sectors, but also 
structural change. There is some variation within the region, but with 
the exception of Western Asia, changes in employment and demographic 
structure have been relatively less important.

Other services were the leading contributor to GVA per capita growth, 
except for Eastern Asia. Manufacturing, commerce and transport also 
provided strong contributions, often in the double-digits (Table 3.5). In 
Eastern Asia, manufacturing provided the largest sectoral contribution, 
although exclusively through increases in within-sector productivity. 
Manufacturing also played an important role in South-Eastern Asia, but 
other services provided even higher net contributions to output per capita 
growth. Overall, most of the between-sector improvements were attribut-
able to agriculture, which is not surprising—since declining employment 
shares in the least-productive sector (i.e. agriculture) implicitly boost 
aggregate productivity levels. With the exception of Eastern Asia, other 
services was the main contributor to output per capita growth in Asian 
sub-regions. However, the three service sectors were often (meaningfully) 
supported by the manufacturing and construction sectors.

Latin America

GVA per capita growth declined in the Caribbean during 2002–2013, 
mainly owing to a much lower contribution from within-sector productiv-
ity (Fig. 3.15)—see also Table 3.A10 in the Appendix. The between-sector 
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component was negative—the only occurrence in all 13 sub-regions—
which suggests that, on average, workers moved towards lower-productiv-
ity sectors. The positive impact of employment and demography were not 
sufficient to counter these productivity trends. In Central America, output 
per capita growth accelerated in 2002–2013. Nonetheless, the contribu-
tion of within-sector productivity growth remained negative, while the 
positive impact of structural change weakened. The employment compo-
nent improved somewhat. South America enjoyed considerably faster out-
put growth in 2002–2013, predominately due to stronger within-sector 
productivity. However, structural change and employment also played an 
important role. Overall, changes in employment and demographic struc-
ture were relatively important in the Caribbean and Central America, but 
mostly because the productivity performance was very disappointing. This 
is likely to explain much of the performance differential between Latin 
America and the other two regions.

As indicated above, the Caribbean was the only sub-region (out of 
13) that showed a pattern of growth-reducing structural change in 
2002–2013. This was largely due to the manufacturing sector, which 
experienced a significant relative decline in sectoral employment 
(Table 3.6). Its negative impact on overall economic performance was 
offset by other services, but also by commerce and transport. In Central 
America, other services were also the most dynamic sector, while mining 

− −

Fig. 3.15  Decomposition of GVA per capita growth—Latin America
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& utilities and manufacturing undermined output per capita growth. In 
South America, the key sectors were other services and commerce, while 
transport and manufacturing also had sizeable positive impacts. Overall, 
mining & utilities had a consistently negative impact on Latin America’s 
within-sector productivity, while agriculture was the key contributor to 
the structural change component. Other services was the strongest eco-
nomic sector by a considerable margin.

Other Empirical Studies

This section compares our results with those of the recent litera-
ture. In particular, we focus our attention on five key empirical stud-
ies: McMillan et al. (2014), McMillan and Harttgen (2015), Timmer 
et al. (2015), UNCTAD (2014) and Kucera and Roncolato (2012). It is 
worth noting that our country sample is significantly larger than that of 
previous studies, which enhances the representativeness of the findings 
(Table 3.7). Our dataset includes 169 countries, compared to the 81 of 
Kucera and Roncolato (2012) and the 38 of McMillan et al. (2014). We 
have data since the early 1990s, which we decide to split in half in order 
to look at two subperiods—knowing that economic growth accelerated 
in most developing countries since the early 2000s. Our sector coverage 
is determined by the national accounts data and thus restricted to seven 
sectors. It would have been useful to separate the mining and utilities 
sectors, as well as further disaggregate other services.

Since most studies decompose output per worker growth—rather than 
output per capita growth—we adjust our results as necessary to facil-
itate comparisons. In addition, we report within-sector and between- 
sector effects both as compound annual growth rates and shares. In the 
first case, the contributions add up to the annual compound growth rate 
of output per worker, while in the second they add up to 100%. Finally, 
we are only able to compare results for the ‘macro’ regions.

There are significant discrepancies in terms of the contribution of 
structural change to output per worker growth (Table 3.8). For instance, 
our results point to positive within-sector and between-sector productiv-
ity changes for all regions, which is not always the case in the literature. 
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McMillan et al. (2014) point to a considerable growth-reducing struc-
tural change in Africa and Latin America during the 1990–2005 period, 
McMillan and Harttgen (2015) suggest the same for Latin America in 
2000–2005 and ditto for Timmer et al. (2015) regarding Latin America 
in 1990–2010. Not even our results for 1991–2002 (not shown here) 
corroborate these finding. Despite this, our results for Africa are very 
similar to those reported by McMillan and Harttgen (2015).11 Our 
results for Asia suggest a stronger contribution from structural change 
than that reported in other studies. The findings from UNCTAD (2014) 
and Kucera and Roncolato (2012) are not directly comparable to ours, 
due to different regional aggregates. Nevertheless, UNCTAD (2014) 
suggest that structural change accounted for about 33% of GVA per 
worker growth in developing countries, which is similar to what we 
obtain when aggregating Africa, Asia and Latin America into a single 
region.12 Kucera and Roncolato (2012), however, suggest a negligible 
role of structural change in Latin America and the Middle East & North 
Africa (MENA), and a relatively small role in sub-Saharan Africa (SSA).

A range of factors might explain these discrepancies, including different 
country samples, time frames, level of sectoral aggregation, data sources 
and empirical methodologies. Therefore, we undertake additional calcula-
tions and checks to ensure that our results are robust to different choices, 
namely, the method of aggregation and the decomposition methodology.

Most studies compute results at the country level and then report 
unweighted regional averages. This strategy can be misleading, since 
it treats all countries equally—regardless of their relative importance in 
terms of output and employment.13 In practice, the prospects of a worker 
in a larger country are deemed less important than those of workers in 

11McMillan and Harttgen (2015) also report results for an expanded African sample (19 coun-
tries), but disaggregated into four sectors only. The findings are broadly similar to the main results.
12Such a decomposition yields an output per worker growth rate of 3.4% per year for 1991–
2013, of which 72% is due to within-sector improvements and the remaining 28% is due to 
structural change.
13For instance, China accounts for most of GVA and employment in Eastern Asia. As a compar-
ison, GVA per worker growth declines from 7.6% (our result) to 5.3% (when unweighted) in 
2002–2013, while the between-sector effect drops from 1.8 percentage points to 0.9 percentage 
points. Similar discrepancies emerge when McMillan and Harttgen (2015) apply employment 
weights and Kucera and Roncolato (2012) apply GDP weights to their respective results.
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smaller countries. Moreover, weighing countries ex-post entails several 
arbitrary decisions, such as choosing the weighting variable and the type 
of weight.14 In this chapter, we consider each region (and sub-region) as 
a unit of analysis. This means that output, employment and population 
data is aggregated in absolute terms before the analysis is carried out. As 
a robustness check, we also calculate unweighted, employment-weighted 
and GDP-weighted averages from individual country results. 
Interestingly, the unweighted averages significantly underestimate out-
put per worker growth in Asia and Africa, probably because some large 
economies are performing better than the average—such as China, India, 
Ethiopia and Nigeria. See Table 3.A11 in the Appendix. Nonetheless, 
the weighted results are broadly in line with our findings on the pattern 
and pace of structural change. In addition, we apply the decomposition 
method used by McMillan et al. (2014) and Timmer et al. (2015) to our 
data. In 2002–2013, the contribution of between-sector effects increases 
from 43% to 44% for Africa and from 28 to 31% in Asia. On the other 
hand, this share declines from 39 to 37% in Latin America and from 25 
to 19% in developed countries. Overall, it seems that different empirical 
methodologies and strategies to estimate regional trends do not account 
for the different results across studies. Hence, it might be that a more 
representative country sample and the availability of recent data explain 
some of these discrepancies.

Conclusion

This chapter uncovered evidence of growth-enhancing structural change 
in 12 out of the 13 sub-regions analysed—the exception being the 
Caribbean. All sub-regions recorded a reduction in the share of employ-
ment in agriculture between 2002 and 2013, often by a large amount. 
Moreover, the manufacturing’s employment share also declined in all 

14A single weight needs to be used across all components to ensure consistency, but while output 
would probably be more suitable for weighing within-sector effects, employment is likely to be 
more appropriate for between-sector effects. This can be problematic, since a country’s weight 
may vary considerably according to which variable is chosen. For example, D.R. Congo accounts 
for 50% of Middle Africa’s employment, but only 14% of GVA.
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but four sub-regions: South-Eastern Asia, Southern Asia, Middle Africa 
and Eastern Africa—it actually remained constant in the latter. On aver-
age, other services achieved the largest relative increases in employment, 
although construction and commerce also made important gains in some 
sub-regions. Since agriculture has the lowest level of labour productiv-
ity across all sub-regions, the relocation of workers from agriculture to 
other sectors led to positive structural change, which helped boost aggre-
gate productivity and thus economic growth. Improvements in within- 
sector productivity were the key driver of economic performance in 
2002–2013—as noted in earlier studies—but the contribution of struc-
tural change has also been considerable and often growing in importance. 
Changes in the demographic structure had a positive impact on output 
per capita growth in developing regions, while the impact of changes in 
the employment rate has varied considerably across sub-regions. In sum, 
labour productivity growth—especially within sectors—has been the 
main force behind the recent acceleration of output per capita growth 
in developing countries, although a demographic dividend and rising 
employment rates have also added to this performance (Fig. 3.16).

Fig. 3.16  Decomposition of GVA per capita growth—sub-regions
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Despite these positive findings, there is still much scope for accel-
erating structural change. For instance, the (relative) reductions in 
agricultural employment are not uniform across regions—for instance, 
they have happened much faster in Asia than in Africa. Moreover, the 
sectors with the largest increases in the labour share do not always have 
above-average productivity. Large labour productivity gaps remain in 
many developing regions, which suggests that there remains signifi-
cant scope to improve the current growth performance. The period 
since 2002 has been unquestionably positive for developing regions, 
but it is important to accelerate the pace of structural change in order 
to fully seize its benefits—especially for the poorest countries. Even if 
the structure of employment does not change considerably in a short 
period of time, economic gains can still be substantial due to very large 
productivity gaps—especially between agriculture and non-agricultural 
sectors.
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Fig. 3.A1  Structure of output and employment by region
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Fig. 3.A2  Labour productivity gaps, 2013
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Table 3.A7  Decomposition of GVA per capita growth—regions

Region/
period

Contribution from (percentage points) GVA per 
capita 
growth (%)

Within-
sector 
productivity

Between-
sector 
productivity

Changes 
in employ-
ment

Changes in 
demogra-
phy

Africa 
(1991–
2013)

0.52 0.44 0.13 0.28 1.36

1991–2002 −0.05 0.04 −0.02 0.36 0.33
2002–2013 1.10 0.84 0.28 0.19 2.41
Asia (1991–

2013)
3.74 1.10 −0.34 0.59 5.09

1991–2002 3.39 0.58 −0.27 0.57 4.27
2002–2013 4.12 1.63 −0.36 0.54 5.92
Latin 

America 
(1991–
2013)

0.30 0.35 0.48 0.49 1.61

1991–2002 −0.10 0.19 0.30 0.54 0.94
2002–2013 0.73 0.47 0.65 0.43 2.29
Other 

(1991–
2013)

1.05 0.26 0.11 −0.01 1.40

1991–2002 1.36 0.33 0.00 0.10 1.80
2002–2013 0.68 0.23 0.21 −0.11 1.01

Table 3.A8  Decomposition of GVA per capita growth—Africa

Region/
period

Contribution from (percentage points) GVA per cap-
ita growth 
(%)

Within-sector 
productivity

Between-
sector 
productivity

Changes in 
employment

Changes in 
demography

Eastern 
Africa 
(1991–2013)

0.70 0.66 0.04 0.24 1.64

1991–2002 −0.19 0.04 −0.01 0.19 0.03
2002–2013 1.65 1.25 0.10 0.29 3.28

Middle Africa 
(1991–2013)

−0.08 0.83 0.04 0.11 0.89

1991–2002 −2.40 0.91 0.08 −0.02 −1.44
2002–2013 2.25 0.78 0.00 0.24 3.27

Northern 
Africa 
(1991–2013)

0.39 0.26 0.12 0.64 1.41

(continued)



96        P. M. G. Martins

Table 3.A8  (contiuned)

Region/
period

Contribution from (percentage points) GVA per cap-
ita growth 
(%)

Within-sector 
productivity

Between-
sector 
productivity

Changes in 
employment

Changes in 
demography

1991–2002 0.06 0.28 −0.29 0.85 0.90
2002–2013 0.72 0.25 0.54 0.42 1.93

Southern 
Africa 
(1991–2013)

0.64 0.10 0.03 0.51 1.28

1991–2002 −0.79 0.22 0.19 0.84 0.46
2002–2013 2.04 0.01 −0.13 0.19 2.11

Western 
Africa 
(1991–2013)

1.86 0.74 0.09 0.13 2.82

1991–2002 1.10 0.12 −0.04 0.24 1.42
2002–2013 2.64 1.38 0.22 0.01 4.24

Table 3.A9  Decomposition of GVA per capita growth—Asia

Region/
period

Contribution from (percentage points) GVA per cap-
ita growth 
(%)

Within-sector 
productivity

Between-
sector 
productivity

Changes in 
employment

Changes in 
demography

Central Asia 
(1991–2013)

0.67 0.41 0.11 0.67 1.86

1991–2002 −2.95 −0.03 −0.10 0.59 −2.49
2002–2013 4.45 0.85 0.33 0.78 6.40

Eastern Asia 
(1991–2013)

6.02 1.17 −0.37 0.65 7.47

1991–2002 5.90 0.92 −0.23 0.61 7.21
2002–2013 5.84 1.78 −0.42 0.54 7.74

South-
Eastern 
Asia 
(1991–2013)

1.51 1.37 0.08 0.56 3.52

1991–2002 0.97 1.37 −0.08 0.68 2.94
2002–2013 2.12 1.33 0.24 0.41 4.10

Southern 
Asia 
(1991–2013)

3.05 0.76 −0.37 0.62 4.06

1991–2002 2.41 0.31 −0.19 0.58 3.12
2002–2013 3.78 1.15 −0.52 0.61 5.01

Western Asia 
(1991–2013)

1.00 0.70 −0.01 0.64 2.33

1991–2002 1.13 0.52 −0.76 0.55 1.45
2002–2013 0.92 0.83 0.74 0.73 3.22
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Region/
period

Contribution from (percentage points) GVA per cap-
ita growth 
(%)

Within-sector 
productivity

Between-
sector 
productivity

Changes in 
employment

Changes in 
demography

Caribbean 
(1991–2013)

1.06 −0.08 0.32 0.33 1.63

1991–2002 1.68 −0.01 0.20 0.30 2.17
2002–2013 0.46 −0.15 0.44 0.35 1.10

Central 
America 
(1991–2013)

−0.47 0.84 0.28 0.55 1.18

1991–2002 −0.84 1.07 0.17 0.55 0.95
2002–2013 −0.08 0.58 0.38 0.54 1.42

South 
America 
(1991–2013)

0.53 0.25 0.56 0.49 1.83

1991–2002 −0.19 0.00 0.36 0.57 0.74
2002–2013 1.30 0.46 0.77 0.40 2.93

Table 3.A10  Decomposition of GVA per capita growth—Latin America

Region Country GVA per 
capita 
growth (%)

Contribution from (%)

GVA per worker Employment
rate

Demographic
structureWithin-

sector
Between-
sector

Africa NGA 5.1 2.5 2.6 0.1 −0.1
ETH 6.9 3.5 2.5 0.3 0.7
TZA 3.6 1.2 2.4 0.1 −0.1
ZMB 3.2 1.5 1.7 0.1 −0.1
UGA 2.4 1.4 1.4 −0.6 0.2
GHA 4.7 2.7 1.3 0.4 0.4
MRT 2.5 0.2 1.3 0.6 0.4
TCD 4.3 3.3 0.9 −0.1 0.2
CPV 3.2 0.4 0.9 0.3 1.7
COD 3.3 2.3 0.8 −0.1 0.3

Asia KHM 6.0 2.5 1.8 0.7 0.9
VNM 5.4 2.8 1.7 −0.1 1.0
LAO 5.9 3.2 1.7 −0.2 1.2
AFG 5.3 3.3 1.6 0.0 0.5
CHN 9.5 7.9 1.5 −0.5 0.6
MDV 4.4 0.0 1.5 1.5 1.4
IND 6.0 4.9 1.4 −0.8 0.6
MNG 7.0 4.5 1.3 0.4 0.7
IDN 4.3 2.6 1.2 0.4 0.1
PNG 2.9 1.4 1.2 0.0 0.3

Table 3.A11  Top-10 performers by (developing) region, 2002–2013

(continued)
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Table 3.A11  (contiuned)

Region Country GVA per 
capita 
growth (%)

Contribution from (%)

GVA per worker Employment
rate

Demographic
structureWithin-

sector
Between-
sector

Latin America 
& the 
Caribbean

CHL 3.4 −0.3 1.4 1.9 0.4
VEN 2.4 0.2 1.4 0.5 0.4
PER 5.0 2.2 1.3 1.0 0.5
ECU 3.0 1.3 0.9 0.4 0.4
HTI 0.6 −1.4 0.9 0.5 0.6
BOL 2.7 0.7 0.9 0.6 0.6
GTM 1.2 −0.7 0.7 0.7 0.5
MEX 1.4 −0.1 0.7 0.3 0.5
NIC 2.2 0.2 0.6 0.5 0.9
BRB 1.0 −0.1 0.6 0.1 0.4

Note The table excludes countries with a negative GVA per capita growth rate. 
These are: Gabon (−1.0%), Guinea (−0.1%) and Yemen (−0.5%)
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Introduction

Availability of productive employment or “good jobs” is an essential 
aspect of modern economic existence, development and prosperity. This 
is because productive employment, that is widely accessible, is the qual-
ity road through which any improvement in economic performance 
could be translated into improved standards of living and guarantee 
of growth dividends to the poor (Golub and Hayat 2014; Khan 2008; 
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World Bank 2005; International Labour Organization [ILO] 2003). 
Growth patterns that generate consistent and sustainable employment 
opportunities would, however, entail that:

1.	the growth is accompanied by adequate structural transformation  
of the economy (Lewis 1954; McMillan and Harttgen 2014);

2.	the growth occurs in all the sectors simultaneously in terms of 
productivity growth (Ranis and Fei 1961; Timmer et al. 2012);

3.	demographic transition accompanies such growth processes (Fields 
2012; Fuchs and Weyh 2014); and

4.	there are institutional setups that facilitate labour absorption in the 
economy due to economic dualism (Agénor and Montiel 2008).

Apparently, a range of conditions need to be met in order for eco-
nomic growth to yield employment and good jobs. Structural trans-
formation that proceeds with effective demographic transition, with 
falling population and urban rates are critical for the growth–employ-
ment nexus. In particular, the fourth requirement highlights the role of 
government and its institutions in managing the growth–employment 
nexus, especially in economies with deep structural dualism and market 
imperfections.

Theoretical postulations about employment-enhancing growth that 
is based on effective factor reallocation have not been consistent with 
realities in SSA countries (Ajakaiye et al. 2016; Islam and Islam 2015; 
Pena 2013; Edwards 1988). In this region, respectable rates of economic 
growth in the past few decades have not been translated to similar rates 
of employment growth and transfer of workers to sectors with higher 
productivity. Indeed, the accompanying structural transformation of the 
economies, have actually resulted in productivity decline in the modern 
sectors (through increased informality). These have further weakened 
the ability of the sectors to generate more jobs (McMillan and Harttgen 
2014; Agénor and Montiel 2008, p. 43).

Thus, the issue with growth in SSA countries is the inability to 
translate impressive growth rates to employment creation. Although 
available data on aggregate levels shows that unemployment (at 7.7% in 
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2014) is relatively not a critical issue in SSA (youth unemployment—
at 11.8% in 2014—is however generally high), the case of productive 
employment opportunities is critical. Fields (2012, p. 202) aptly noted 
that “what the developing countries have is an employment problem 
rather than an unemployment problem”. Though the labour force in 
the region is largely involved in some forms of activity, the jobs being 
performed do not guarantee their livelihood. For instance, World Bank 
(2012) expressed the peculiarities of the employment challenge to 
include the poor aspects of work people do, reallocation of labour to 
better jobs and generally creating new jobs. Indeed, some authors have 
stated that employment problems in SSA increased during the years of 
high economic growth (Krueger 1983; McMillan and Harttgen 2014; 
Page and Shimeles 2015).

Furthermore, deep segmentation in the region’s labour markets may 
lead to irregularities that may not be self-adjusting (Krueger 1983; 
Agénor and Montiel 2008), requiring institutional regulations. The 
conditions of informal employment within the urban sectors in African 
economies have intensified in recent periods (Fields 2007; McMillan 
and Harttgen 2014). This has resulted from the surge in migrants from 
rural areas seeking for jobs in the urban areas. As the Harris and Todaro 
(1970) model shows, with persistently rising population, improvements 
in the urban or modern sectors may actually lead to reduction in overall 
employment in the country.

Thus, regulations and government involvement tend to play essential 
roles in facilitating employment during periods of economic growth. 
In pursuing employment enhancing growth, regulatory institutions in 
SSA countries could function in the areas of controlling excessive popu-
lation growth, ensuring smooth factor reallocation and aiding balanced 
growth. In this direction, policies that regulate labour market and other 
economic activities are essential in aiding feasible employment outcomes 
given the structural bottlenecks in many SSA economies. These forms of 
institutional setups have been said to favour employment security.

Despite the attractiveness of regulations to enhance transitions in the 
growth–employment relationships for SSA economies, its use has been 
noted to also possess certain inhibitory abilities, especially on formal 
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sector employment. As Henrekson (2014) noted, excessive regulations 
of the formal sector increases “incentives to circumvent the regulations” 
as demonstrated in several European countries through “increased 
self-employment, a larger underground economy, and greater reliance 
on temporary employment” (p. 13). It has therefore been argued that 
while regulations promote pro-poor growth, it could be an effective hin-
drance to formal sector employment activities (Ernst and Berg 2009).

In this study, we acknowledge the peculiarities of SSA economies 
with extensive dualities in labour and product markets, and ask the 
question whether employment resulting from output growth could be 
enhanced with adequate economic regulation in the region. We argue 
that “demand-side” factors of structural transformation and productiv-
ity changes (as shown in McMillan and Rodrik 2011; McMillan and 
Harttgen 2014) and “supply-side” factors of demographic transition 
alone do not provide an adequate explanation of the growth employ-
ment relationship for SSA. Although a number of research has pre-
sented both theoretical and empirical bases for labour and production 
integration within dualistic structures (Lewis 1954, 1958; Ranis and 
Fei 1961; Pasinetti 1981; Fields 2012), market segmentation could, in 
practice, present strong challenges with respect to job creation resulting 
from growth. Indeed, labour market and other economic institutions 
and regulatory processes play a key role in explaining international dif-
ferences in labour market performance. We seek to show in this study 
that regulatory activities within African economies can provide the 
stimulating background for labour markets behaviour in the region.

Economic Performance and Employment in SSA

Overall economic performance in Sub-Saharan Africa (SSA) coun-
tries has been impressive since the late 1990s. The major reason often 
considered for the performance has been improved terms of trade due 
to commodity price increases and favourable domestic institutional 
environment that has been enhanced by nascent democracies in most 
of the countries (Iyoha and Oriakhi 2008; Golub and Hayat 2014;  
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UNCTAD 2008). Figure 4.1 shows the performance of the SSA econo-
mies in comparison with other regions of the world. It can be seen that 
between 2000 and 2010, SSA reported the highest growth rate of GDP 
among all the other regions and the rate has remained high since. In 
2009 for instance, SSA recorded growth rate of 4.1% while global aver-
age growth rate for that period was 0.01%. It is therefore clear that the 
SSA region has performed well in terms of economic growth in the past 
two decades. A transpicuous reality from Fig. 3.1 is the well-defined 
pattern of growth performance that is in line with commodity price 
movements. Growth rate started to rise appreciably after 1998, marking 
the beginning of good fortunes in the international commodity mar-
ket. This also buttresses the assertion about the strong effects of natural 
resource in economic fortunes in the SSA region.

Figure 4.2 shows the trend and movements in output and employ-
ment growth among the SSA sample from 1990 to 2014. There is evi-
dence that the two variables grew at divergent rates in the 1990s but 
tended to move together after 2003. Remarkably, the closer correlation 
coincided with the period in which the continent’s growth rate in GDP 
improved tremendously; note that the growth rates were higher on aver-
age and more stable from 2003. While employment growth was mostly 
negative before 2003, it was mostly positive after then (apart from 
2009), reaching a maximum of 0.56 in 2005. It appears that stable and 
fast growing systems tend to exhibit better employment effects.

Fig. 4.1  Economic growth in SSA and other regions (Source Based on data from 
WDI)
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The historical data thus shows that there is a basic positive relation-
ship between employment growth and output growth. The broad-based 
economic upturn in Africa in the last decade and growing profitability 
have supported business owners to expand their workforce and invest-
ment. It should, however, be noted that employment growth trend line 
was below the GDP growth trend line for most of the period. This sug-
gests that changes in employment were lower than changes in GDP 
growth in the region.

Sub-Saharan Africa countries have experienced much structural trans-
formation since the 1960s. Table 4.1 provides information on indi-
vidual countries and shows the largest sectors as part of GDP and the 
largest sectors in terms of total employment. The table is based on the 
study by Gong (2015) on the structure of economies in Africa. It takes 
the data on individual countries for an initial year (between 1960 and 
1990) and a final year (between 2010 and 2014). The table shows how 
the economies have evolved over time from one sector to another in 
terms of employment and value-added output.

The observations from Table 4.1 indicate that in the initial year, there 
were only five countries from all African economies that had industry as 
the largest sector in their GDP and none of the countries had industry 
as the largest employment sector. In the final year, there were only eight 
countries that had industry as the largest sector in GDP and there is, 
again, no country that had industry as the largest sector in employment. 

Fig. 4.2  Output growth and employment growth in SSA (Source Based on data 
from WDI)
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In addition to the initial five countries, three countries—Angola, Congo 
and Djibouti—had joined the rank on countries with largest industry 
share in GDP. For most of the countries (including Nigeria), agriculture 
was the largest sector in term of both GDP and employment for the ini-
tial year, but services sector took over as the largest sector both in terms 
of GDP share and employment in the final year. Though the services 
sector had the largest employment share for only eight countries in the 
initial year, sixteen countries eventually had more people employed in 
the services sector in the final year.

Table 4.1 also highlights that though agriculture has remained the 
largest employment sector for a majority of the countries, its sectoral 
share GDP has declined over the years. The data in Africa has reinforced 
the evidence that the process of economic structural transformation 
has been moving employment and output from the agricultural sector 
to the services sector. While factors that affect the direction and pace 
of structural transformation of an economy may include demand and 
supply factors, demographic and geographic variables, organisational 
capabilities, institutions and policies have also contributed significantly 
to such changes (Gong 2015). It is now left to determine whether the 
movement of labour has been beneficial to the economies in order to 
grow employment. From the perspective of productivity of labour in 
the new sectors, McMillan and Rodrik (2011) noted that the movement 
has actually hindered productivity (and employment) growth in the 
region.

A major labour market characteristic in SSA is the economic nature 
of employment. According to Campbell (2013), this employment 
characteristic tends to explain the benefit of output growth in employ-
ment determination. Table 4.2 shows the economic nature of employ-
ment for the region. Own-account workers dominated labour market 
employment for the entire period. These are the self-employed indi-
viduals whose income and productivity levels have been generally low 
(Campbell 2013). Interestingly, employers (entrepreneurs) had the 
least share in total employment with a proportion of 1.5% in 2014. 
Considering that entrepreneurship is essential for structural changes 
and rising income (especially in the industrial sector), the nature of 
employment in SSA has tended to exhibit self-effacing characteristics. 
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Wage and salary workers were the only employment group that expe-
rienced proportional increase between 1991 and 2014, from 18.0% of 
total employment to 21.9%. The prevalence of own-account workers 
(or self-employment) in the region is due to the nature of labour mar-
ket, where high under-employment can be absorbed into the informal 
sector.

Benefits derived from employment are particularly expressed in the 
level of social and economic security inherent in such jobs. Figure 4.3 
shows the types of employment in SSA and other regions in terms of 
the level of vulnerability. Vulnerability of employment indicates the 
level of security of jobs as well as social and economic stability such jobs 

Table 4.2  Economic nature of employment in SSA

Source Based on data from ILO, Key Indicators of Labour Markets (KILM)

Period Wage and salary 
workers

Employers Own-account 
workers

Contributing 
family workers

1991–1999 18.0 1.1 51.0 30.0
2000–2005 19.0 1.0 51.0 28.0
2006–2010 21.0 1.0 50.0 28.0
2011 21.3 1.4 49.6 27.7
2012 21.6 1.4 49.3 27.6
2013 21.7 1.5 49.1 27.7
2014 21.9 1.5 49.1 27.5

Fig. 4.3  Vulnerable employment (Source Based on data from ILO, Key Indicators 
of Labour Markets (KILM))
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could provide. Vulnerable employment for the entire world economy, 
South-East Asia and Latin America are also reported. The chart shows 
that the SSA region (first bar) had more vulnerable employment than 
any other region over the period. The situation is actually precarious; 
since 1991, vulnerable employment has reached close to 80% of total 
employment secured in the region. Moreover, vulnerability does not 
appear to be slowing down over the period. The proportion of vulner-
ability of the many jobs being provided in the region remained con-
stant. This is a demonstration of the fundamental issue in employment 
for the SSA region presented by Fields (2007, 2012) and Campbell 
(2013) that though employment activities are rampant in the region, 
the types of jobs provided are not economically viable. High vulnerabil-
ity in employment is a natural consequence of the excess unproductive 
employment that pervades SSA economies.

Brief Review of Literature

Theoretical Basis for Growth and Employment

Much of the relationship between growth and employment has been 
widely studied based on variations of Okun’s law. Indeed, the distri-
bution of employment among agriculture, industry and service within 
countries is closely related to the level of real gross domestic product 
per capita (Fuchs 1980). In his work, Okun (1962) formalised a con-
stant inverse relationship between the unemployment rate and growth 
in real output. This has been extended as a measure on which to eval-
uate how economic growth generates employment over time. For most 
of the studies, estimation of employment elasticities has been the main 
focus, while few studies have employed decomposition and other meth-
ods. Schalk and Untied (2000) discussed the link between employ-
ment and growth with a special focus on the German economy. They 
estimated Okun equations and concluded that Okun’s law is a valid 
approximation.

Empirical research has identified a number of channels through 
which the equilibrium rate of unemployment and the process of 
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economic growth could potentially affect each other even in the very 
long term. Calmfors and Holmlund (2000) and Landmann (2004) have 
investigated the following:

i.	The capitalisation effect. More rapid growth raises the rate of return 
on hiring and may thereby lower equilibrium unemployment.

ii.	Creative destruction. If economic growth brings about structural 
change, more rapid growth raises the rate of job destruction and 
may thereby raise frictional and structural unemployment.

iii.	Biased technological change. If the technological change affects the 
structure of labour demand, favouring skilled labour at the expense 
of the unskilled, if wage differentials are rigid and if the structure of 
labour supply is slow in responding to changing skill requirements, 
then more rapid growth may raise equilibrium unemployment.

iv.	 Joint determination of unemployment and growth. The same politi-
cal and institutional framework that shapes the operation of the 
labour market may also affect the dynamism of economic growth 
(Scarpetta et al. 2002).

Employment Elasticity of Growth

Employment elasticities are econometric estimations of the partial cor-
relation relationships between output growth and employment growth 
in an economy (Kapsos 2005; Pattanaik and Nayak 2011). This can 
also be extended employment and demographic and other factors 
that determine employment in an economy. In general, estimation of 
employment elasticities is generally referred to as indirect analysis of 
the employment problem (Fuchs and Weyh 2014; Slimane 2015). It is 
used to show a historical perspective on employment intensiveness of 
recorded economic growth, and the extent to which any production 
increase leads to changes in quantity of employment (Anderson 2015). 
From another perspective, elasticities of this form could be regarded as 
measures of labour absorption in an economy.

As demonstrated in Kapsos (2005), Pattanaik and Nayak (2011) and 
Anderson (2015), the methodology adopted in estimating employment 
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elasticities or indirect effects of economic growth on employment is to 
specify an employment equation with only output as the explanatory 
factor:

where E is employment and Y is output. More appropriately, the equa-
tion is estimated in log-linear form such that the coefficient of Y in the 
model represents the given elasticity.

Many studies have adopted the elasticities analysis to estimate the 
employment effects or employment intensity of growth both for single 
country and country group cases. For instance, Kapsos (2005) provided 
comprehensive employment intensities for 160 countries for the period 
1991–2003 and was able to distinguish the pattern of employment 
intensities among different income groups. Other studies have localised 
the analysis to single economies (Pattanaik and Nayak 2011; Basu and 
Das 2015; Mkhize 2016).

Kapsos (2005), who presented an in-depth estimation of employ-
ment elasticities of growth highlighted two basic shortcomings of elas-
ticities analysis. First, specified equations used for elasticity reveal that 
the current methodology utilised to produce employment elasticities 
only takes into account information pertaining to historical employ-
ment and output growth. The estimated employment elasticities may 
suffer from omitted variable bias (see Greene 2011) as no other variables 
that may influence either employment performance or overall economic 
performance are controlled for in this simple model used for estimating 
elasticities. To internalise this issue, the results of employment elasticity 
estimates are interpreted as “evidence of correlation rather than of cau-
sality” (Kapsos 2005, p. 5).

The second issue is that of relatively rapid swings in GDP perfor-
mance within a country that may lead to large degree of volatility of 
employment elasticities from one period to the next. To address this 
issue, the elasticity estimations are broken down into multi-year periods 
spread over the entire sample period. This helps to smooth out annual 
fluctuations in elasticity estimates and also provides strong indications 
about the occurrences of any structural changes in employment over 
time. The elasticity estimates will also show whether the sectors with the 

(4.1)Ei = f (Yi)
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highest growth rates are actually the ones churning out more jobs or 
not.

One of the earlier and most extensive studies on employment elastic-
ity of growth for a panel of countries was conducted by Kapsos (2005). 
In the study, he estimated country, regional and global estimates of 
the employment intensity of economic growth over the period 1991–
2003 for general employed population as well as different demographic 
groups. From data available for 160 economies, Kapsos estimated point 
elasticities and also extended to the determinants of such elasticities. 
Surprisingly, the study found that the most employment-intensive 
growth was registered in Africa and the Middle East when other mac-
roeconomic factors were controlled for. The results from the study also 
suggested that employment elasticities were positively related with the 
share of services in the economy, and negatively related with inflation 
and taxes on labour. In contrast, no statistically significant relation was 
found between employment elasticities and (i) employment protection 
regulations and (ii) measures of globalisation and export orientation.

Döpke (2001), presented employment intensities for European and 
other selected advanced economies. He estimated various versions 
of Okun’s law and analysed the long-run relationship between (log) 
employment and (log) GDP for single countries, a using time-series 
approach. He adopted the error correction method in order to combine 
short-term effects on employment with long-run impacts derived from 
the cointegration equation (DOLS). His result showed that lower real 
labour costs, greater labour market flexibility and less exchange rate vol-
atility had significant impacts on employment elasticities. In the same 
direction, Mourre (2004) estimated employment elasticities for the 
Euro area based on the CES production function and segregating data 
for different periods. The results from the estimations showed that lower 
real labour costs tended to increase employment elasticities in the Euro 
area. He also found that job intensity of growth has been highest in the 
service sector.

Slimane (2015) assessed the determinants of cross-country variations 
in employment elasticities, focusing particularly on the role of demo-
graphic and macroeconomic variables. Long-term employment–GDP 
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elasticities were estimated using an unbalanced panel of 90 developing 
countries from 1991 to 2011 using a two steps estimation strategy. The 
study finds that employment elasticities tended to be higher in more 
advanced and closed countries. In terms of policy directions, the study 
showed that macroeconomic policies aimed at reducing macroeconomic 
(price) volatility had significant effects in increasing employment elas-
ticities. Moreover, the study found that countries with a larger service 
sector and a higher share of urban population exhibited higher employ-
ment elasticities of growth.

Basu and Das (2015) investigated the phenomenon of jobless growth 
in India and the United States by presenting employment elasticities for 
the two countries. Using employment and output data, the level and 
change of aggregate employment elasticity were decomposed in terms of 
sectoral elasticities, relative growth and employment shares. The results 
showed that the agricultural sector was the key determinant of both the 
level and change of aggregate elasticity for a long time in India. For the 
United States, services and manufacturing sectors were shown to be the 
most important determinants of the levels and changes, respectively, in 
aggregate employment elasticity.

Studies with a particular focus on SSA (both as a panel and indi-
vidual countries) varied. Bbaale (2013) investigated the relationship 
between economic growth and employment in Uganda for the period 
2006–2011. Adopting the Job Generation and Decomposition (JoGGs) 
Tool of the World Bank for the analysis, they found that agricultural 
sector registered the greatest dampening effect on overall value added 
per person and to the share of the employed in the population of work-
ing age by 31 and 6.5%, respectively. Their results also showed that the 
manufacturing sector contributed negatively to change in total employ-
ment rate by 0.2% but positive contributions to the employment rate 
and per capita GDP were observed in the services and industrial sectors.

Page and Shimeles (2015) investigated the disconnect between eco-
nomic growth and poverty reduction in Africa. They argued that 
the disjoint could be linked to inadequate good jobs resulting from 
the growth in the region. The study found that since structural trans-
formation (in terms of the relative growth of employment in high 



116        A. C. Adegboye et al.

productivity sectors) did not contribute to economic growth in the 
region, the fastest growing economies exhibited the least responsiveness 
of employment to growth.

Akinkugbe (2015) in a study for Zambia found that while employ-
ment elasticities were positive and significant for most sectors of the 
economy during the period 1990–2008, the mining, and the finance, 
insurance and business services sectors recorded negative elasticities. 
This implied the declining propensities to generate employment over 
the two-decade period by the mining and finance sectors. Ajilore and 
Yinusa (2011) explored the employment intensity of sectoral out-
put growth in Botswana. They found that the Botswanan economy 
exhibited low labour absorptive capacity at the aggregate and at sec-
toral decompositions. Mkhize (2016) investigated sectoral employ-
ment intensities in eight non-agricultural sectors of the South African 
economy in the period 2000Q1–2012Q2. They found that that total 
non-agricultural employment and GDP did not move together in the 
long run, implying that jobless growth occurred in South Africa during 
the period in their review.

For Nigeria, Ajakaiye et al. (2016) examined the relationship between 
growth and employment using the Shapley decomposition approach, 
complemented with econometric estimation of the country’s employ-
ment intensity of growth. Their findings revealed that Nigeria’s growth 
“over the last decade had been ‘jobless’ and sustained largely by factor 
reallocations rather than productivity enhancement”.

Economic Regulations and Employment Elasticity 
of Output

Regulations and other institutional factors have been shown to exert 
level effects on both economic growth and the outcomes of growth. For 
instance, the role of active and effective institutions was noted to have 
both direct and indirect linkages with the inputs as well as outcomes 
of the growth processes. The general idea can be illustrated as follows 
(Sorensen and Whitta-Jacobsen 2010):
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Quality of institutions and social infrastructure
↓

Propensity to save and invest, to educate and ability to turn inputs into 
output, A in the standard production function

↓
Output and income per worker (productivity outcome)

The causality indicated by the second arrow is exactly the content of 
the Solow-type model with human capital having the overall conclusion 
that the basic parameters of human and physical capital are decisive for 
productivity growth. The first arrow represents the idea that the qual-
ity of institutions affects these basic parameters. Putting it all together 
implies a positive influence of the quality of institutions on workers’ 
productivity and effective employment. Ernst and Berg (2009) also pre-
sented the relevance of institutions and policies of the labour market as 
instrumental in improving social justice and, as such, can be an effective 
tool in promoting pro-poor employment.

Models and Methods

Estimation of Employment Intensity (Elasticity) 
of Growth

The theoretical linkage between output and the employment behaviour 
in an economy is often demonstrated by considering that employment, 
productivity and aggregate output are all endogenously determined 
(Rifkin 1994; Pissarides and Vallanti 2004; Landmann 2004; Agénor 
and Montiel 2008). The three variables are linked by the so-called “fun-
damental identity” (Rifkin 1994; Landmann 2004):

which, for small rates of change, can approximately be translated into

(4.2)output = employment × productivity

(4.3)output growth ∼ employment growth+ productivity growth.
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Econometric estimation of employment elasticities shows how 
employment in an economy changes as output also changed. It is an 
indicator of the level of responsiveness of employment to economic 
growth. When sectoral elasticities are computed, they show the absorp-
tive capacities of each sector in terms of employment generation (Basu 
and Das 2015). The methodology that will be adopted for the elasticity 
analysis in this section is based on the original panel study by Kapsos 
(2005) and applied by Islam and Islam (2015) and Anderson (2015). 
The baseline model for elasticity is specified as:

where lnE is the log of employment, lnY is the log of real output for 
country i in year t, D is a country dummy variable and u is the random 
error term. Differentiating (partially) Eq. (4.4) with respect to Y gives 
us the output elasticity of employment for the economy as:

Based on this econometric method, β1+ β2 represents the change in 
employment associated with a differential change in output for a par-
ticular economy. For instance, if β1+ β2 is 0.6 in an economy, then 
every 1 percentage point of GDP growth is associated with employment 
growth of 0.6 percentage points.

For the sake of the current study where structural issues and labour 
markets are relevant, differences in the employment–output relation-
ship among different subsets of the population will be estimated. Thus, 
eleven (11) separate elasticities will be calculated for each of the coun-
tries in the sample. The first seventeen elasticities correspond to differ-
ent demographic groups including the total employed, by sex (females 
and males), by age group (youth), in terms of formality (wage/salary, 
employers and own account), by class (extremely poor and poor) and 
by vulnerability of employment. Equation (4.4) above will be used to 
generate the seventeen elasticities. For these estimates, Eit represents 

(4.4)lnEit = α + β1lnYit +

n
∑

i=1

β2ilnYit × Di +

n
∑

i=1

β2iDi + µit

(4.5)
∂Eit

∂Yit

(

Yit

Eit

)

= β1 +

n
∑

i=1

β2i × Di
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employment for the respective group while Yit represents total GDP. It 
should be noted that GDP data is not available for each of the demo-
graphic groups in the study, hence total GDP was used in the calcula-
tion of each of the elasticities.

Due to the endogeneity between employment and output, the elas-
ticity equations are estimated using an instrumental variable tech-
nique. In particular, the Two Stage Least Squares technique is adopted  
for the estimation and the first lag of output is used as instrument in 
the estimation. Behar (2012) and Crivelli et al. (2012) have argued 
that a cointegration relationship exists between output and employ-
ment which suggests that the lag of employment should be included 
in estimating the relationship. This pattern of estimation has however 
been shown to be suited particularly for estimating short-run elastici-
ties while the long-run outcomes are similar to the estimates using our 
model (Eq. 4.5).

Regulation, Structural Transformation and Employment 
Elasticities

In order to determine how economic regulation and other factors affect 
employment elasticities, a model that specifies the determinants of the 
employment elasticities is estimated. In carrying out this estimation, the 
study follows the propositions by Slimane (2015) and Kapsos (2005). 
The model for estimating the determinants of employment elasticity of 
growth is specified for a panel data form as:

where ξ is the estimated employment elasticity, R represents the regu-
lation variables, S denotes structural variables and X denotes the other 
variables included in the model, and δ, λ, π are the coefficients of inter-
est. Each of the regressors, as described in the model, will be obtained 
by taking average samples over each of the multi-year period for each of 
the countries. Since data used will cover 1991–2014, three multi-year 
periods will be used in the estimations. These are 1991–1999, 2000–
2009 and 2010–2014.

(4.6)ξit = Ωit + δRit + �Sit + πX + ψit
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Apart from the advantage of the multi-year period stated above, 
the disaggregation of the periods is aligned with certain regional eco-
nomic occurrences that remarkably affected SSA countries. 1991 to late 
1990s was the era of low commodity prices, accompanied by a poor 
economic performance for most of the countries in the region. It also 
marked the period when economies in the region began to make some 
improvements. The 2000s marked the period of high growth rates and 
large output in most of the SSA countries, while the period after 2009 
was like a peak period for African economic performance (Gong 2015). 
The model in (4.6) above also gives an indication concerning the rate of 
adjustment of the labour market to structural and demographic factors 
in the SSA region.

Variables in the Model

The factors that affect employment elasticity of output is usually cate-
gorised into structural, macroeconomic, demographic and policy/insti-
tutional. Though the focus of the study is on the effects of institutional 
variables that are related to economic regulation, the other two broad 
factors are also taken into account. In particular, structural factors are 
critical in explaining the relationship in the study since it provides the 
background for assessing factor reallocation and productivity changes. 
Demographic factors are also important in describing the supply side 
of the labour market. Both structural and demographic factors can also 
interact with regulatory factors to determine the output-employment 
nexus.

Economic regulation in this study is defined as the ability and effec-
tiveness of the government to control markets and production activ-
ities in the economy. From the perspective of this study, the focus of 
such regulations is on labour market activities. Regulations are con-
ceived to be subsumed within legal systems of the economy or institu-
tional wage-bargaining systems or obligations towards employees that 
are imposed on employers. Such measures could alter the pattern of 
employment being generated, impose limits on innovative firm growth 
or outrightly reduce employment growth (Henrekson 2014).
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The variable is based on estimates provided by the Fraser Institute’s 
Economic Freedom of the World (EFW) database. The database pro-
vides composite measures of overall economic freedom and economic 
freedom indicators in five areas, including size of governments, legal sys-
tem and property rights, sound money, freedom to trade internation-
ally and regulation. The regulation indicator is further decomposed into 
credit market regulation, labour market regulation and business regula-
tion. For the purpose of this study, four indicators are used to measure 
economic regulation, namely, the overall index of economic freedom, 
indicator of size of government, indicator of legal and property rights 
and labour market regulation. In terms of its effects on employment 
elasticity of output, it is expected that the regulatory measures would 
have varying effects. For instance, more regulation is expected to limit 
overall employment over time. This is because though regulation may 
promote employment of the poor, continued and excessive regulations 
may reduce formal sector employment in the long run. Since most 
economies are seeking to boost formal employment in SSA region, 
more regulations could hinder overall employment growth.

Another indirect regulation factor included in the model is the share 
of government consumption in total GDP. Though this variable is 
structural in nature, the public sector is critical in labour market impli-
cations of structural changes in SSA economies. Its role is extensive 
both in influencing labour market conditions through wage control in 
the formal sector (as in Harris and Todaro 1970) and through direct 
participation in production and employment process (Kuznets 1973). 
Although privatisation and increased private sector participation is a 
major indicator of structural changes, there has been clear evidence that 
wage employment is positively correlated with the size of government 
(Armah et al. 2014). However, it has been shown in the H-T model 
that higher wages in the urban sector do not have to be a result of leg-
islation only. Stiglitz (1974) has provided a number of “efficiency wage” 
factors that could realistically cause such differentials. In our model, 
we consider that FDI inflows and desire for internationalisation could 
cause urban firms to raise wages. To account for this, the FDI–GDP 
ratio is included as a determinant of employment elasticity.
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Like in basic models (e.g. Kapsos 2005; Anderson 2016), three struc-
tural variables are included, namely, the respective shares of agriculture, 
industry and services in total output (measured in value-added terms). 
It is expected that a widening services sector world facilitate ease of 
absorption of labour—whatever the type—when output rises. This is 
because of the capacity of the sector to create both formal and informal 
employment to a rising labour in the modern sector. Thus, the effect of 
the share of services in total output is expected to be positive, while that 
of the industrial sector is not determined apriori. The share of agricul-
tural sector in output is not included in the estimation, implying that 
the coefficients of the other share variables are interpreted in relation to 
agricultural sector share.

Three demographic variables are used in the model, including aver-
age annual growth in labour force, population density and proportion 
of population in urban areas. Two of the variables are founded on pre-
vious empirical evaluation (Kapsos 2005; Fuchs and Weyh 2014) while 
the rate of urbanisation is an additional factor proposed in this study 
based on the theoretical framework on the Harris-Todaro model and in 
Chenery and Syrquin (1986). The theoretical presentation proposes that 
gap in output is closely related to how output growth yields employ-
ment levels, hence volatility of output growth is included in the model. 
Given the roles of investment spending in determining the size of pro-
duction and output in an economy, the investment rate is also included 
in the model in line with the argument in Anderson (2016). Together 
there are twelve explanatory variables that will be included as the factors 
that determine employment elasticity for the SSA region.

In estimating Eq. (4.6), the presence of heteroskedasticity must 
be taken into account since the dependent variable is itself estimated 
(Lewis and Linzer 2005; Anderson 2016). A weighted Generalised 
Least Squares estimation technique is, therefore, better suited to pro-
duce unbiased and consistent estimation. In this direction, the Feasible 
Generalized Least Squares (FGLS) technique is used for estimating the 
elasticity determinants equations. The estimations used data for 37 
Sub-Saharan Africa countries for the period 1991–2014 based on data 
availability. Further data definitions and sources are reported in the 
appendix.
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Empirical Analysis

Data Description

We begin the empirical analysis by reporting the estimated employment 
elasticities for the subperiods in the sample for each of the groups. The 
average growth rates of GDP, total employment and productivity are 
also reported along with the elasticities. As expected, elasticities were 
higher during the period when growth rate was highest (2010–2014). 
This indicates that the rate of responsiveness of employment to output 
growth generally increases when output growth rises. Elasticity of total 
employment was low during the 1991–1999 period and the standard 
deviation was also high, suggesting that the elasticities were generally 
unstable during the period. Both male and female employment elas-
ticities are similar in trend to that of total employment with female 
elasticity slightly higher than that of total average. Youth employment 
elasticity is however much lower than the average for each of the sub-
periods. Though the rate was similar to the overall employment rate in 
the initial period, youth employment elasticity did not rise as rapidly as 
the total (or male and female) level over the next periods. This under-
scores the challenge of rising youth unemployment in the SSA region 
(Table 4.3).

In terms of status in employment, wage employment was higher than 
that of total employment level over the entire period and it rose drasti-
cally between the 1991–1999 and 2010–2014 periods. Apparently, eco-
nomic growth in the region has effectively favoured wage employment, 
perhaps through government employment programmes or expansion 
of private sector activities (often caused by the inflow of foreign firms). 
Since institutional background in a country is a major factor considered 
by foreign firms, the large wage employment elasticity of output sug-
gests that improved institutions may have had indirect positive impacts 
on the elasticity through attracting foreign firms into the countries. The 
elasticity of self-employment, on the other hand, remained virtually 
constant at 0.24 over the entire period. The rise in output growth did 
not change the responsiveness of the employment group over time.
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For the elasticities based on employment by economic groups, 
the extreme working poor group appears to have declined with out-
put growth over the period, suggesting that with every increase in 
real GDP by 1%, the number of extreme working fell by 0.02% for 
the 2000–2009 period and 0.15% for the 2010–2014. Thus, out-
put growth is seen to be gaining momentum in reducing the number 
of working extreme poor in the SSA region. The elasticity for the poor 

Table 4.3  Employment elasticities

Source Author’s computations

Employment elasticity 1991–1999
Mean
(Std. dev)

2000–2009
Mean
(Std. dev)

2010–2014
Mean
(Std. dev)

Total employment elasticity 0.16
(0.20)

0.36
(0.21)

0.45
(0.21)

Demographic roups

Male employment 0.16
(0.20)

0.34
(0.21)

0.45
(0.21)

Female employment 0.17
(0.21)

0.39
(0.22)

0.46
(0.22)

Youth employment 0.16
(0.20)

0.30
(0.21)

0.38
(0.21)

Status in employment

Wage employment 0.18
(0.19)

0.58
(0.22)

0.62
(0.22)

Self 0.25
(0.23)

0.24
(0.22)

0.25
(0.22)

Economic status

Extreme poor 0.09
(0.26)

−0.02
(0.25)

−0.15
(0.25)

Poor 0.17
(0.21)

0.57
(0.25)

0.59
(0.24)

Middle class 0.22
(0.21)

1.03
(0.29)

1.11
(0.24)

Vulnerable employment 0.14
(0.23)

0.23
(0.24)

0.30
(0.24)

Non-vulnerable employment 0.18
(0.19)

0.57
(0.22)

0.64
(0.22)

GDP growth rate 3.77 4.92 5.01
Employment growth 2.90 2.90 2.90
Productivity growth 1.12 2.01 2.31
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has remained positive irrespective of the growth rate of real GDP over 
the period; indeed, the elasticity is rising, indicating that output growth 
tends to generate more working poor in the region. The conditions of 
the employment in the services sector (low productivity and low wages) 
where more labour has migrated in recent decades suggests that work-
ing poor would be on the increase with output growth (Agénor and 
Montiel 2008). The working middle class also has a positive and very 
high elasticity across the period. The value of the elasticity suggests that 
productivity of this set of workers actually drops following any growth 
in output. The results also show that non-vulnerable employment elas-
ticity is always larger than vulnerable elasticity as shown in the averages 
across the periods. Anderson (2016) found a similar result and argues 
that output growth tends to reduce vulnerable employment and increase 
non-vulnerable employment over time.

The descriptive statistics of the data used in the estimations are 
presented in Table 4.4. The share of services in total output (in value 
added) has dominated sectoral distribution over the entire period, with 
agricultural sector share taking the rear. Surprisingly, data from ILO 
shows that agricultural sector still employs more workers than any other 
sector in many of the countries in SSA. The low share of the sector sug-
gests the weak productivity of the sector since 1991 in the SSA region. 
GDP growth volatility was quite high between 1991 and 1999 consid-
ering the coefficient of variation value of 2.17 for GDP growth rate. 
The volatility has stabilised since 2000 and the coefficient of variation 
only averaged 0.34 during the 2010–2014 period. Urban population 
rate is high and Grant (2012) has suggested that it is one of the highest 
in the world. Population density and labour force growth rate have also 
increased over the period. The demographic factors in the region have 
tended towards unsustainability in terms of employment generation 
over time. The share of government consumption in GDP was 15% on 
average across the periods, suggesting a relatively large government size, 
FDI rate is low, reaching only 6.21% of GDP in 2010–2014 period and 
investment to GDP ratio was over 30% in 2010–2014 period. Thus, 
domestic investment is seen to play strong roles in output levels across 
the region, while foreign investment has less roles.
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For the economic regulation variables, average index of economic 
freedom increased tremendously within the sample period. Given that 
a score of 10 represents total or perfect economic freedom, the score 
of 6.18 for the 2010–2014 period suggests large improvements in eco-
nomic freedom. It also shows that governments in the SSA region are 
loosening control and strong regulations over economic activities. Two 
of the main areas where economic regulations have slacked are govern-
ment direct participation in economic activities and labour market reg-
ulations with scores of 6.29 and 6.18 respectively for the 2010–2014 
period. As the economies evolve, governments appear to be allowing 
more freedom of economic activities in the region. While this may be 
good for formal sector activities and employment, the effect on informal 
sector may be less than desirable, since effective controls and regulations 
are necessary for pro-poor economic activities (Ernst and Berg 2009).

Econometric Results

The results of the estimated employment elasticity determinants equa-
tion are reported and analysed in this section. The elasticities for the 37 
countries in the three subgroups were pooled to obtain a total of 111 
observations that were used to estimate the relationships. Three estima-
tions were conducted for the observations. The first used only the eco-
nomic freedom index to represent the regulation effects while all other 
variables were included in estimating the elasticity equations for each 
group. The second estimation used the three composite measures to 
represent economic regulation. The third estimation interacted the eco-
nomic freedom index with structural, macroeconomic and demographic 
variables while still retaining the three composite measures.

In Table 4.5, the result of the estimated equation using economic 
freedom index alone is reported. Economic freedom index has a sig-
nificant positive impact on elasticities for each of the groups except 
self-employment, extreme working poor and vulnerable employment. 
This result shows that more freedom in economic activities or less reg-
ulation has an overall positive impact on employment elasticities for 
most sectors in the economy. Less regulation also has a negative impact 
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on self-employment, extreme working poor and vulnerable employ-
ment. This implies that with less regulation, the proportion of extreme 
working poor tends to fall significantly following growth in real GDP 
at any given period. The effect of regulation on employment elastic-
ities of self-employment and vulnerable employment are however not 
significant, though it suggests that less regulation tends to reduce self- 
employment, and by extension, informal employment. This is what 
Henrekson (2014) also showed in his study of European economies by 
reporting that excessive regulation tends to increase informalities in the 
labour market.

The other variables also contribute to explaining employment elas-
ticities in the region. The log of government size has a positive impact 
on youth employment elasticity, extreme working poor elasticity and 
vulnerable employment elasticity. Apparently, though government 
spending improves growth in youth employment when output grows, 
it also increases the proportion of extreme working poor and vulnera-
ble employment. This outcome is rather surprising since government 
spending has been shown to lead to more vulnerable employment yield 
from any output growth. This calls for adequate and proper channelling 
of government spending patterns that tend to address unemployment 
issues directly.

Interestingly, the shares of industry and services, relative to that of 
agriculture have significant negative impacts on employment intensi-
ties for all groups. This result is at variance with findings from Kapsos 
(2005), Anderson (2016) and Slimane (2015). In these studies, the 
share of services, in particular, had strong positive impacts on employ-
ment elasticity of growth, especially at the aggregate levels. The pecu-
liar outcome from our study may be found in the fact that none of the 
studies focused on Africa in estimating the employment–output rela-
tionships, given that the structure and systems operating in the African 
region are peculiar. First, the role of labour productivity growth is crit-
ical in ensuring sustained employment outcomes when sectoral shares 
increase (ECA 2015; Rodrik 2016; Diao et al. 2017). When produc-
tivity levels are low, economic sectors may find it difficult to increase 
employment even when output rise. Second, Saget (2000) has noted 
the debilitating effects that the low quality of data on GDP has had on 
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deriving reasonable and systematic relationship between employment 
and economic performance in many SSA countries. For these countries, 
the informal sector has grown significantly since the 1990s (especially 
in services) and it has been difficult to fully account for their output in 
national accounts (Kamgnia 2005), thereby leading to lower estimates 
of the employment output relationships.

Growth volatility in the result has negative coefficients for each of the 
groups, suggesting that business cycles play strong roles in determin-
ing employment elasticities. Especially for the employment outcomes 
that are not related to informalities and vulnerability, volatility in out-
put had significant negative impacts. The impacts are not significant 
for the informal sector employment (self-employment) and vulnerable 
and extreme poor employment, implying that informal and vulnerable 
employment do not have a strong link with economic performance. 
Surprisingly, two demographic variables (population density and labour 
force growth) have significant positive impacts on most of the employ-
ment elasticities. FDI rate has significant positive impacts on each of 
the employment elasticities by demographic groups and surprisingly on 
vulnerable employment. Also, the FDI rate has a weak impact on wage 
employment across the periods.

In the next series of analysis, we consider the results of the model 
with the three composite measures of economic regulations as shown 
in Table 4.6. In the result, labour market flexibility has significant pos-
itive impacts on the elasticities of total, male and female employment, 
as well as the poor and middle class in employment and non-vulnerable 
employment. This implies that a 1% improvement in labour mar-
ket flexibility will lead to a 0.02% increase in total employment after 
any 1% rise in output. The effect of such improvement in labour mar-
ket flexibility on non-vulnerable employment is double that of total 
employment. Indeed, the results for each of the employment group sug-
gests that when labour markets are more flexible, employment at all lev-
els tend to respond positively to output growth among countries in the 
SSA region. Crivelli et al. (2012) and Bernal-Verdugo et al. (2012) also 
found that labour market flexibility improves employment and reduces 
unemployment irrespective of the economic grouping of a country.
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The index of government participation also has significant positive 
coefficients for each employment group, apart from extremely poor, 
where the coefficient is 0. This result indicates that less direct govern-
ment participation in economic activities tend to promote employment 
yields from output growth. The coefficient of government participation 
measure ranged from 0.03 to 0.1, suggesting that reduction in direct 
government involvement in economic activities, perhaps through play-
ing less active roles, would improve employment yields of output in the 
SSA region. For advanced economies, Bassanini and Duval (2009) and 
Flaig and Rottmann (2007) found this to be true. Unfortunately, most 
African governments do not have the capacity to act only passively in 
the labour market in order to guarantee sustained government involve-
ment. For instance, Cazes and Verick (2010) noted that only Mauritius 
and South Africa among the SSA countries had an unemployment ben-
efits scheme. The tendency, therefore, is for governments to perform 
more active roles in terms of job placement and employment stipula-
tions, which tend to further worsen employment conditions in the 
economies over time.

Legal system and property rights, on the other hand, has only mar-
ginal effects on each employment elasticity. However, the two signifi-
cant coefficients for this regulation variable are for elasticities extreme 
working poor and vulnerable employment which are negative. This out-
come provides strong bases to show that strong institutions that guar-
antee judicial and legal qualities will ensure reduction in the share of 
extreme working poor in total employment, and it will also reduce vul-
nerable employment. Essentially, improved legal systems could encour-
age more focus on the poor and vulnerable and help generate growth 
patterns that lead to improvement in the access of this category of peo-
ple to better jobs. Anderson (2016) found similar results for a group of 
developing countries.

Finally, we leave the composite regulation measures in the equation 
and interact economic freedom index with some structural, macroe-
conomic and demographic factors. The results are shown in Table 4.7. 
With the interactions, it can be seen that labour market flexibility 
has weak, but positive impacts on each employment elasticity, apart 
from extreme working poor, while the impacts of legal system and 
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government participation are now staggered. In particular, legal systems 
have significant negative impacts on total employment elasticity as well 
as most of the subgroups, apart from extreme working poor and vulner-
able employment. This shows that when overall economic regulation is 
taken into consideration, legal system quality tends to have an overbear-
ing effect on employment levels in the region.

The results also show that when industry and services sectors interact 
with economic regulation, the impact of the sectoral shares on employ-
ment elasticities become mainly insignificant and mostly positive, espe-
cially for the industrial sector. This outcome has strong implication for 
the role of government and institutions in structural transformation to 
ensure adequate factor reallocations and employment effects. The results 
show that with less regulations, intersectoral integration and adjustments 
play little roles in ensuring employment benefits. This draws attention to 
the need for regulations and policies to guide sectoral interlinkages and 
adjustments during structural transformation, in order to achieve effec-
tive employment outcomes. When the sectors are left to market forces for 
adjustments as income grows over time, the resulting effects would not 
improve employment, but lead to more structural unemployment in the 
region. Pasinetti (1981) initial suggested this outcome for economies that 
experience rapid structural transformation and advocated a guided trans-
formation of economies over time. For the SSA region, output growth 
has not favoured overall employment because structural transformation 
has reallocated capital (not labour) resources into the mining sectors 
which appear to be driving growth in most of the economies. Regulatory 
policies are needed to ensure that the labour factor is also catered for in 
the mining sector, and more importantly, that structural transformation 
boosts labour productivity in other sectors of the economy.

Conclusion

In this study, the impact of economic regulation on the employ-
ment elasticity of output growth was examined. Though struc-
tural changes coupled with demographic transitions are essential for 
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employment-enhancing growth in an economy, the level of regula-
tion based on institutional capacity of government could also provide 
strong background for analysing how growth affects employment. In 
particular, the nature of jobs being created in the growth process could 
be effectively influenced using regulatory and institutional measures. 
Though regulations could also act as a wedge to effective structural 
transformation and employment intensity of output, especially for the 
formal economy, the dualistic nature of Sub-Saharan Africa economies 
provides that additional policy stance would be required to guarantee 
adequate changes and integration in the sectors over time as output 
grows. It is believed that such enhancement function cannot be fully left 
to market forces to perform in dualistic economies.

The results from the study highlight the fact that there is a strong 
distinction between active regulation and institutional quality in terms 
of their effects on employment elasticities. Less economic regulation 
essentially enhances formal sector activities and employment, while the 
effects on informal and pro-poor employment are not straight-forward. 
Although overall regulation tends to improve both formal and informal 
sector employment, labour market flexibility tends to worsen informal 
sector employment. In the same vein, legal institutions appear to be 
pro-poor in terms of employment effects, while government participa-
tion has strong disincentive effects in improving employment elasticity 
of output growth in the SSA regions.

Interestingly, the results also showed that intersectoral integration 
and adjustments play little roles in ensuring employment benefits from 
output growth when regulations are minimal regulations. This calls for 
dexterity in balancing regulations to address structural bottlenecks that 
may prevent structural changes to result in employment growth, to 
ensure that the formal sector evolves and expands in terms of produc-
tion and employment and to ensure that growth resulting from struc-
tural transformation favours the vulnerable in the society. The major 
policy implications of the results are that the establishment and suste-
nance of quality institutions in SSA, not mere focus on direct regula-
tions, is the major means of attaining effective linkages between output 
growth and employment in the region.
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Appendix

Variables in the Study

Variable Explanation Source

Total employment Total number of individuals 
employed in the economy 
(‘000)

ILO World Employment 
and Social Outlook 
database, 2016

Male employment Total number of males in 
employment (‘000)

ILO World Employment 
and Social Outlook 
database, 2016

Female 
employment

Total number of females in 
employment (‘000)

ILO World Employment 
and Social Outlook 
database, 2016

Youth employment Total number of youth in 
employment (‘000)

ILO World Employment 
and Social Outlook 
database, 2016

Wage employment Total number of individuals 
with wage employment

ILO World Employment 
and Social Outlook 
database, 2016

Self-employment Total number of individuals 
that are self-employed

ILO World Employment 
and Social Outlook 
database, 2016

Extreme poor 
employment

Extreme poor in employment: 
The number of jobs that can 
make an individual to be in 
extreme poor group

ILO World Employment 
and Social Outlook 
database, 2016

Poor employment Poor individuals in 
employment

ILO World Employment 
and Social Outlook 
database, 2016

Middle-class 
employment

Middle class in employment ILO World Employment 
and Social Outlook 
database, 2016

Vulnerable 
employment

Workers typically subject to 
high levels of precariousness

ILO World Employment 
and Social Outlook 
database, 2016

Non-vulnerable 
employment

Workers typically not sub-
ject to high levels of 
precariousness

ILO World Employment 
and Social Outlook 
database, 2016

Share of agricul-
ture (%)

Measured in GDP value added UNCTAD World 
Investment Report 
database

Share of industry 
(%)

Measured in GDP value added UNCTAD World 
Investment Report 
database
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Variable Explanation Source

Share of services 
(%)

Measured in GDP value added UNCTAD World 
Investment Report 
database

GDP growth  
volatility (%)

Coefficient of variation of GDP 
growth rate

Base data from 
World Bank World 
Development Indicators

Proportion of 
urban popu
lation (%)

Urban population as percent-
age of total population

World Bank World 
Development Indicators

Population  
density

Total pollution as proportion 
of total landmass

World Bank World 
Development Indicators

Labour force 
growth rate (%)

Year-on-year percentage 
change in labour force

World Bank World 
Development Indicators

FDI to GDP ratio 
(%)

Total FDI inflow as percentage 
of GDP

World Bank World 
Development Indicators

Share of govt.  
consumption in 
GDP

Total government consump-
tion expenditure as percent-
age of GDP

UNCTAD World 
Investment Report 
database

Investment to  
GDP ratio (%)

Total investment expenditure 
as percentage of GDP

IMF World Economic 
Outlook database

Trade openness 
(%)

Import + export as percentage 
of GDP

World Bank World 
Development Indicators

Rent Proportion of rent-seeking in 
an economy

World Bank World 
Development Indicators

Economic freedom 
index

Overall measure to indi-
cate the level of economic 
freedom in a country. It is a 
composite of five indicators. 
All indicators are standard-
ized on a 0–10 scale, with 
higher value of the indicator 
representing more economic 
freedom

Fraser Institute’s 
Economic Freedom 
of the World (EFW) 
database

Labour market 
flexibility

A composite measure of 
labour maker flexibility and 
indicators of labour market 
flexibility in six policy areas: 
minimum wage; hiring and 
firing regulation; centralized 
collective wage bargaining; 
mandated cost of hiring; 
mandated cost of work dis-
missal and conscription

Fraser Institute’s 
Economic Freedom 
of the World (EFW) 
database
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Variable Explanation Source

Legal system and 
property rights

A composite measure of the 
effectiveness of legal system 
and adherence to property 
rights in a country. The 
indicator is standardized on a 
0–10 scale, with higher value 
of the indicator representing 
better system

Fraser Institute’s 
Economic Freedom 
of the World (EFW) 
database

Govt participation 
in economic 
activities

A composite measure of the 
rate of government partici-
pation and size in a country. 
The indicator is standardized 
on a 0–10 scale, with higher 
value of the indicator rep-
resenting less government 
involvement

Fraser Institute’s 
Economic Freedom 
of the World (EFW) 
database
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Introduction

Background

In mineral dependent economies, structural transformation is often an 
ongoing priority necessitated by the need for risk mitigation. This is usu-
ally pursued through efforts to diversify sources of national income, for-
eign exchange and jobs. Such transformation is essential to sustainable 
growth and job creation in these economies. The experience in mineral 
resource-rich countries has shown that neither the creation of special 
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resource or revenue stabilisation funds, nor the implementation of rigid 
fiscal rules can fully protect the countries from the negative impact of 
external shocks and commodity price fluctuations (IMF 2013b). This 
makes diversification an imperative in such countries. The IMF points 
to existing research that provides evidence that diversification can signif-
icantly reduce countries’ vulnerability to external shocks and provide a 
more robust basis for sustained, broad-based, long-term growth.

Achieving diversification, however, is difficult and requires sus-
tained strong economic governance in an environment that is contin-
ually susceptible to Dutch disease pressures, such as wasteful spending 
of mineral receipts, anti-competitive real exchange rate appreciation 
or rent-seeking behaviour. The literature on the influences of mineral 
dependency on the quality, effectiveness and impact of government 
implies that the standard, macroeconomic policy/Dutch disease list of 
considerations for a mineral dependent economy are not enough, and 
that to this list should be added the need to sustain government sys-
tems that measure, monitor and give ongoing priority to government 
effectiveness. This thinking suggests that mineral dependent economies 
more than other economies, will only grow their non-mineral tradable 
economy over time as quickly (or slowly) as the effectiveness and quality 
of their government allows, due to the types of incentives they face. This 
paper investigates how this proposition plays out using a case study.

While there is ample literature on prudent governance and fiscal rules 
for mineral resource management—with recommendations that focus 
on reforming fiscal and monetary policy to help avert Dutch disease 
tendencies (e.g. Collier 2011; Elbadawi and Nandwa 2011), unlike that 
literature, this paper undertakes a case-study in order to gain specific 
evidence and a deeper understanding of the extent and nature of the 
influence of ongoing mineral dependency over time, on the quality of 
governance. From this study, the paper will then be better positioned 
to suggest ways at the micro-level for government to overcome pitfalls 
related to mineral dependency, which can derail good governance. It 
will, therefore, be able to provide recommendations that are additional 
to the standard prescriptions of macroeconomic policy reform.

The paper draws lessons from Botswana, a long-standing mineral 
dependent economy in Africa. Botswana is well known as an African 
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economic success story. Its rapid growth has been the focus of many 
scholars. It experienced GDP per capita growth of 13% per annum in 
the years 1980–1989 (Mpabanga 1997), due to production from new 
diamond mines. Growth over four decades surpassed even that of the 
Asia-Pacific tigers (Leith 2005). Botswana is also one of the oldest suc-
cessful multiparty democracies in Africa—though only one political 
party has ever won elections. Its growth success and political stability 
have been attributed to indigenous democratic institutions and lim-
ited colonial influence, alongside wise leadership since independence, a 
government reliant on technocrats rather than politicians for economic 
governance, and prudent economic policy (Harvey and Lewis 1990; 
Mpabanga 1997; Owusu and Samatar 1997; Samatar 1999; Acemoglu 
et al. 2003; Leith 2005; Beaulier and Subrick 2006; Iimi 2006). In 
more recent years, however, there has been a shift in both growth and 
governance performance. With sustained declines in capital, labour 
and total factor productivity growth over the two and a half decades 
to 2010, there is now general recognition that the public-sector driven 
capital-deepening growth model that Botswana depended on for so long 
has run its course (IMF 2013a).

Hillbom (2008) also found, based on a structural analysis, that 
Botswana’s success was one of premodern growth without development. 
The research concluded that though the country had grown rapidly, it 
had not yet experienced ‘modern economic growth’ characterised by 
structural change in patterns of production, and in social and political 
institutions. Premodern growth without development allows for signifi-
cant poverty rates and very unequal resource and income distribution to 
prevail in the midst of plenty—characteristics which hold for Botswana.

Sustaining good governance and in particular, government effective-
ness, is important if the country is to achieve the broad-based private 
sector development outside of the mining sector, needed to achieve the 
national goal of economic and export diversification. This paper uses 
a time-series cointegration model to explore the long-run influence in 
Botswana that dependence on mining has had on the quality of govern-
ance (proxied by government effectiveness). The paper then constructs a 
dynamic error correction model to also determine the immediate factors 
that can be addressed to help improve government effectiveness.
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The Literature and Botswana’s Experience

Resource Dependency and Government

The effects of mineral dependency are well documented in the litera-
ture and there is wide practical experience from numerous countries.1  
A formal economic model dealing with mineral dependency (and 
Dutch Disease) was developed in 1982 by W. Max Corden and J. Peter 
Neary. The model addressed macroeconomic considerations. It also 
showed among other things, that while technological growth tended 
to be more in non-mining traded goods and service sectors,2 mineral 
dependency tended to lead to this sector being neglected or stifled 
over time, overshadowed by the mining sector. This resulted in over-
all technological growth in the mining-dependent economy lagging 
behind that seen elsewhere. As long-term sustainable growth is deter-
mined by technological growth which enhances productivity, this 
would be a concern. Less technological growth would result in the 
country’s comparative (and competitive) advantage in the traded goods 
and services sectors shrinking, leading to firms avoiding or disinvest-
ing in non-mining traded goods and services sector over time. Mining 
dependent governments, therefore, needed to take deliberate and spe-
cific measures to guard against deindustrialisation. The Corden-Neary 
model addressed the macroeconomic considerations that led to dein-
dustrialisation, but did not deal with the specific issue of government 
effectiveness over time in a mining dependent economy. This paper will  

1Sixteenth Century Spain—Large inflow of gold and other wealth into Spain from the Americas, 
Australian gold rush—Documented by Cairns in 1859, Netherlands in the 1960s, Norway—
oil boom in the late 1970s, ’80s and early ’90s, Mexico—oil boom in 1970s, early 1980s, 
Australia—mineral commodities (current), Russia—oil, natural gas (current), Canada—oil (cur-
rent), oil sands in the province of Alberta and Saskatchewan, Nigeria and Zambia—with large 
natural-resource endowments; up until recent years, economic management inadvertently cre-
ated serious impediments to domestic investment and growth. More recently, see Elbadawi et al. 
(2007).
2Traded goods and services are those that are exportable, and as such are either sold to the domes-
tic market (often substituting for imports) or exported. In the Botswana context, these goods and 
services are critical to sustainable, long-term growth because of the demand limitations imposed 
by the smallness of the Botswana market.
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focus on that latter aspect of mining dependency, exploring whether 
the different financial incentives a mining dependent government faces 
influence its effectiveness and by extension its ability to promote sus-
tainable non-mining private sector growth.

The literature also discusses the implications of sources of revenues. 
The presence of a consistent connection between citizen influence on 
government and governance quality; and between the way in which a 
government is financed and how well it governs is an old idea (Rudolph 
Goldscheid 1917; Schumpeter 1918; see also Moore et al. 1999). The 
modern version of this thinking posits that in most governments, the 
dominant income sources are (a) broad taxation, (b) surpluses from nat-
ural resource exports and (c) borrowing from capital markets and other 
governments—including development aid; and that when governments 
are not mining-dependent and instead rely heavily on broad taxation, 
this tends to promote accountability to taxpayers—especially to the 
non-mining private sector that needs to grow rapidly for diversification 
to occur.

When the government leadership and administration earn their 
income from a broad base of taxpayers, they are incentivised to be 
accountable to them; to deliver effectively on agreed government ser-
vices and development programs. However, when the link between gov-
ernment income and the people is broken, and the government has an 
alternative primary source of income such as mining receipts, the influ-
ence of the people and the non-mining private sector on government 
behaviour is reduced. Government, in the absence of meaningful pres-
sure from the private sector and the public (via broad-based revenues) 
for quality, efficiency and effectiveness, only has to focus on pleasing the 
mining sector and can get by doing the minimum required elsewhere 
(e.g. ensuring adequate social welfare for the poorer majority who com-
prise the bulk of the electorate).

Governments that rely heavily on surpluses from natural resource 
exports thus operate in a context where the link between government 
income and the non-mining private sector and public is broken over 
an extended period. Table 5.1 provides a schematic of how mineral 
dependency changes the financial incentives that governments face. It 
becomes harder to hold a government to account when it is strongly 
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dependent for its revenues on a mineral resource that it mines jointly 
with external (international) corporations.

A 1999 University of Sussex paper assessed the experience of  
sixty-one governments.3 The cross-country analysis determined factors 

Table 5.1  The mineral dependent economic structure distorts the performance 
incentive faced by the government

Source Adapted from Mick Moore, Taxation and the Quality of Governance, 
Institute of Development Studies (2007)

Type of reve-
nue source

Extent to which the 
revenue source is 
‘earned’ by the state 
in terms of organi-
zation effort

Incentive for state 
accountability to 
the electorate

Ability of economic 
climate to guide 
government

Board  
taxation of 
citizens

High
(State focuses on 

collecting revenues 
and electorate typ-
ically will monitor 
delivery by the 
state against elec-
tion promises)

High
(Electorate typi-

cally not under-
standing of 
taxation without 
representation)

High
(Business sector 

is an impor-
tant source of 
income—and the 
state experiences 
similar economic 
conditions to the 
private sector)

Surpluses 
from export 
of natural 
resource 
products

Low
(The State does 

not need to exert 
any public sector 
organizational 
effort that will 
ensure effective 
public service 
delivery, in order 
to safeguard its 
income source)

Low
(The state relies on 

the mineral export 
for its revenue—
not on the elec-
torate—therefore 
it is not readily 
held to account on 
delivery)

Low
(State’s economic 

climate fol-
lows that of its 
principal income 
source—the 
mining sector. 
It may even run 
surpluses when 
the non-mining 
economy is in 
recession, and so is 
often out of touch 
with public and 
the private sector)

3Polity Qualities: How Governance Affects Poverty, Mick Moore, Jennifer Leavy, Peter Houtzager 
and Howard White; The Institute of Development Studies at the University of Sussex, Brighton 
BN1 9RE UK, September 1999.
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influencing the efficiency with which national political-economic sys-
tems converted material resources (GNP per capita) into human capi-
tal (longevity and human competencies; education, literacy). Statistical 
analysis suggested that national political-economic systems generally 
converted material resources into human development most effectively 
when:

i.	 The government was not highly dependent on mineral resources 
for revenue (result significant at 0.1% level). The extent to which 
governments were financially independent of their own citizens was 
significantly and negatively correlated with the efficiency of conver-
sion of material resources into human capital. Governments that 
didn’t depend significantly on a broad segment of citizens’ taxes to 
finance them, tended to be inefficient when converting material 
resources into human development;

ii.	 Government institutions rated lower from the perspective of inter-
national investors and lenders (result significant at 2% level).  
A composite measure of the quality of government institutions 
used by international investors and lenders was significantly and 
negatively correlated with the efficiency of conversion of material 
resources into human capital. This suggested that countries whose 
institutions focused mainly on attracting international investors 
and less on supporting their own, tended to perform less favourably 
at converting material resources into human development and

iii.	 The population was dense (result significant at 2% level). It was 
easier and cheaper to build human capital (health and capacities) 
in densely clustered populations. Clusters allow for economies of 
scale and facilitate linkages between economic agents for the devel-
opment of capacities.

This and other analyses support the general proposition that govern-
ments that are dependent on mineral receipts (mined together with 
international companies) rather than on the mass of their citizens 
for critical financial resources are less likely to treat their citizens and 
the indigenous private sector well. Moore’s proposition is essentially 
that states with broad taxation will tend towards more accountable, 
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representative government; while those dependent on a narrow income 
source, are more likely to become less accountable and less represent-
ative over time. In Moore’s view, government effectiveness has three 
aspects that complement and reinforce one another: (i) the responsive-
ness of government to citizens, i.e. an orientation to meeting citizens’ 
needs; (ii) the accountability of government to citizens and (iii) the 
capability of governments to determine and respond to citizens’ needs 
and wants, which includes the government’s organisational capacity to 
arrive at effective policies, and capabilities to deliver the required public 
services efficiently and effectively.

Overall, the Dutch Disease and mineral dependency literature sug-
gests that the distorted incentive structure arising from mineral depend-
ency is likely to encourage complacency, inefficiency and rent-seeking 
behaviour in government when it deals with the public and the 
non-mining private sector. Mineral dependency can thus lead to ero-
sion of governance, as institutions and decision-making are undermined 
by these behaviours. The literature implies that accountability has to be 
guarded, and implementation properly managed and monitored and 
that strong and competent managers and systems are needed on an 
ongoing basis to ensure that service delivery is strong and remains so.

Botswana’s Experience

Diamond mining in Botswana started in the 1970s though Botswana 
only became a significant world producer after 1982 following the 
opening of the Jwaneng Diamond Mine. With the discovery of dia-
monds and the coming on-stream of the Orapa and Jwaneng mines, the 
Botswana government was wary of the potential economic pitfalls asso-
ciated with mineral dependency, and put in place systems to avoid these 
pitfalls.

Numerous World Bank and IMF reports confirmed that with 
respect to macroeconomic management, the government averted 
boom-bust spending patterns through the use of national development 
plans as a disciplining tool; this ensured that expenditure was consist-
ent with plans and was smoothed out over time. The government was  
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also relatively successful in establishing effective buffers for revenues. A 
managed exchange rate regime was also used to contain the erosion of 
non-mining sector competitiveness and avoid an overvalued Pula rela-
tive to the non-mining productive sector.

The government limited opportunities for rent-taking through its 
hands-off approach to the management of Debswana (the diamond 
mining company) and through internal safeguards to counteract 
rent-seeking.4 However, performance indicators now show that over 
time, there has been erosion in the efficiency of spending, in imple-
mentation capacity and in non-mining sector competitiveness. The 
challenge that the Botswana government faced was in sustaining early 
management systems that worked, and maintaining the effective use 
and enforcement of checks and balances, and of financial safeguards. 
The quality of management in government structures, its understand-
ing of how the overall mining-dependency system works and its ability 
to guard against complacency in order to avoid the erosion of effective 
government, became increasingly important over time. Some analysts, 
however, suggest that the previous critical mass of officials driven by 
excellence and a public service motivation has been eroded over time 
(see also Jaimovich and Rud 2009 model on rent-seeking).

Various authors have commented on these issues. Some noted the 
importance of political economy influences. In 1984, Nimrod Raphaeli, 
Jacques Roumani and A.C. MacKellar wrote that:

4The term “rent” in rent-seeking is short for “economic rent” and refers to what a government 
earns without any effort. In Botswana’s case, revenues from diamonds are not earned through 
government effort. Government does not have to exert that much effort at expanding the eco-
nomic base off which it earns tax revenue. History shows us that around the world bureaucrats 
and people in authority have sometimes maneuvered to position themselves to access “rents” or to 
create situations where they can be paid unearned income (bribed). Where government officials 
have discretion in applying government regulations, individuals are often willing to pay bribes 
to officials to circumvent the rules in order to counter delays and inefficient service. These rent- 
seeking activities have been shown to exact a heavy economic and social toll. They are illegal and 
represent a corrupting influence (Mauro 1997).
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Public sector management in Botswana rests on two pillars: democracy 
and pragmatism. The democratic nature of the Government of Botswana 
allows not only an open dialogue of policy making but ensures a remark-
able degree of accountability of the bureaucracy to, and control by, 
Parliament. Pragmatism reflects a dedication to a profound, yet basically 
simple, principle that ends should be dictated by realistic means and not 
by ideological fervor. Commitment to economic and social development 
is a way of life, not a slogan….

Public sector management is performed in Botswana with commendable 
attention to detail, discipline and dedication by the civil service. Planning 
and budgeting remain under the domain of a unified Ministry of Finance 
and Development Planning (MFDP) ensuring a considerable measure of 
integration and cohesiveness between them. The National Development 
Plan is a consensus plan, reflecting different levels of consultations with 
various constituents. There is a dialogue at all levels both with regard to 
the plan and the budget until agreement is reached on realistic levels of 
expenditures.

A decade and a half later, some government practitioners began to 
highlight the growing challenge to government effectiveness faced by 
Botswana due to mineral dependency. Modise Modise (then Deputy 
Permanent Secretary, MFDP) concluded in his 1999 UNCTAD paper 
“Managing Mineral Revenues in Botswana ”5 that:

the higher the economic rent the country faced, and the longer the min-
eral reserves are expected to last, the less the pressure for the country to 
adopt viable and sustainable policies for the use of revenues. A higher 
world market share of the natural resource also tended to make the pro-
ducer country complacent.

Ensuring optimal use of mineral receipts without succumbing to popu-
lar pressures was a challenge:

5Published by UNCTAD in 1999 in Development Policies in Natural Resource Economies, edited 
by Jorg Mayer, Brian Chambers and Ayisha Farooq.
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In the management of large mineral revenues, the best strategy is one 
that is in-keeping with long term sustainable economic development. 
Mineral revenues should be used to develop the productive base of the 
economy, in other words converting natural mineral assets into other 
kinds of long-term assets such as viable technologies, physical and social 
infrastructure, as well as human capital. … In poor developing countries, 
pressures to finance current consumption to address poverty are immense. 
Development of prestige projects, which are highly conspicuous, give a 
false sense of developmental success…..Whilst supplying the poor with 
consumption goods and basic necessities using such revenues can tempo-
rarily alleviate the plight of the poor, this is not a long term solution to 
poverty. Some analysts argue (however) that using such revenues for social 
safety nets for those who cannot be productively employed is justified.

Modise Modise also observed that through its mineral receipts, govern-
ment influenced the economy in numerous ways, such as in investment 
spending, in savings and in the rapid increase in government jobs and 
wages6 which crowded out private sector jobs and increased the price 
level, in addition to fuelling household credit expansion:

Some of the effects of mineral revenues on consumption and investment 
can be deduced from the General Government share of GDP, national 
savings and commercial bank credit. The share of General Government in 
GDP has remained relatively stable. It accounted for 15.4% in 1995/96 
and 16.3% in 1998/99. This is a fairly high proportion of public con-
sumption by international standards. Government also has dispropor-
tionately large shares in national savings and investment, on account of 
mineral revenues…. The share of household credit in total commercial 
bank credit rose from 47% in 1998 to 50% in 1999 compared to a share 
of 32% in 1991; while the share of credit to business has been declining. 
The rapid increase in household credit expansion was mostly in response 
to the substantial rise in public sector salaries in 1998…. The growing 
share of credit to the households, with a higher propensity to consume, 
is worrisome. If this continues, it will compromise investment and conse-
quently economic growth and sustainable economic development.

6The amount going to public and parastatal remuneration in Botswana, as a share of GDP, was 
almost three times the OECD average.
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The importance of improving government’s implementation capacity 
and of investment in technology and in labour force capabilities was 
also noted:

Botswana should spare no effort in improving project implementation 
and selecting projects with high economic returns. Remaining bottlenecks 
impeding private sector development should be speedily removed. … 
Botswana should have a well developed and aggressive human resources 
development strategy focusing on professional and technical skills, espe-
cially information technology. Unless these needs are addressed, they will 
seriously undermine development of high technology industries. Without 
IT skills and infrastructure, the country cannot go far in this era of dig-
ital technology. The people are the country’s greatest assets; investment 
in human resources development and technology will make the coun-
try better placed for more innovative and productive additional engines 
of economic growth that are a sine qua non for sustainable economic 
diversification.

While some of the things Modise Modise proposed in his 1999 and 
2000 papers were done in subsequent years, it would appear that the 
reforms were not implemented as an integral part of a well-defined sus-
tained non-mining private sector development strategy, consequently 
professional and technical skills were developed in a vacuum, resulting 
in a job-skills mismatch in later years.

In 2000, analysts commended Botswana’s strong fiscal management 
record, but noted emerging weaknesses, including concerns regarding 
fiscal discipline in the face of rising expenditures.

J. Clark Leith (2000):

While government was successful in implementing a macroeconomic 
planning process, it was somewhat less successful in three important 
dimensions of expenditure policy: (1) consistently maintaining overall 
macroeconomic balance; (2) achieving the optimal share of government 
expenditure in the economy; and (3) maintaining an appropriate balance 
in the composition of government expenditure. ….. With ample funds in 
the bank (from mining receipts), and in the absence of specific restrain-
ing influences, it was all too easy for government to give into demands 
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for particular expenditures of one kind or another. Gradually the ratio 
of government expenditure to GDP grew, becoming one of the highest 
in Africa – higher even than countries which have garnered a reputation 
for indiscipline. Indeed, Botswana’s ratio of central government expendi-
ture to GDP …(was) substantially in excess of the average of high income 
countries.

Leith cited some instances of waste and noted the scale of spending of 
mineral rents on the military:

The category “general public services”, including government transport, 
buildings, police and the courts, certainly contained some waste, but did 
not take on an ever-expanding share of government expenditure as so 
often happened elsewhere. ….The magnitude of the military expenditure 
is also notable. In the 1970s Botswana was ill equipped to stand up to the 
hostile regimes which surrounded it in South Africa, South African con-
trolled Namibia, and the UDI regime in Rhodesia…. Botswana’s invest-
ment in its military escalated. The result was that, in the first half of the 
1990s, Botswana’s military expenditure, as a proportion of GDP became 
one of the highest reported in Africa.

Leith’s positive and negative assessments were reinforced by other ana-
lysts. Glenn-Marie Lange and Matthew Wright (2002) wrote:

Botswana is an excellent model for resource-rich economies, escaping the 
‘resource curse’ through prudent macroeconomic management. It devised 
its own rule-of-thumb for reinvestment of mineral revenues to offset 
depletion, the Sustainable Budget Index (SBI), which requires that all 
mineral revenues be reinvested. …

The SBI, with its strong bias toward reinvestment, has served Botswana 
well in the past, but …. there is evidence that not all of public sector 
investment has been productive, and that a better allocation of min-
eral revenues might improve the sustainability of the economy. … there 
are no criteria for allocation of mineral revenues, or evaluating a given 
allocation….. Closer examination reveals that less of the revenues have 
been used for productive investment than the SBI would indicate.  
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Some capital account spending does not add to productive capacity 
….(and) though not quantifiable, there is a tendency toward ‘monu-
ments’, which are not productive. Some of the investments may even be 
harmful, leading to the depletion of other natural capital. …. The pro-
cess of approving development projects is not subject to close economic 
scrutiny.

At this point, as seen in Fig. 5.1 which shows the percentile ranking for 
different indicators (0 being the lowest performer and 100 being the 
highest), measures taken to improve various aspects of governance were 
reflected in possible influences on government effectiveness such as con-
trol of corruption or voice and accountability. Both improved signifi-
cantly in 2003 and 2004 respectively. However, after 2004, subsequent 
deterioration in these indicators was matched by deterioration in gov-
ernment effectiveness.

Some analysts have also noted the adverse impacts of min-
eral dependency on income equity, job creation and on total 

Fig. 5.1  Governance Indicators in Botswana
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factor productivity. Back in 1986, a World Bank Report titled Public 
Expenditure and Development in Botswana had indicated that:

In order to cope with the increasing pressures associated with income 
disparities and high population growth, in the short and medium term 
Botswana must work to expand the capabilities of existing production activ-
ities. For the much longer run Botswana will need to continue laying the 
basis for industrialization.

This advice still remains valid today, almost thirty years later.
J. Clark Leith (2000) observed that with the focus on discovery and 

mining of diamonds, alongside population growth at about 3.5% per 
annum, Botswana was not able to create enough jobs to absorb all new 
entrants to the labour force and the result was growing unemployment:

Data from the censuses and the 1993/94 HIES7 provide numbers which 
suggest a serious and growing unemployment problem. The 1991 census 
reported an unemployment rate of 14% and the 1993/94 HIES revealed 
a rate of 21% (NDP8 page 55).

Private sector job creation was being crowded out by government pay 
levels:

The crowding out of private formal sector employment, via more rapid 
growth of government wages and salaries, stands in contrast with the 
crowding out mechanisms typically found elsewhere… In the 1990s the 
phenomenon of youth unemployment (also) began to emerge. The ranks 
of junior and senior secondary school leavers were growing much faster 
than demand for labor with those skills. Unemployment stood at 41% for 
the 15-24 age group, compared to the total unemployment rate of 21% 
reported for the labor force as a whole. At the same time, the structure of 
wages and salaries remained heavily influenced by the public service.

7Household Income and Expenditure Survey.
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Leith also found that after diamond production peaked in the  
mid-1980s, total factor productivity estimates dropped sharply for the 
economy. This suggests that the sizeable investment in health and basic 
education may have been uninformed, “in a vacuum”; as investments 
geared towards the productive sector in industry-related capabilities 
in the labour force, and in technology fell short (notwithstanding the 
World Bank’s 1986 advice to bolster these). Leith wrote that:

Calculation of total factor productivity, TFP is by no means an exact 
science, but the Botswana data do permit it for the period 1974/75 to 
1994/95. The calculations … reveal a TFP growth for Botswana over 
the two decades running at 2.2%, which is similar to that calculated 
for the very fast growing Asian countries over somewhat longer periods. 
However, when the data are broken into the earlier and the later decades, 
they reveal a marked change. TFP growth drops from a rate of 4% for the 
earlier decade to 0.5% for the later decade. Thus, the rapid growth of out-
put masked a substantial fall in productivity growth.

Other analysts have commented on low public sector productivity and 
weak implementation capacity. The Botswana Institute of Development 
Policy Analysis, BIDPA (2004) policy brief on public sector reform ini-
tiatives noted that:

(Public sector) reforms appear to have been influenced by the realization 
that, in spite of the country’s relative success in economic terms, its pub-
lic sector performs poorly. Official statements, including the National 
Development Plans (NDPs), annual budget speeches and the Vision 
2016 document, identify low public sector productivity and weak imple-
mentation capacity as the major factors that constrain the realization of 
public policies that are otherwise clear and comprehensive.

The Privatization Policy for Botswana (2000) acknowledged that the pub-
lic sector had grown too large and cumbersome for efficient management 
and required re-orientation towards facilitation and regulation, rather 
than direct provision.
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Recent studies conducted by BIDPA… reveal fundamental structural and 
organizational problems that constrain effective and efficient implemen-
tation of rural development. These include lack of clarity of functions, 
roles and responsibilities between central government and local govern-
ment councils, ignorance of policy objectives, strategies and expected out-
comes by line officers, and general lack of human capacity and skills. …
The 2003 study on decentralization initiatives also revealed the recipients’ 
perceptions of low effectiveness, inefficiency and inadequacy of coverage 
of public services delivered by local government councils and land boards. 
Additionally, a customer satisfaction survey of the public service con-
ducted in the last quarter of 2003 for the Directorate of Public Service 
Management (DPSM) identified citizens’ perceptions that the public sec-
tor in Botswana performs poorly in terms of effectiveness, efficiency and 
responsiveness to public demands.

Government practitioners made similar observations. The Public Service 
Reforms Coordinator E. Magosi (2006) noted that:

The government performance system was brought in because there were 
serious problems in the delivery of government services to Botswana citi-
zens. There are four primary problem areas:

•	 Firstly, we had the plans and resources, but we could not deliver on 
the promises that the government made;

•	 Secondly, the public service had become so insensitive that civil serv-
ants were “the masters” instead of “the servants”. The Director-Generals, 
Directors and Supervisor’s offices were no-go areas to the public. The 
public did not know where to go and who to contact when they had 
problems. Citizens did not think they were getting their money’s worth;

•	 Thirdly, we needed to align planning with the budgeting process8; and
•	 Lastly, we had to ensure that there is effective performance in delivery 

by the whole organization and individuals.

8It is worth noting here that over a decade earlier, in 1984 World Bank staff (Nimrod Raphaeli, 
Jacques Roumani and A. C. MacKellar) had commended Botswana for the effectiveness of its fiscal 
management system in which “planning and budgeting remain(ed) under the domain of a unified 
Ministry of Finance and Development Planning ensuring a considerable measure of integration and 
cohesiveness between them.” The bullet is puzzling, therefore, unless internal restructuring between 
1984 and 2006 weakened or removed the alignment between planning and budgeting.



162        I. M. Mannathoko

In 2013, the International Monetary Fund also weighed in on declin-
ing productivity concerns. A “selected issues” paper on Botswana sought 
to determine the main contributors to growth over time and expressed 
concern at the trend calculated for total factor productivity’s contribu-
tion (Fig. 5.2).

As seen in Fig. 5.2, capital stock (the medium grey shade) has always 
been the largest input in the growth function, while the labour input 
(dark grey shade) has been much less. Of particular concern is the fact 
that total factor productivity’s contribution to growth (light grey shade) 
has seen substantial decline since the end of the 1990s.

The Model and Data

Potential Determinants of Government Effectiveness

The literature identifies numerous factors influencing effective govern-
ance. As seen in the above literature review, mining dominance can be 
an adverse influence on government performance, especially in areas such 
as effective human capital development (essential for productivity and 
long-term growth). Even if there is high investment in human capital, the 
quality of that investment may be suboptimal, undermining productivity 

Fig. 5.2  Total factor productivity’s contribution to growth (Source Parulian, 
Friska (2013) IMF, IMF Staff calculations)
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outcomes. Other factors likely to be pertinent to government effective-
ness in the mineral dependency context are also considered below.

Participation of citizens in governance: As seen in the literature 
discussed above (Schumpeter, Moore and others), the government’s 
over-reliance on mineral revenues from taxes, royalties and dividends 
tends to marginalise the role that broad-based citizen participation plays 
in incentivising effective government performance. Based on this rea-
soning, it is likely that if significant, citizen participation will be a posi-
tive influence on government effectiveness.

Size of government: Garcia-Sanchez et al. (2013) estimated govern-
ment effectiveness using a 202-country, panel data dependence model. 
They found that government effectiveness was explained initially by 
the organisational environment related to the level of economic devel-
opment and the educational level. They also found that based on a 
country’s income distribution, factors such as government size and gen-
der diversity could also affect government effectiveness. Cross-country 
panel analysis such as this provides some insight into what factors might 
generally influence government effectiveness, but it does not confirm 
specifics with regard to an individual country. Since Botswana was clas-
sified as middle income for the period considered in this study, and 
its educational status did not change much either, those two variables 
are unlikely to help us estimate government effectiveness in Botswana. 
Instead, I will explore whether government size influences government 
effectiveness.

Quality of regulation: Some authors have also looked at the impact 
of regulatory systems on government effectiveness. An OECD (2000) 
study, Reducing the Risk of Policy Failure: Challenges for Regulatory 
Compliance, looked at the impact of regulatory failure (specifically 
inadequate compliance), on government effectiveness. In the case of 
Botswana, data on regulatory compliance was not available; however, 
while it is unlikely to capture regulatory compliance, the paper will 
explore whether the indicator “quality of regulation” which measures 
perceptions of the ability of the government to formulate and imple-
ment sound policies and regulations that permit and promote pri-
vate sector development, can nevertheless help to explain government 
effectiveness.
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Control of corruption: Various studies have shown that the con-
trol of corruption contributes to government effectiveness. Study of 
the causes and consequences of corruption has a long history in eco-
nomics, going back fifty years to seminal contributions on “rent seek-
ing”. These studies showed that in addition to stealth of public funds, 
corrupt public sector practices, which are illegal activities by govern-
ment and government agency officials, reduced the economic effi-
ciency of governments. Mauro (1997) reviewed empirical studies that 
used cross-country regressions to determine the strength of the links 
between corruption and its causes and consequences. He presented evi-
dence on how corruption influenced governments’ choices regarding 
what to spend their money on—often to the detriment of the economy, 
and how it discouraged productive investment and limited economic 
growth to a significant extent. He noted that resource-rich economies 
may be more likely to be subjected to extreme rent-seeking behaviour 
than resource-poor ones. Various corruption channels were highlighted 
by Mauro.

First, corrupt government officials often influenced government 
expenditures away from the public welfare objective, towards opportu-
nities for extorting bribes. Large projects whose exact value was difficult 
to monitor presented lucrative opportunities for corruption, making 
it easier to collect substantial bribes—“facilitation fees”, for example 
on large infrastructure projects or high-technology defence systems; 
Second, the allocation of public procurement contracts through a cor-
rupt system often led to lower quality infrastructure and public services; 
Third, in corrupt systems, businessmen often found that an up-front 
bribe was “required” before an enterprise could be licensed (for exam-
ple) and that afterwards corrupt officials might lay claim to part of the 
proceeds from the investment. Businessmen, therefore, interpreted cor-
ruption as a species of tax—though of a particularly pernicious nature. 
This “tax” diminished the private sector incentive to invest.

More recently, econometric analysis of a panel of 52 middle-income 
countries (Iqbal and Daly 2014) confirmed that government rent- 
seeking activities retarded economic growth, while reduced corruption 
was growth enhancing. Thus the relationship between control of cor-
ruption and government effectiveness will be explored.
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The reasoning behind population density affecting government effec-
tiveness (Moore) also makes sense in the Botswana context; however, it 
has not been possible to gather meaningful time series data on population 
density for the period under consideration, so this will not be explored.

The Model

Based on the foregoing, the model investigated is one where govern-
ment effectiveness in the economy is a function of its mineral depend-
ency, control of corruption, the voice and participation of its citizens, 
regulatory quality and the size of government. It has not been possible 
to secure an adequate set of annual productivity time series, so this vari-
able is not reflected in the model.

Government effectiveness is given by:

where:
GE is government effectiveness, MD is mineral dependency, CC 

is control of corruption, CP is citizen participation, RQ is regulatory 
quality and SG is the size of government.

With respect to the data series used, government effectiveness is rep-
resented by the indicator of the same name published in the Worldwide 
Governance Indicators.9 It captures perceptions of the quality of public 
services, the quality of the civil service and the degree of its independ-
ence from political pressures, the quality of policy formulation and 
implementation and the credibility of the government’s commitment to 
such policies.

Mineral dependency is represented by the share of mining in gross 
domestic product (GDP). The series is calculated using real values of 
mining GDP and total GDP.

(5.1)GEt = αt + β1
MDt + β2

CCt + β3
CPt + β4

RQt + β5
SGt + ε

9See Daniel Kaufmann, Aart Kraay and Massimo Mastruzzi (2010). The Worldwide Governance 
Indicators: A Summary of Methodology, Data and Analytical Issues, World Bank Policy Research 
Working Paper No. 5430. http://papers.ssrn.com/sol3/papers.cfm?abstract_id=1682130.

http://papers.ssrn.com/sol3/papers.cfm%3fabstract_id%3d1682130
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The control of corruption series is taken from Worldwide Governance 
Indicators and reflects perceptions of the extent to which public power 
is exercised for private gain, including both petty and grand forms of 
corruption, as well as “capture” of the state by elites and private interests.

Citizen participation is represented by the voice and accountability 
series in Worldwide Governance Indicators and captures perceptions of 
the extent to which a country’s citizens are able to participate in select-
ing their government, as well as freedom of expression, freedom of asso-
ciation and a free media.

The regulatory quality series is also taken from Worldwide 
Governance Indicators and measures perceptions of the ability of the 
government to formulate and implement sound policies and regulations 
that permit and promote private sector development.

Size of government is represented by government’s share in total GDP. 
The series is calculated using real values of government and total GDP.

Time Series Characteristics of the Data

I first establish whether the data for each of the variables used in the  
government effectiveness Eq. (5.1) has characteristics similar to a random 
walk (i.e. is the first order of integration) as expected. Given that the var-
ious series reflect economic patterns and none of the variables are rates of 
change, the general expectation is that they should all follow or be similar 
to a random walk pattern. To confirm this, I use R-Studio to test for the 
stationarity (order of integration) of each of the variables in the govern-
ment effectiveness equation and for cointegration (a long relationship) of 
this dependent variable with each of the independent variables in Eq. (5.1). 
The stationarity tests used are the Phillips-Perron (PP) and Augmented 
Dickey-Fuller (ADF) unit root tests (e.g. see Banerjee et al. 1993).

Stationarity Tests

The results of the unit root (stationarity) tests on all the variables 
are given in Annex I Table 5.A1, with all variables represented in nat
ural logs. The unit root test statistics in the table are compared with 
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their corresponding critical values at the bottom of the table. For the 
ADF test, a test statistic that is less (more negative) than the critical 
value confirms that the tested values are stationary and the series is 
I(0). Likewise, in the PP test, a value that is less (more negative) than 
the critical value indicates a rejection of the null hypothesis that the 
series has a unit root (rejection of stance that it is non-stationary).  
These comparisons show that both the PP and ADF tests reject sta-
tionarity of each of the series where the values are levels, but confirm 
stationarity of the first differenced values of these series, confirm-
ing that the variables are all integrated of order 1, i.e. I(1). The only 
caveat is with respect to control of corruption where the PP test sug-
gests stationarity of the level (with intercept) at the 5% level of sig-
nificance; however, stationarity of the level is rejected even at 10% 
by the more reliable ADF test and by the Zivot-Andrews test which 
allows for structural breaks in the level or trend of the series or both. 
Since evidence of stationarity was not convincing, the level was dif-
ferenced and stationarity of the differenced control of corruption 
series confirmed. Thus all the variables are confirmed as integrated of  
order 1.

Estimation and Analysis of Results

Having established the order of integration of each variable in the 
model, it is then possible to find out if there is a long-run (cointegrat-
ing) relationship between the dependent variable and any of the inde-
pendent variables in the model. Cointegration confirms the presence of 
a valid long-run relationship between variables. For cointegration to be 
possible, the two variables being tested must be integrated of the same 
order. If there is a cointegrating relationship, then the residuals from the 
relationship can be used to construct a dynamic error correction model, 
where changes in explanatory variables help to explain changes in gov-
ernment effectiveness with the annual adjustment towards long-term 
equilibrium captured by the error correction term.
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Long-Run Relationships and the Government 
Effectiveness Model

When testing the natural log values of all the variables for a long-run  
relationship with government effectiveness, the results showed only 
mineral dependency to be cointegrated with government effectiveness 
at 95% confidence (i.e. 5% significance) in one test and at 90% confi-
dence in two others (Table 5.2). So we can be reasonably confident that 
government effectiveness is cointegrated with mineral dependency. In 
Table 5.2, the Johansen test results (using 2 lags) confirm cointegration 
for government effectiveness and mineral dependency. The Johansen 
test has two forms: the trace test and the maximum Eigen-value test. 
The trace test has the null that the number of linear combinations that 
is cointegrated K = 0, so rejecting the null means there is at least one 
cointegration relationship. In the Eigen test, rejecting the null K = 0 
implies there is just one (it confirms just one) cointegrating relationship. 
As seen in Table 5.2, the Johansen Eigen test confirmed cointegration 
at the 5% significance level, while the Johansen trace test, as well as the 
Phillip-Perron test, confirmed it at the 10% significance level. Thus a 
long-run relationship between government effectiveness and mineral 
dependency is confirmed.

None of the other variables: control of corruption, citizen participa-
tion, size of government or regulatory quality were cointegrated with 
government effectiveness in Botswana. Control of corruption was how-
ever, a significant explanatory variable in the static model, alongside 
mineral dependency, even though it has no cointegrating relationship.

Having determined that there is a long-run relationship between gov-
ernment effectiveness and mineral dependency, Eq. (5.1) was then esti-
mated with only the statistically significant influences on government 
effectiveness being retained. This gave the following static model:

In Table 5.3, the static regression’s coefficient of determination, R2 
suggests that mineral dependency, together with control of corrup-
tion explains about 75% of government effectiveness in the long run. 
The equation standard error of 0.019 supports its overall validity. The 
Durbin-Watson statistic of 2 confirms the statistical independence of  
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the errors (no serial correlation). The t-test determines whether the coef-
ficient for each independent variable is useful—that is whether the vari
able is significant in estimating government effectiveness. The t value for  
each variable needs to be higher than the critical value of t, for this to 
hold. This is the case for both the explanatory variables shown. Mineral 
dependency (or mining dominance) is strongly significant at the 0.1% 
level of significance, while control of corruption (and the constant) is  
significant at the 1% level. The F statistic is used to determine whether 
these results occurred by chance. The F-test shows that this probability, 
p = 0.0000016, is very low—therefore the regression equation is useful  
in estimating government effectiveness.

All explanatory variables are of the expected sign: control of corrup-
tion is positive as expected, since increased control over corruption sup-
ports more efficient resource use and better quality services; and mining 
dominance is positive, implying that Botswana’s government systems 
relied on strong mining income to be effective. As mining’s share in 
GDP declined, however, so did government effectiveness suggesting 
that either (a) government set up systems reliant on mining income 
to be effective (systems where mining’s ample financing of human and 
physical capital accumulation may have compensated for lack of effec-
tiveness in services to the non-mining sector) and where a non-bind-
ing budget constraint may have covered for laxity or (b) government 
restructuring over the years intended to deal with declining mining 
income, resulted instead in reduced government effectiveness; or both.

As all the variables are in natural logarithms, the coefficients shown for 
explanatory variables are elasticities. Taking this into account in interpreting  
impacts, a 10% increase in mineral dependency (other things 

Table 5.3  The long-run government effectiveness model

R2 = 0.75, Adjusted R2 = 0.72, DW = 2.0, S.E. = 0.019, F(2, 16) = 23.65 
p-value = 0.0000016, t-values in parentheses
Significance codes **** = 0.001, *** = 0.01, ** = 0.05, * = 0.1

Government effectivenesst = 1.95 + 0.06 (mineral dependencyt−1) + 0.36 (corrup-
tion controlt) + ε

(3.42)*** (6.59)****                              (3.63)***
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held constant) leads to a 0.6% improvement in government  
effectiveness. Likewise, a 10% improvement in the control of corruption, 
other things held constant, leads to a 3.6% improvement in government 
effectiveness.

A Dynamic Error Correction Model for Government 
Effectiveness

The stored residuals from the cointegrating regression are used as the 
error correction series in a dynamic equation that investigates how 
changes in explanatory variables impact government effectiveness in 
the short run. The error correction specification is said to be one of the 
most efficient dynamic representations in that it encompasses all other 
dynamic specifications (see Engle and Granger 1987).

The error correction term is incorporated in a statistically consist-
ent model that relates annual changes in the Botswana government’s 
effectiveness to annual changes in other variables. By including the 
error correction term (which represents adjustment towards the long- 
run equilibrium), the model links the short-run change in government 
effectiveness to the long-run relationship that exists between govern-
ment effectiveness and mineral dependency. The error correction term 
measures the feedback mechanism—where the long-term relationship 
feeds back into the change in government effectiveness seen each year. 
Thus both short-run and long-run information is provided in the same  
model.

Initially, an over-parameterised equation was constructed, with the 
(stationary) first difference of government effectiveness as the depend-
ent variable and the (stationary) differences of all the other variables in 
Eq. 5.1(with one lag) as explanatory variables. A variable-by-variable 
investigation (including lags), then provided guidance on the appro-
priate selection of variables and lags to be retained in the dynamic 
model. Insignificant variables were deleted. The dynamic model also 
includes a lagged error correction term ECt−1, and a constant term 
and a trend term. R-Studio output for the period 1996–2015 is shown  
in Table 5.4.
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The over-parameterised dynamic equation was simplified in a way 
that improves the goodness of fit of the model so that as variables were 
reduced, model parsimony was achieved. An information criterion 
(the Akaike criterion), which shows progressive model parsimony (as it 
becomes more negative), was used to guide the process. Thus differenced 
variables in the dynamic version of Eq. (5.1) were eliminated and the 
dynamic version of Eq. (5.1) reduced to Eq. (5.2) below where changes 
in government effectiveness are given by the error correction adjustment, 
changes in control of corruption and changes in citizen participation:

Estimates from the regression based on Eq. (5.2) are given in Table 5.4.
The model has a good fit with highly significant explanatory variables 

and a low regression standard error. The Durbin Watson statistic con-
firms that there is no autocorrelation in the residuals.10 The low F-test 

(5.2)�GEt = ect−1 + γ 2�CCt−1 + γ 3�CPt + ε

Table 5.4  Dynamic error correction model for government effectiveness

Note Standard errors are in parentheses; R2 = 0.60, Adjusted R2 = 0.53, SE = 0.02, 
F(3,16) = 8
F-test p-value: 0.0018, DW = 1.2, Akaike criterion: dropped from −129.80 in the 
initial over-parameterised regression to −141.77 in the final model
Significance codes **** = 0.001, *** = 0.01, ** = 0.05, * = 0.1

Regression model Coefficient Standard
error

t-value

Change in government effectiveness as a function of:

Change in control of corruptiont−1 
(lag 1)

0.250 0.122 2.050**

Change in citizen participationt 0.252 0.121 2.000**

Error correction termt−1 (ect−1) −0.800 0.205 −4.076****

10The Durbin-Watson test statistic tests the null hypothesis that the residuals from the regression 
are not autocorrelated. A value near 0 indicates positive autocorrelation, near 2 indicates no auto-
correlation and near 4 indicates negative autocorrelation. For the critical values, the regression has 
no lagged dependent variable, and there is no constant term, so the applicable table by Durbin 
(Farebrother Tables) is used. The lower bound for the dynamic error correction model is 0.694 
while the upper bound is 1.41 at the 1% level of significance. The test statistic of 1.2 is close 
enough to the upper bound that it is acceptable, in this context, not to reject the null, so we can 
conclude that it is likely that there is no autocorrelation.
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probability of 0.0018 confirms that the regression is useful in explaining 
changes in government effectiveness. A plot of the regression residuals 
(see Annex III) does not show growing values over time, confirming 
that there’s no heteroskedasticity.

In the short run, the dynamics in the parsimonious dynamic model 
show that out of all the variables in the initial model (Eq. 5.1) including 
the constant, only changes in control of corruption and citizen partici-
pation influence the change in government effectiveness, while mineral 
dependency has a strong long-term influence. All the variables have the 
expected signs; increasing control of corruption and increasing citizen 
participation as expected by the literature, both lead to improvements in 
government effectiveness. Thus the results show that last year’s decline 
in control of corruption and this year’s decline in citizen voice and gov-
ernment accountability, both lead to a decrease in government effec-
tiveness.11 The combined effect of both the variables and the annual 
adjustment towards long-run equilibrium is to explain 60% of changes 
in government effectiveness.

Of note in the equation is the strongly significant, negative error 
correction term. This term estimates the feedback in the current year 
from last year’s disequilibrium from the long-run government effec-
tiveness relationship. The coefficient gives the speed of adjustment—
which is quite fast. The results suggest that over the course of a year up 
to 80% of last year’s disequilibrium feeds back into the current change 
in government effectiveness guiding it towards the long-run level of 
government effectiveness. The coefficients (elasticities) on the other  
(differenced) terms, on the other hand, provide an indication of short-
run influences on government effectiveness within a given year; with 
a 10% increase in improvements in control of corruption or in citizen 
participation (other things held constant) leading to a 2.5% increase in 
improvements in government effectiveness in each case.

11The literal interpretation given the data used, is that perceived improvements or deterioration in 
government effectiveness are influenced by changing perceptions regarding the control of corrup-
tion and voice and accountability. So if government is able to improve the control of corruption 
and of voice and accountability enough to improve perceptions of both on a sustained basis, this 
will enhance government effectiveness.
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Conclusions and Policy Implications

The results of the analysis establish that mining dominance in Botswana 
has had a long-term influence on government effectiveness, where the 
effectiveness of governance systems has been dependent on strong min-
ing sector receipts. Due to its entrenched reliance on mineral export 
receipts, Botswana has struggled to achieve the type of structural trans-
formation envisaged in its early economic diversification strategies, 
which sought the sustained rapid expansion of non-mining exportable 
goods and services, which would, in turn, generate foreign exchange 
and government revenues after diamonds and significantly reduce  
double-digit unemployment.

Conclusions

The findings in this paper confirm that there is a statistically significant 
underlying relationship between mineral dependency and government 
effectiveness in the long run with the latter relying on the former. In 
the short-term, meanwhile, even though the short-term adjustment 
back towards the long-term mineral dependency relationship domi-
nates, increasing the pace at which improvements are attained in the 
control of corruption and citizen participation (embodied in voice and 
accountability data) also makes a significant contribution, accelerating 
improvements in government effectiveness. Thus while government 
effectiveness in Botswana relied to some extent on mineral receipts in 
the past; going forward, as mineral receipts decline, a rapid pace of 
improvements in control of corruption and voice and accountability 
can help to recoup government’s effectiveness. Put differently, while 
corruption and lack of accountability have hampered government’s 
service delivery and general effectiveness, quickly addressing these two 
main issues will help the government recover its effectiveness even with 
declines in mining receipts.

The dynamic error correction model shows that the influence from 
the preceding year’s mineral dependency feeds back rapidly into cur-
rent changes in government effectiveness on an annual basis as the  
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system adjusts towards the long-run level of government effectiveness. 
In addition, changes in the control of corruption in the preceding year 
and in citizen participation (represented by voice and accountability 
data) in the current year both have a significant and positive impact on 
the improvement or deterioration of government effectiveness. Thus, 
for example, an escalation of the increase in corruption in the previous 
year and of the current year’s decline in citizens’ voice and government 
accountability will each escalate the current year’s deterioration in gov-
ernment effectiveness; and vice versa.

The review of developments in Botswana illustrated how in recent 
years, as mining dominance receded, the absence or mismatch of req-
uisite capabilities, both in government and in the non-mining private 
sector, to sustain development, became more evident. That discussion 
alongside Fig. 5.1 and the charts in Annex III reveal that signs of weak-
ening in government effectiveness have been there since the early 2000s 
after mining’s dominance in GDP passed its peak and again since the 
2007 global crisis. As the buffer of excess mining receipts declined over 
time, government effectiveness followed suit, with weaknesses showing 
up in poor government service delivery, weak implementation and inad-
equate measures to support non-mining private sector development. 
The mining-dominated economic structure has thus worked against sus-
taining the type of government effectiveness required to achieve diversi-
fication goals and sustainable growth.

A more effective government will need to be better equipped to 
implement reforms and programs needed to achieve diversifica-
tion goals, empowering Botswana to produce more and different 
non-mining products. As these products require capabilities (diversi-
fied economies have more capabilities and so are able to make more 
products—see Hausmann 2010), a more effective government will be 
able to achieve visible, meaningful and relevant improvements in the 
quality of education and labour force skills outcomes, given the enor-
mous financial investment (from mineral rents) that has gone into the 
education sector. The fact that Botswana wishes to graduate from the 
“poor economy” model that is dependent on mining because of a lack 
of capabilities in its people, to the model of a middle-income econ-
omy with many capabilities enabling it to produce different and more 
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complex products, means that an effective government has to be able 
to use mineral rents to grow the requisite capabilities in its people— 
capabilities that were initially identified by the World Bank in 1986 
when it noted the country’s over-reliance on expatriate ownership and 
management of enterprise. Such capabilities are needed along value 
chains, to match the productive private sector’s expansion needs and to 
match ongoing advances in technology. Active attention to value chains 
has only just begun three decades after the World Bank report, while 
the approach to addressing capabilities relevant to non-mining industry 
still needs work.

Policy Implications

Declines in government effectiveness have to be reversed; regardless of 
whether or not the mining sector and mining revenues make a come-
back in the future. This requires a shift in internal incentives and moti-
vations. Continued reliance on mining for growth and the financing of 
government, without a correction of the adverse internal incentives, and 
constrained systems and capabilities in government, will mean govern-
ment effectiveness remains elusive. This, in turn, will stifle diversifica-
tion and sustainable growth goals, result in wider income disparities, 
and contribute to youth underemployment and the high level of unem-
ployment overall.

Consideration should be given to correcting incentives faced by 
government officials so that they are in tandem first, with the wel-
fare of economic sectors engaged in the production of exporta-
ble non-mining goods and services, and second with the Botswana 
public they serve. This entails correcting government’s organi-
sational effort so that it is directed at the relevant non-mining 
private sector growth and development; strengthening and safe-
guarding accountability systems and re-strengthening management 
and operational systems to counter the adverse effects of mining  
dependence (see Annex II for details).
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On control of corruption, given that Botswana’s global rankings 
are now at the lowest levels seen since 2003, beefing up the capacity, 
authority, trustworthiness and effectiveness of anti-corruption systems 
and entities (covering both prevention and cure of corruption), is par-
amount. The government also needs to be seen to act on perceptions 
of corruption and to visibly enforce penalties for bribery, rigged pro-
jects and failure to comply with the required international best practice. 
This could have a sizable positive impact on the government’s effective-
ness and therefore on the quality of governance. It is no longer enough 
for Government to just say it has zero tolerance for corruption; it has 
to be seen to consistently demonstrate and enforce zero tolerance for 
corruption.

Even more than the control of corruption, Botswana’s voice and 
accountability rankings dropped dramatically after 2004. Government 
effectiveness will also benefit by speeding up measures to improve citi-
zen participation. This will entail measures to protect the robustness of 
democratic institutions and the independence of the three arms of gov-
ernment; it will require practices that acknowledge public concerns and 
enhance public trust in election systems and a government that shows 
leadership in actively and openly supporting freedom of expression, 
freedom of association and a free media.

For human capital investments by government to be relevant and 
effective, they need to visibly enhance productivity, skills and capabil-
ities in the labour force. The Botswana government has to be able to 
address the capabilities gap in the existing labour force directly, through 
industry-based training of firms. The requisite capabilities needed now 
have to be developed by doing, not behind a classroom desk: for exam-
ple, (a) setting up modern model factories or model firms and using 
them to train practitioners in the sector and along value chains and 
(b) facilitating the adoption of new approaches and technologies and 
adapting competitive technologies jointly with relevant private sector 
entities.

All the above measures would help to strengthen government effec-
tiveness and do so in a more sustainable manner than continued reli-
ance on mineral receipts.
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Annex I

Table 5.A1  Unit root tests for order of integration
Variable
(natural logs)

ADF 
statistic
(level)

ADF statistic
(1st diff.)

Phillips-Perron
statistic (level)

Phillips-Perron
statistic (1st diff.)

Variable’s 
order
of 
integration

Government 
Effectiveness vs:

−2.2244 −3.4559*** −2.3829 −3.4379b** I(1)

Mineral dependency
(real mining GDP/

real GDP)

−2.3841 −2.1224** −2.2414 −5.0110*** I(1)

Size of government
(real govt. GDP/real 

GDP)

−2.2816 −2.9279*** −2.4831 −4.4360*** I(1)

Control of 
corruption

−1.4397 −3.0823*** −3.1489** −7.3555*** I(1)

Regulatory quality −3.1871 −2.6221** −1.8795 −3.8082** I(1)
Citizen participation
(voice & 

accountability)

−2.0390 −3.2403*** −2.3584 −4.6300*** I(1)

Critical values at 5%: −3.60 −1.95 −3.67 −3.04b/−3.69c

Note Sample: 1996–2015, 2 lags; For the ADF lag selection is achieved according 
to the Akaike “AIC” or the Bayes “BIC” information criteria with the best result 
shown in this table
Key for superscripts c denotes “with constant” (intercept), t denotes “with 
trend”, b denotes “with both constant and trend”
Significance codes *** = 0.01, ** = 0.05, * = 0.1

Table 5.A2  Cointegrating regressions for government effectiveness
Cointegrating regression for Model 1 (mineral dependency)

Government effectiveness = 0.055 (mineral dependency) + 4.07
(0.02)                                         (0.06)

R2 = 0.35, F(1,18) = 10, t(mineral dependency) = 3.12 (significant at 1%), constant  
significant at 0.1%, DW = 1.32

Cointegrating regression for Model 2 (mineral dependency and control of corruption)

Government effectiveness = 0.086 (mineral dependency) t−1 + 0.46 (control of corruption) + 1.95
(0.01)                                           (0.13)                                         (0.57)

R2 = 0.75, F(2,16) = 23, t(mineral dependency) = 6.59 (significant at 0.1%), t(control of 
corruption) = 3.63 (significant at 1%), constant significant at 1%, DW = 2.06
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Note In Model 1, the Durbin-Watson statistic of 1.3 falls above the upper bound 
of 1.147 in the Savin and White (DW) tables at the 1% significance level. This 
confirms that there is no autocorrelation in the residuals. Model 2 results for the 
Johansen (vector cointegration) procedure confirmed cointegration only at the 
10% level of significance for the trace type test with a linear trend and shift 
correction. Model 1 had stronger cointegration results and so it is treated as the 
valid cointegrating regression and its residuals are used in the error correction 
model. When model 2 residuals were substituted in the error correction model, 
the model test results were similar

Model 2:  Values of Johansen test-statistic (bold) and critical values of test

Test 10pct 5pct 1pct

r <= 1 6.29 5.42 6.79 10.04
r = 0 15.15 13.78 15.83 19.85

Annex II: Policy Implications—Details

Correcting incentives faced by Government officials through 
accountability

The fortunes (welfare) of government officials and politicians 
should move in tandem with those of the Botswana they serve:

•	 An adverse economic climate for people in the non-mining 
sector should correspond to an adverse “economic climate” for 
public servants.

•	 Losses and waste of public resources impact Botswana nega-
tively; they should impact the responsible parastatals, officials 
and ministers in public agencies, likewise.

•	 Non-performance and poor service delivery by the public sector 
impacts Botswana negatively; they should impact the responsi-
ble parastatals, ministers, managers and officials likewise.

•	 Loopholes and corruption impact Botswana negatively; they 
should impact the responsible parastatals, ministers, managers, 
officials and politicians likewise.
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Correcting Government’s organisational effort

Organisational effort should be directed at domestic non-mining 
business sector growth and development:

•	 Ministry, Central Bank and other Parastatal efforts should focus 
as much on improving the welfare of Botswana by growing the 
domestic business sector as on attracting foreign investors;

•	 Develop firm capabilities and more products. Focus to date has 
been on competitiveness policy, which is about improving the qual-
ity of what already exists—but if you don’t have much by way of 
products to start with, then part of the mileage you would get out of 
a competitive environment is lost. In Botswana it is clear that more 
non-mining products are needed. Attention is being given to min-
eral beneficiation, however, given the poor connectedness of min-
ing to the non-mining economy, the standard corrective measure of 
adding value to the raw materials—though beneficial, is not enough 
to diversify the economy. Mining has limited linkages and limited 
downstream scope. Progress in diversification beyond mining can 
be made by advancing in repeated short spurts to other products 
similar to or associated with those non-mining products already 
produced, along a well-defined value chain (Norway, Australia and 
Chile provide examples). Government has to be committed to pro-
viding the public inputs and unbiased price environment needed to 
support non-mining production and to build relevant capabilities in 
the current working population (not just in students). Innovation 
should be used to accumulate and enhance relevant capabilities use-
ful for the diversification program looking forward.

•	 Ensure microeconomic policies target and serve local businesses 
efficiently—not just mining and foreign investors.

•	 Ensure macroeconomic policies are appropriate to non-mining 
private sector growth (avoid Dutch Disease tendencies).

Strengthening and safeguarding accountability systems 

•	 Use technical team decisions for high-cost expenditure activities 
and remove discretionary powers and veto powers of senior offi-
cials and ministers.
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•	 Reinstate the appropriate checks and balances to counter 
rent-seeking and enforce them.

•	 Eliminate personal and institutional conflicts of interest and take 
immediate corrective action to remove such conflicts when they arise.

•	 Act in response to perceptions of corruption (for example, by 
suspending officials who are being investigated). This is essen-
tial because perceptions of corruption that are not acted on 
embolden those that are already corrupt and attract more cor-
rupt agents; as much as confirmed corruption itself does.

•	 Implement best practice used in comparable countries without 
qualifying and amending to maintain status quo.

Strengthening management and operational systems

•	 Build stronger managers. Have formalised compulsory manage-
ment training of top global ranking, for current and upcoming 
managers (including Ministers if they are expected to manage), 
track and systemise the use of skills taught and rebuild stronger 
program and project management systems. Efficient and effec-
tive project and program management and implementation are 
critical. Efficiency monitoring is also important to avoid waste 
and the dissipation of resources and efforts, on low priority, low 
impact spending.

•	 Do not allow complacency to weaken or remove systems that 
work; or to remove or ignore checks and balances. For exam-
ple, in the past use of social cost-benefit analysis where possible 
was mandatory, to assess expected project impacts on output/
GDP or public welfare and prioritise efforts and procurement 
around the highest impact projects. While this is a critical task, 
it is no longer mandatory. However, the return on government 
spending must be measured, and consistently improved—a 
challenge—but especially critical.

•	 Build systems and know-how within government, for private sec-
tor development. The World Bank Group’s International Finance 
Corporation (IFC) has numerous systems and mechanisms 
geared to this very purpose and could be a valuable partner in 
developing government officials’ capabilities in this regard.
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•	 Safeguard and perpetuate institutional memory. Accumulated 
knowledge resides in the heads of employees; once they go that 
knowledge is lost forever unless safeguards address this. Many 
corporations and countries use people who excelled in a given 
job, or in the same type of work, to serve on a fixed contractual 
basis as Advisors and mentors to new management incumbents, 
in order to pass on knowledge, avoid costly mistakes and sustain 
institutional memory. A post-contract bonus can be depend-
ent on how well the incumbent delivers over the year after the 
Advisor leaves. Government systems have to be well entrenched 
and robustly structured—enough to ensure that newcomers 
do not drop the ball or reinvent the wheel due to ignorance of 
internal systems and processes, the rationale behind them and 
of past lessons. A new generation of officials is entering the civil 
service (as the first two generations leave or retire)—and maybe 
consideration should be given to requiring A or B grades on a 
compulsory civil service best-practice exam for incumbents and 
new entrants.

Annex III: Charts of Variable Levels
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Charts of Model Residuals
Cointegration model

Dynamic error correction model



5  Governance in the Mineral Dependent Economy …        185

References

Acemoglu, D., Johnson, S., & Robinson, J. (2003). An African Success Story: 
Botswana. In D. Rodrik (Ed.), In Search of Prosperity: Analytic Narratives on 
Economic Growth (pp. 80–119). Princeton: Princeton University Press.

Banerjee, A., Dolado, J., Galibraith, J. W., & Hendry, D. F. (1993). 
Cointegration, Error-Correction, and the Econometric Analysis of Non-
stationary Data. Oxford: Oxford University Press.

Beaulier, S., & Subrick, R. (2006). The Political Foundations of Development: 
The Case of Botswana. Constitutional Political Economy, 17(2), 103–115.

Botswana Institute of Development Policy Analysis, BIDPA. (2004). Public 
Sector Reforms. Gaborone: Botswana Institute of Development Policy 
Analysis, BIDPA.

Collier, P. (2011, March 28–30). Role of the State in Natural Resources 
Exploration and Exploitation. Paper presented at Natural Resource 
Management in Sub-Saharan Africa: Consequences and Policy Options 
for Africa, African Economic Research Consortium Senior Policy Seminar, 
Maputo.

Elbadawi, I. A., & Kaltani, L. (2007). The Macroeconomics of Oil Booms: 
Lessons for SSA. Washington, DC: Development Economic Research Group, 
World Bank.

Elbadawi, I. A., & Nandwa, B. (2011). Managing Savings/Investment Decisions 
in Resource-rich Countries. United Arab Emirates: Economic Policy and 
Research Institute.

Engle, R. F., & Granger, C. W. J. (1987). Co-Integration and Error 
Correction: Representation, Estimation, and Testing. Econometrica, 55(2), 
251–276.

Garcia-Sanchez, I. M., Cuadrado-Ballestros, B., & Frias-Aceituno, J. (2013). 
Determinants of Government Effectiveness. International Journal of Policy 
Administration, 36(8), 567–577.

Goldscheid, R. (1917). Staatssozialismus odor Staatskapitalismus [State 
Socialism or State Capitalism]. Vienna: Brüder Suschitzky.

Harvey, C., & Lewis, S. R., Jr. (1990). Policy Choice and Development 
Performance in Botswana. London: Macmillan in Association with the 
OECD Development Centre.

Hausmann, R. (2010). Diversification: Why and How? Available via https://
www.imw.fraunhofer.de/content/dam/moez/de/documents/Knowledge_
Economy_Forum_9.pdf. Accessed 12 Oct 2011.

https://www.imw.fraunhofer.de/content/dam/moez/de/documents/Knowledge_Economy_Forum_9.pdf
https://www.imw.fraunhofer.de/content/dam/moez/de/documents/Knowledge_Economy_Forum_9.pdf
https://www.imw.fraunhofer.de/content/dam/moez/de/documents/Knowledge_Economy_Forum_9.pdf


186        I. M. Mannathoko

Hillbom, E. (2008). Diamonds or Development: A Structural Assessment of 
Botswana’s Forty Years of Success. Journal of Modern African Studies, 46(2), 
191–214.

Iimi, A. (2006). Did Botswana Escape from the Resource Curse? International 
Monetary Fund. Available via http://www.imf.org/external/pubs/ft/
wp/2006/wp06138.pdf. Accessed 10 July 2009.

IMF. (2013a). Botswana: 2013 Article IV Consultation. Washington, DC: 
International Monetary Fund.

International Monetary Fund. (2013b). Botswana Article IV Consultation (IMF 
Country Report No. 13/296). Washington, DC: International Monetary 
Fund.

Iqbal, N., & Daly, V. (2014). Rent-Seeking Opportunities and Economic 
Growth in Transition Economies. Journal of Economic Modelling, 37(C), 
16–22.

Jaimovich, E., & Rud, J. P. (2009). Excessive Public Employment and Rent-
Seeking Traps. Collegio Carlo Alberto. Available via http://www.carloalberto.
org/assets/working-papers/no.118.pdf. Accessed around July 2014.

Lange, G.-M., & Wright, M. (2002). Sustainable Development in Mineral 
Economies: The Example of Botswana. CEEPA. Available via https://agecon-
search.umn.edu/bitstream/18019/1/dp020003.pdf. Accessed 3 Mar and 23 
May 2014.

Leith, J. C. (2000, June 6–8). Why Botswana Prospered. Paper presented 
at Canadian Economics Association Thirty-Fourth Annual Meetings, 
University of British Columbia, Vancouver.

Leith, J. C. (2005). Why Botswana Prospered. Montreal and Kingston: McGill-
Queen’s University Press.

Magosi, E. (2006). Botswana Develops a Strategy for Better Delivery. Service 
Delivery Review, 4(3), 78–80.

Mauro, P. (1997). Why Worry About Corruption? Economic Issues 6. 
Washington, DC: International Monetary Fund.

Modise, M. D. (1999). Managing Mineral Revenues in Botswana. In J. Mayer, 
B. Chambers, & A. Farooq (Eds.), Development Policies in Natural Resource 
Economies. New York and Geneva: UNCTAD and Edward Elgar.

Modise, M. D. (2000, November 7–9). Management of Mineral Revenues: The 
Botswana Experience. Paper presented at UNCTAD Workshop on Growth 
and Diversification in Mineral Economies, in Cape Town.

Moore, M. (2004). Revenues, State Formation and the Quality of Governance in 
Developing Countries. Brighton, UK: Institute of Development Studies at 
the University of Sussex.

http://www.imf.org/external/pubs/ft/wp/2006/wp06138.pdf
http://www.imf.org/external/pubs/ft/wp/2006/wp06138.pdf
http://www.carloalberto.org/assets/working-papers/no.118.pdf
http://www.carloalberto.org/assets/working-papers/no.118.pdf
https://ageconsearch.umn.edu/bitstream/18019/1/dp020003.pdf
https://ageconsearch.umn.edu/bitstream/18019/1/dp020003.pdf


5  Governance in the Mineral Dependent Economy …        187

Moore, M., Leavy, J., Houtzager, P., & White, H. (1999). Polity Qualities: 
How Governance Affects Poverty. The Institute of Development Studies at 
the University of Sussex. Available via https://opendocs.ids.ac.uk/opendocs/
handle/123456789/3422. Accessed 30 Aug 2014.

Mpabanga, D. (1997). Constraints to Industrial Development. In J. S. Salkin, 
et al. (Eds.), Aspects of the Botswana Economy Selected Papers (pp. 369–387). 
Oxford: James Currey.

OECD. (2000). Reducing the Risk of Regulatory Failure: Challenges for 
Regulatory Compliance. Available via http://www.oecd.org/regreform/regula-
tory-policy/1910833.pdf. Accessed around July 2014.

Owusu, F., & Samatar, A. I. (1997). Industrial Strategy and the African State: 
The Botswana Experience. Canadian Journal of African Studies, 31(2), 
268–299.

Parulian, F. (2013). Sustaining Growth and Enhancing Economic 
Diversification in Botswana, in IMF Country. Report No. 13/296. 
International Monetary Fund, Washington, DC.

Raphaeli, N., Roumani, J., & MacKellar, A. C. (1984). Public Sector 
Management in Botswana: Lessons in Pragmatism. World Bank. Available via 
http://documents.worldbank.org/curated/en/656071468767953036/pdf/
multi-page.pdf. Accessed 3 June 2008.

Samatar, A. I. (1999). An African Miracle: State and Class Leadership and 
Colonial Legacy in Botswana Development. Portsmouth: Heinemann.

Schumpeter, J. A. (1954). English translation In Hickel (1976) of “The Crisis 
of the Tax State” written in 1918. International Economic Papers, 4, 5–38.

https://opendocs.ids.ac.uk/opendocs/handle/123456789/3422
https://opendocs.ids.ac.uk/opendocs/handle/123456789/3422
http://www.oecd.org/regreform/regulatory-policy/1910833.pdf
http://www.oecd.org/regreform/regulatory-policy/1910833.pdf
http://documents.worldbank.org/curated/en/656071468767953036/pdf/multi-page.pdf
http://documents.worldbank.org/curated/en/656071468767953036/pdf/multi-page.pdf


189

Introduction

The lack of financing mechanisms and technological progress has left many 
developing countries unable to sustain and expand their capabilities to set 
successful industrialisation schemes in motion. This problem is more acute 
in sub-Saharan Africa (SSA), owing to (1) a shortage of capital for manu-
facturing and technological build-ups, (2) a relatively low-level human cap-
ital development and (3) a production process highly focused on primary 
commodities—consequences of abundant natural resources (UNECA 
2011). Industrialisation appears not only to have bypassed the African con-
tinent, but there is also evidence of deindustrialisation in the region (Wells 
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and Thirlwall 2003). Inasmuch as manufacturing (exporting) firms have 
to incur substantial upfront costs that cannot be funded out of their cash 
flows or accumulated reserves (Chor and Manova 2010), SSA firms’ ease of 
access to external capital is necessary for the development, production and 
export of manufactured goods to sustain the development process.

Export promotion agency (EPA), a structure implementing a wide range 
of policies promoting manufacturing and exports, has gained traction in 
policymaking around the world. By 2011, as many as 116 countries had 
already established EPAs to cope with issues such as a lack of capital and 
export-related supports to (prospective) exporting firms. Some promote 
specific industries while others provide targeted loans and matching grants 
(Spence 2008). Some offer guarantees and insurance to export-oriented 
firms to bolster their creditworthiness in the private market (Belloc and 
Di Maio 2011); while others play a crucial role in easing market tensions 
particularly when credit is limited or traditional lending channels adopt 
stricter standards by making smaller loans with widened interest spreads, 
higher collateral and shorter maturities. Many offer protection against 
credit, political, country and legal risks by allowing exporters to access 
buyers in environments marked by heightened systemic and counterparty 
risks. With export-related risks insured, lenders should be more willing to 
increase borrowers’ credit limits and relax financing conditions.

By the turn of 2011, at least 28 SSA countries had implemented an 
EPA and made it an integral part of their strategy to boost their man-
ufacturing sector. Whether the policy has slowed down deindustrial-
isation in SSA by increasing production and export of manufactured 
goods remains an inquiry of empirical interest. We believe this is an 
important policy question for the SSA region, which has tradition-
ally stagnated in terms of industrialisation and manufacturing exports. 
Trade promotion policies aimed at enhancing the manufacturing sector 
should have broad impacts on manufacturing value added (MVA) as a 
per cent of GDP and exports related outcomes.

Despite interests shown by policymakers in the many functions 
of EPAs, the link between EPAs and the manufacturing sector’s per-
formance is yet to be investigated. This study intends to fill this gap by 
addressing two related questions: first, has EPAs’ policy of targeting the 
manufacturing sector been successful at slowing down deindustriali-
sation in SSA and second: Are SSA’s Export Promotion Zones (EPZs)  
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more effective in EPA countries? We hypothesise that if EPAs enable 
SSA’s firms to foray into foreign markets, this should be reflected in these 
countries exports performance. Equally, if EPAs are successful in slow-
ing down the deindustrialisation of the region, this should be observed 
in the manufacturing sector value added as well as in manufacturing as a  
per cent of GDP. Addressing these questions may help facilitate the craft-
ing of policy interventions mitigating the effects of deindustrialisation and 
may also help evaluate the effectiveness of EPAs as an industrial policy.

We analyse the effect of EPA on SSA countries in general; next, employ-
ing synthetic control methods, we use the case of South Africa to illustrate 
the effect of the policy on deindustrialisation and export outcomes. We 
find that MVA as a per cent of GDP grows significantly as a result of EPAs 
implementation. In particular, MVA as a share of GDP is about 7.5% 
higher for South Africa compared to its synthetic counterpart. EPAs appear 
to play a vital role, at least, in stemming the deindustrialisation process 
in SSA. The results have several policy implications in terms of providing 
financial and human resources for these entities in countries where the pol-
icy has already been adopted and for its adoption in countries without the 
agency while industrialisation and exports are weak. A well implemented 
EPA in such countries could help boost both manufacturing and exports.

The remainder of the paper is organised as follows. “Literature Review: 
SSA, EPAs and Deindustrialisation” reviews the extant literature. “Data 
Analysis” discusses our approach to the data along with some descrip-
tive statistics. “Empirical Specification” presents our methodological 
approach. “Results” discusses the empirical results, while “Conclusion 
and Policy Recommendations” concludes with policy implications.

Literature Review: SSA, EPAs 
and Deindustrialisation

EPA,1 an outward-looking export-oriented policy set up in advanced 
economies in the wake of the creation of the International Trade Centre 
(ITC) in the mid-1960, has been adopted in many SSA countries  

1Often referred to as Trade Promotion Organisation (TPO)



192        I. Marcelin and M. Nanivazo

with the stated objectives of providing vital services and resources to 
(potential) manufacturing and exporting firms to increase manufactur-
ing exports, employment, growth and macroeconomic performance.  
To succeed internationally, industrial firms need to sharpen their busi-
ness and marketing skills, learn about market environments, business 
opportunities, quality and costs control and production efficiency. 
Weaknesses in these areas may amplify losses in the manufacturing sec-
tor. Keesing and Singer (1991) underscore that manufactured products 
for export to developed countries are generally quite different from any-
thing produced for local markets and that exporters need to meet buy-
ers’ specifications and exported goods need to be ready for end users.

Through EPAs, recipient firms are provided with (1) export ser-
vice programs (seminars for potential exporters, export counselling,  
how-to-export handbooks and export financing) and (2) market devel-
opment programs, such as dissemination of sales leads to local firms, 
participation in foreign trade shows, preparation of market analysis 
and export letters (Kotabe and Czinkota 1992; Lederman et al. 2010). 
While EPAs have been pursued in some SSA countries, there has been a 
significant decline in industrialisation in the region marked by stagger-
ing economic losses in terms of employment and outputs, plants shut 
down and disappearance of industries in these economies. Behind this 
decline lurks the question of whether EPAs can effectively reverse the 
deindustrialisation process.

Kotabe and Czinkota (1992) lament the limited empirical evidence 
available on the appropriateness of public assistance to exporters and 
how adequately state export promotion activity is allocated among firms 
in different stages. Pangestu (2002) advocates for the economic case of 
government intervention, which rests on the need to correct for mar-
ket failures resulting from externalities, missing markets or other market 
failures while taking into account potential spillovers on other sectors 
in the economy. Spence (2008) recommends that (1) export promo-
tion programmes (EPPs) should be temporary, (2) evaluated critically 
and quickly abandoned should they underachieve the expected results 
and (3) remain agnostic about which industries to promote. The author 
agrees with Bhagwati (1988) and Nogués (1990) who assert that EPAs 
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are not a superior substitute for other key supportive ingredients, such 
as education, infrastructure and responsive regulations.

There is a broad agreement that government intervention in export 
promotion is due to asymmetric information problems as well as other 
market failures. These include externalities associated with the gather-
ing of foreign market information on consumer preferences, business 
opportunities, quality and technical requirements, which private firms 
will not share with competitors (English and Wulf 2002; Gil et al. 
2008; Lederman et al. 2010; Belloc and Di Maio 2011). In an earlier 
study, Panagariya (2000) argues that adverse selection and moral hazard 
problems can lead to thinning of the market for credit insurance but 
that is not a case for government intervention. Pangestu (2002) argues 
that industrial policy often has multiple objectives, including short-term 
employment, increased output, more even income distribution, more 
equal regional distribution of economic activity and enhanced techno-
logical capacity. Chor and Manova (2010) highlight that in response to 
limited export opportunities, manufacturing plants around the world 
have scaled down production and employment.

Whereas Martincus et al. (2012) state that EPAs are better endowed 
in terms of personnel specialised with marketing expertise and are, 
therefore, a priori, in a better position to alleviate the specific informa-
tion problems associated with exports of new products; Keesing and 
Singer (1991) argue that in developing countries with no more than 
partly satisfactory policies towards manufactured exports; EPAs manned 
by public officials have nearly always proved unsatisfactory in provid-
ing practical information, assistance and support services for expanding 
manufacturing exports. While Trindade (2005) and Mah (2011) note 
that South Korea has achieved significant economic progress, raising 
its economic stature from one of the most impoverished nations to an 
advanced economy because the Korean government has provided many 
types of export incentives to various industry sectors; Stein (1992) 
underscores that exports in Africa were hurt by the absence of subsidies 
that would offset the incentives to sell in protected domestic markets; 
and that the future of Africa will require some form of industrialisation 
to augment living standards.
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Export Processing Zones (EPZs) and Deindustrialisation

Export Processing Zones (EPZs) are policy arrangements whereby 
exporting firms locate their manufacturing plants inside an in-bond, 
common physical space and benefit from a set of fiscal incentives in 
exchange for their commitment to produce and/or transform goods for 
the external market (Melo 2001). EPZs or Free Trade Zones (FTZs) 
and other forms of Special Economic Zones (SEZs) are demarcated 
geographical areas within a country’s national boundaries where the reg-
ulation of firms’ activities and the dedicated policies are differentiated 
from those applied to firms outside the zone, and designed to creating 
a policy environment and associated infrastructures that are exporter 
friendly, for both domestic and foreign producers (Farole 2010). 
Although Di Maio (2009) argues that EPZs often have a positive effect 
on exports, Rodrik (2004) warns that when the policy fails to effectively 
boost exports, it can be characterised as a “silly policy” consisting in 
subsidising foreign investors through transfers from poor countries’ tax-
payers to rich countries’ shareholders.

Studying the effects of EPZs for a set of African countries, Helleiner 
(2002) reports that the policy was not an important contributor to 
non-traditional export success, except in the dramatic case of Mauritius 
where its contribution was dominant and influent. The author argues 
that other constraints evidently limited EPZs’ attraction to inves-
tors in four other African countries, each of which experimented with 
EPZs (albeit somewhat hesitantly) with, at least so far, only very lim-
ited effect. Similarly, English and Wulf (2002) find that attempts to 
use EPZs in Africa have, except in Mauritius, been much less success-
ful than elsewhere due to Africa’s lack of adequate infrastructure and 
services to support the business community. Nevertheless, the authors 
argue that where countrywide reforms are difficult to implement, EPZs 
can be a useful instrument in the development arsenal of governments. 
They can confront large reform agendas since they only create the pre-
conditions for efficient export production in a small geographic region, 
as opposed to pursuing reforms and undertaking investment on an 
economy-wide basis. Belloc and Di Maio (2011) point out that EPZs 
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are a viable (second best) policy in the presence of economy-wide weak-
nesses but impediments to national policies.

Fiscal Incentives Through EPAs

EPAs are ubiquitous and through them most governments intervene 
with policies ranging from providing infrastructure support to offer-
ing direct export subsidies, such as reduced tax rates to exporting firms 
earnings, favourable insurance rates, advantageous financial conditions 
or variations in the exchange rate (Belloc and Di Maio 2011). Most 
SSA countries incorporate fiscal incentives in their industrial policy 
toolkit. Other incentives operate through tariffs, export subsidies, quo-
tas and other non-tariff barriers (UNECA 2011).

Kenya and Malawi have utilised EPZs as a key industrial instrument 
by reducing or eliminating taxes on manufacturing bonds (Belloc and 
Di Maio 2011). Other successful fiscal incentive schemes for industrial 
development in SSA include the experiences of Lesotho, South Africa, 
Ghana and Kenya. Specifically, UNECA (2011) states that looking at 
its geographical and economic conditions, one would conclude that 
Lesotho is condemned to stay out from international trade; however, 
government intervention made a difference in this situation when, in 
the early 2000s, it took a series of actions to support the industriali-
sation of the apparel sector including providing subsidies for starting 
new firms. Appendix presents some SSA countries, which have imple-
mented tax exemptions and deductions schemes to support exporting/ 
manufacturing firms.

EPAs, Access to Finance and Manufacturing Expansion 
in SSA

One of the most fundamental roles of EPAs in industrial development 
involves facilitating industrial firms’ access to external finance: The 
most significant hurdles facing many manufacturing firms, highly cap-
ital and external finance dependent. Obtaining external finance allows  
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these firms to acquire fixed assets and technology necessary to operate 
and grow. Lack of finance is a more pointed problem in SSA where 
financial markets are underdeveloped and credit is rare and costly. 
Nonetheless, EPAs are set with the stated objective of promoting for-
eign trade and alleviating financial sector constraints in providing nec-
essary financial products to domestic firms involved in foreign trade 
(Chauffour et al. 2010).

English and Wulf (2002) emphasise that export finance is a major 
inhibitor to exports in many low-income countries. Belloc and Di 
Maio (2011) note that one of the most important obstacles to indus-
trial development is a weak financial market, in which producers may 
face credit constraints and experience difficulties in finding neces-
sary resources to finance investment. Thus, by facilitating financing to 
manufacturing firms, SSA’s EPAs may play an important role in sustain-
ing industrialisation since commercial banks in the region have a pro-
pensity to steer away from financing many types of activities. Malouche 
(2009) finds that (1) in Sierra Leone commercial banks prefer to invest 
in government securities and (2) in Ghana most institutions providing 
export finance tend to be undercapitalised, while (3) in Kenya, Ghana 
and South Africa, exporters seem to be most constrained by reasons 
related to the method of payment used, industry and firm’s size. Thus, 
SSA’s EPAs may play an important role in mediating trade and supplier 
credits and working capital financing for manufacturing activities.

When credit is tight or unavailable, industrial firms may find it diffi-
cult to maintain their operations and may, therefore, curtail their pro-
duction, further hindering their export capabilities, employment and 
growth. Tight credit markets imply that capital intensive firms may 
face increasing interest payments, thus limiting their ability to replace 
industrial depreciation and making it more difficult to sustain their 
growth. As a result, those firms would more likely miss their produc-
tion and export targets. Government financial supports to manufac-
turers and exporters include direct subsidies or facilitating access to 
financing industrial investment and production which take the form of:  
(1) subsidising exporting firms’ borrowing costs, (2) providing credit insur-
ance coverage to manufacturers to access private credit markets and/or  
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(3) providing direct financial assistance to (potential) exporting firms. 
However, UNECA (2011) points out that subsidised export financing 
has given rise to a number of disputes in the WTO, including cases 
against developing countries.

One of the reasons often cited for the government to intervene in 
easing financial constraints for manufacturing firms includes agency 
problems, pervasive in incomplete markets. Belloc and Di Maio (2011) 
argue that in the absence of perfect capital markets, the private cost of 
capital may turn out higher than the social one, and private risk eval-
uation by firms may be distorted; thus, government interventions may 
be aimed at subsidising credit and competition in the credit market in 
the former case, and facilitating information transmission and providing 
credit insurance in the latter. English and Wulf (2002) maintain that 
although ensuring the availability of trade finance is a matter that needs 
to be left to the private sector, governments can use various mechanisms 
to promote access to finance, especially for smaller firms. However, 
Chauffour et al. (2010) claim that EPAs can potentially undermine 
the development of the financial sector. They argue that the presence 
of such institutions may discourage private banks from developing 
export-related financial products or may delink certain types of activi-
ties or borrowers from the commercial banking system if their influence 
becomes large.

In addition, the prospects for manufacturers’ supply expansion may 
be limited by the lack of finance or the inexistence of market mecha-
nisms allowing the creation of financial products through which 
market participants would show commitments for long-term financing.  
We hypothesise that the present allocation of investible funds in SSA 
may not have facilitated the expansion of manufacturing firms into 
foreign markets and that EPAs’ financing facilities for manufacturers 
should have a positive impact on industrialisation. Consequently, our 
theory is that SSA industrialisation is not independent of credit availa-
bility and its costs in the region; and the decline in SSA industrialisation 
may be a reverberation of limited access to finance; thus, SSA’s EPAs 
should positively contribute to redress these failures; and this contribu-
tion can be captured in MVA and manufacturing as a per cent of GDP.
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EPAs, Insurance and Market Expansion

Export credit insurance is perhaps one of the most fundamental func-
tions performed by EPAs: A function that is likely to have important 
impacts on industrialisation. EPAs shield exporting firms by afford-
ing them insurance or protection against losses arising from default, 
insolvency and bankruptcy of their foreign buyers. This is particularly 
important given that buyers and sellers in international trade are of dif-
ferent jurisdictions and legal regimes and that the seller’s judicial sys-
tem has no jurisdiction on the buyer to enforce compliance with sale 
agreement or payment of merchandises purchased and delivered by the 
seller, i.e. to coerce an international buyer tempted to renege on import 
contracts.

Moreover, where business and country risks are covered through 
EPAs, manufacturers may have easier access to bank financing. Another 
important effect may be the reduction in volatility of manufacturers’ 
cash flows making their capital budgeting and financial forecast more 
reliable and the financing of their industrial expansion less uncertain. 
EPAs offer, inter alia, (1) insurance against war, social unrest, currency 
inconvertibility and exchange rates volatility; this protection extends to 
deferment of payments and payment collection and (2) insurance for 
banks in providing working capital and finance exports to manufactur-
ers. Deferment of payments is a corollary of lags between payments and 
period freight resulting in a need for working capital financing—a char-
acteristic of competitive markets where the exporter is unable to request 
pre- or down payments from their international buyers. In this regard, 
to avoid depletion of cash, and/or interruptions in operations, export-
ers can mobilise funding either directly through financial institutions or 
through EPAs’ direct subsidies or serving as guarantor of claims arising 
from foreign export sales.

When credit risk is insured, internationally oriented SMEs with lim-
ited collateral should have easier access to capital to support their pro-
duction targets. Protection against credit, political, country and legal 
and counterparty risks allows domestic industrials to access markets, 
which were either unappealing or inaccessible, thus boosting industrial 
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production and export capacities. Therefore, through EPAs, the public 
sector fulfils a basic function required by entrepreneurs: That of reduc-
ing risk in the investing environment; and more importantly, in this 
case, this function is operational across borders. Clearly, an EPA has the 
potential to serve as an industrial incubator, especially, in countries with 
backward financial markets.

Data Analysis

To estimate the effects of EPAs on manufacturing exports, we collect 
data from various sources. The main dataset is the World Development 
Index (WDI), tabulated by the World Bank. All of the macro vari-
ables are extracted from the WDI from 1960 through 2012. Initial 
data on EPAs collected from Lederman et al. (2010) are updated using 
data from the ITC. The ITC provides a wealth of data on every coun-
try with an EPA or a TPO including the coordinates of the agency’s 
representatives.2 Gabon appears to have implemented the first EPA 
(POMOGABON) in SSA in 1964 followed by Ghana, Burkina Faso 
and Nigeria in the 1970s. One of the main challenges to evaluating the 
impacts of those early EPAs is that data availability over these periods is 
very precarious. Table 6.1 presents two groups of countries (1) with and 
(2) without an EPA.

We start out with the hypothesis that there is no difference in manu-
facturing outcomes in EPA and in non-EPA countries. Table 6.2 shows 
some baseline descriptive statistics for the two sets of countries—EPA 
and non-EPA adopters. The values are averages over the study period, 
1980 through 2016. The last column of the table presents some tests 
statistics, i.e. means test differences between EPA and non-EPA coun-
tries. There are some entanglements in terms of the EPA effect since 
averages for EPA countries include the pre-EPA period. Therefore, 
an insignificant means test difference provides insufficient informa-
tion to fail to reject the hypothesis of equality of means between EPA  

2The ITC refers to EPA as TPO or Trade Promotion Organisation.
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Table 6.1  List of EPA and non-EPA countries

This table presents the list of SSA countries where an EPA has been adopted and 
those where the policy has not been adopted as well as the year of EPAs’ adop-
tion. Initial data on EPAs have been collected from Lederman et al. (2010) and 
updated using the International Trade Centre (ITC) database

EPA country Agency’s name Year Non-EPA

Benin Benin Agency for Trade 
Promotion (ABePEC)

2007 Angola

Botswana BEDIA 1997 Cameroon
Burkina Faso ONAC 1974 Central African Rep
Burundi Agence de Promotion des 

Échanges Extérieurs (APEE)
1989 Chad

Cape Verde Center for Tourism, Invt. and 
Export Promotion (PROMEX)

1991 Comoros

Congo CCCE 2006 Dem. Rep. of Congo
Cote-d’Ivoire APEX-CI 1996 Equatorial Guinea
Ethiopia Ethiopian Export Promotion 

Agency (EEPA)
1998 Eritrea

Gabon PROMOGABON 1964 Guinea
Gambia Gambia Investment and Export 

Promotion Agency (GIEPA)
2001 Guinea-Bissau

Ghana GEPC 1969 Liberia
Kenya Export Promotion Council 1992 Madagascar
Lesotho Trade Promotion Unit 1978 Mali
Malawi MEPC 1971 Mauritania
Mauritius Enterprise Mauritius 2006 Sao Tome Principe
Mozambique IPEX 1990 Somalia
Namibia Offshore Development 

Company
1996 Sudan

Niger ANIPEX 2004 Swaziland
Nigeria Nigerian Export Promotion 

Council (NEPC)
1977 Togo

Rwanda RIEPA 1998
Senegal ASEPEX 2005
Seychelles SIBA 1995
Sierra Leone SLEDIC 2004
South Africa Trade and Investment South 

Africa (TISA)
2009

Tanzania Board of External Trade 1979
Uganda Uganda Export Promotion 

Board
1996

Zambia EBZ 1985
Zimbabwe ZimTrade 1998
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and non-EPA countries. Dehejia and Wahba (2002) and Baser (2006) 
perform a difference of means test on the covariates across the treat-
ment and comparison groups using the pooled-variance t test in the 
pre-treatment period. Importantly, we observe that sub-Saharan EPA 
countries display dissimilar characteristics with non-EPA countries on 
various dimensions.

Table 6.2  Descriptive statistics for EPA and non-EPA countries

This table presents a summary of descriptive statistics for EPA and non-EPA 
countries. The variables are as defined in detail in the WDI database. The data 
is extracted from the World Bank’s World Developing Indices (WDI). The values 
are averages for the two groups of countries over 1980 through 2016. The last 
column presents a means test difference between EPA and non-EPA countries; 
t-statistics are presented in squared brackets;
***, **, * represent 1, 5 and 10% level of significance, respectively

Variables EPA countries Non-EPA countries Mean differences

Annual GDP growth 
(%)

3.73 3.56 0.16 [t = 0.44]

Per capita GDP (in 
USD)

1713.41 1569.51 143.90 [t= 1.15]

Growth in per capita 
GDP

1.23 1.06 0.21 [t = 0.57]

Import as a share of 
GDP

35.83 36.46 −0.64 [t = −0.56]

Import growth (%) 7.42 4.85 2.57** [t = 2]
Export as share of GDP 27.14 28.89 −1.75* [t = −1.77]
Export growth (%) 7.63 5.33 2.30* [t = 1.68]
Export volume index 203.30 124.43 78.87** [t= 2]
Export value added 

(mil USD)
291.25 208.11 83.14 [t= 1.49]

Export unit value 
added index

148.48 134.03 14.45** [t= 2.39]

Industry value added 
growth

4.25 3.80 0.45 [t = 0.56]

Manufacturing value 
added (mil USD)

4720 3370 1350* [t = 1.78]

Manufacturing value 
added (growth)

3.71 3.89 −0.19 [t = 0.26]

Manufacturing value 
added as share of 
GDP

12.85 12.20 0.65 [t= 1.50]

Trade as a share of 
GDP

62.97 65.36 −2.39 [t= −1.24]
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EPA countries present higher annual growth rate along with per cap-
ita growth rate than their non-EPA counterparts. Surprisingly, EPA 
countries’ growth rate in import is about 2.57% higher than that of 
their non-EPA counterparts and is statistically significant at the 5% 
level of significance. Importantly, exports grow faster in EPA countries, 
about 2.3%, than in non-EPA countries. The higher growth rate in 
export is statistically significant at the 10% level of significance. This is 
prima facie evidence of the effect of EPA coupled with firm’s interna-
tionalisation programmes channelled through fiscal incentives. A priori, 
this suggests that such schemes may at least stem the deindustrialisation 
process in the region. Similarly, the export volume index is significantly 
higher in EPA countries compared to non-EPA adopters. More specifi-
cally, the average EPA country witnesses a higher export volume index 
of 78.87. This implies that production of some types of tradable goods 
and/or services is significantly higher in EPA countries and is statisti-
cally significant at least at the 5% level.

Derived as the difference between GDP (in USD) and taxes 
receipts on production net subsidies, the average exports value added 
for EPA countries is higher than that of non-EPA adopters by about 
USD$83.14 million. The export value index or export/import unit 
value index (EUVI and IUVI), which captures variations in the price 
level of exported and imported goods over a time period relative to the 
base period is significantly higher for EPA countries. In particular, the 
EUVI is about 14.45 points higher in EPA countries and is statistically 
significant at least at the 5% level.

Manufacturing value added (MVA), a measure of manufacturing 
output as share of GDP or the value added of the manufacturing sec-
tor’s output, proxy for industrialisation, is significantly higher for EPA 
countries compared to their non-EPA counterparts. In particular, MVA 
is approximately USD$1350 higher, on average, in EPA countries com-
pared to their non-EPA counterparts and is statistically significant at 
least at the 10% level. Nevertheless, trade as a share of GDP is lower 
in EPA countries compared to their non-EPA adopters. Overall, MVA, 
export growth, export value added and export unit value index provide 
strong support for the economic case for establishing EPA and adopting 
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export promotion schemes. These statistics provide prima facie evidence 
that manufacturing and exportable products can be produced profita-
bly in SSA. Governments need to implement institutions to accompany 
firms to acquire capital and technologies to boost the industrial sector. 
The manufacturing sector is rife with externalities that warrant fiscal 
incentives or subsidy schemes, which can help firms defray upfront costs 
hampering investments, employment, trade and growth.

Assuming that the EPA and non-EPA countries are independent and 
normally distributed, we perform a variance ratio test for the difference 
between the two groups.3 We perform the F test for the ratio of two 
variances, S2

1
/S2

2
, for each of the exports and manufacturing outcomes 

at baseline by formally testing the null hypothesis H0 : σ
2
1
− σ 2

2
= 0.  

For each test statistic, the first sample is defined as the one with the 
larger sample variance. The statistics in Table 6.3 show insufficient sup-
port to reject the hypothesis of equality of variance for all of the varia-
bles except MVA to GDP ratio and the export value index, marginally 
significant at the 10% level. We follow Baser (2006) by comparing the 
difference of means as a percentage of the average standard deviation as 
well as the per cent reduction of bias in the means of the covariates in 
both groups before and after matching. Table 6.3 breaks down exports 
and the other trade related variables between treatment (EPA) and con-
trol (non-EPA) countries. Importantly, we observe that sub-Saharan 
EPA countries display similar characteristics with non-EPA countries 
during the pre-treatment period. In other words, before implement-
ing evaluation strategy, EPA and non-EPA countries were similar 
with respect to manufacturing, exports and the various trade related 
outcomes.4

3Performing the test for the difference between the two variances is important to determining 
whether to carry out a pooled-variance t test (which assumes equal variances) or the separate vari-
ance t test (which assumes unequal variance).
4The evaluation literature stresses the importance of similar outcomes in pre-matching for both 
groups (see Ashenfelter 1978; Ashenfelter and Card 1985; Card and Sullivan 1988; Heckman 
et al. 1998).



204        I. Marcelin and M. Nanivazo

Ta
b

le
 6

.3
 

Su
m

m
ar

y 
st

at
is

ti
cs

 f
o

r 
EP

A
 a

n
d

 n
o

n
-E

PA
 c

o
u

n
tr

ie
s

Th
is

 t
ab

le
 p

re
se

n
ts

 s
o

m
e 

d
es

cr
ip

ti
ve

 s
ta

ti
st

ic
s 

o
n

 t
h

e 
ex

p
o

rt
s 

an
d

 m
an

u
fa

ct
u

ri
n

g
 v

ar
ia

b
le

s 
at

 t
h

ei
r 

b
as

el
in

e 
le

ve
ls

. 
Ex

ce
p

t 
fo

r 
th

e 
va

ri
ab

le
s 

d
efl

at
ed

 b
y 

G
D

P,
 a

ll 
o

th
er

 v
ar

ia
b

le
s 

ar
e 

in
 n

at
u

ra
l l

o
g

 f
o

rm
s.

 A
 v

ar
ia

n
ce

 r
at

io
 t

es
t 

is
 p

er
fo

rm
ed

 t
o

 d
et

er
-

m
in

e 
w

h
et

h
er

 t
h

e 
m

ea
n

s 
o

f 
th

e 
co

n
tr

o
l a

n
d

 t
re

at
m

en
t 

g
ro

u
p

s 
ca

n
 b

e 
te

st
ed

 a
ss

u
m

in
g

 e
q

u
al

 v
ar

ia
n

ce
s.

 T
h

e 
t 

st
at

is
ti

cs
 a

re
 

re
p

o
rt

ed
 f

o
r 

th
e 

te
st

s 
o

f 
eq

u
al

it
y 

o
f 

th
e 

m
ea

n
s 

at
 b

as
el

in
e

C
o

n
tr

o
l

Tr
ea

tm
en

t
Te

st
s 

st
at

is
ti

cs
M

ea
n

V
ar

ia
n

ce
N

M
ea

n
V

ar
ia

n
ce

N
V

ar
ia

n
ce

 
ra

ti
o

 t
es

t
t

Ex
p

o
rt

s/
G

D
P

33
.5

2
37

1.
11

18
26

.0
5

34
8.

12
27

1.
06

6
1.

30
Ex

p
o

rt
s 

g
ro

w
th

14
.3

0
59

5.
04

13
11

.3
4

31
8.

75
20

1.
86

7
0.

41
In

d
u

st
ry

 v
al

u
e 

ad
d

ed
/G

D
P

26
.5

6
19

4.
70

17
23

.8
4

18
2.

09
26

1.
06

9
0.

64

M
an

u
fa

ct
u

ri
n

g
 

ex
p

o
rt

s/
ex

p
o

rt
s

14
.9

2
31

7.
37

10
15

.6
1

33
7.

22
17

1.
06

2
−

0.
09

5

M
an

u
fa

ct
u

ri
n

g
 

va
lu

e 
ad

d
ed

/G
D

P
11

.0
2

88
.6

9
13

11
.1

8
32

.7
9

24
2.

70
3

−
0.

06
4

Tr
ad

e/
G

D
P

82
.6

4
12

68
.4

18
64

.5
6

90
7.

62
27

1.
39

8
1.

77
Ex

p
o

rt
s 

va
lu

e 
in

d
ex

4.
74

1.
09

8
12

4.
77

0.
53

22
2.

06
9

−
0.

08
8

Ex
p

o
rt

s 
vo

lu
m

e 
in

d
ex

4.
65

0.
64

8
12

4.
46

0.
54

22
1.

23
1

0.
68

Ex
p

o
rt

s 
ca

p
ac

it
y 

to
 

im
p

o
rt

25
.4

7
5.

02
3

13
25

.0
9

5.
41

20
1.

08
2

0.
47

Ex
p

o
rt

s 
re

ve
n

u
es

 
(U

SD
)

19
.4

2
3.

92
9

18
20

.1
7

3.
95

27
1.

01
0

−
1.

24

In
d

u
st

ry
 v

al
u

e 
ad

d
ed

 (
U

SD
)

19
.3

0
3.

57
9

17
20

.0
1

3.
12

26
1.

14
0

−
1.

25

M
an

u
fa

ct
u

ri
n

g
 

va
lu

e 
ad

d
ed

 (
U

SD
)

18
.7

7
2.

73
9

13
19

.3
2

3.
23

24
1.

17
6

−
0.

88



6  Can Export Promotion Agencies Stem the Deindustrialisation …        205

Empirical Specification

Estimating the effect of EPAs on deindustrialisation is not straightfor-
ward because it requires determining how countries with EPAs would 
have performed in the absence of the agency. Spence (2008) argues that 
EPAs’ impact is hard to prove due to lack of counterfactuals. This effec-
tively casts doubt on whether high growth potential industries (such as 
manufacturing firms) would not have succeeded even without targeted 
incentives. To assess whether the policy has successfully contributed to 
slow down the deindustrialisation process of SSA, we need to compare 
manufacturing exports of SSA countries under treatment, i.e. those with 
an EPA with those of countries under no treatment, i.e. countries with-
out an EPA. Abadie argues that traditional regression analysis techniques 
require large samples and many observed instances of the events, such 
as large policy intervention. Comparative case studies are based on the 
idea that the effect of an intervention on some variables of interest can be 
inferred from the comparison of the evolution of the variables of inter-
est between the unit exposed to the event or intervention of interest and 
a group of units that are similar to the exposed unit but that were not 
affected by the event/intervention (Abadie and Gardeazabal 2003; Abadie 
et al. 2010). When the units of observation are a small number of aggre-
gate entities, like countries or regions, no single unit alone may provide a 
good comparison for the unit affected by the intervention (Craig 2015).

Synthetic control methods (SCM) estimates the effect of aggregate 
interventions, i.e. interventions that are implemented at an aggregate 
level affecting a small number of large units (such as cities, regions 
or countries), on some aggregate outcome of interest (Abadie and 
Gardeazabal 2003; Abadie et al. 2010). Synthetic control models have 
been applied in a number of studies to address a variety of policy 
questions including measuring: the effects of catastrophic natural dis-
asters on national economic growth (Cavallo et al. 2013); the impact 
of the Kobe Earthquake on Japan’s GDP (DuPont and Noy 2012); the 
effects of wars of liberation on economic growth in African countries 
(Somé 2013); the impact of German reunification on economic growth 
in West Germany (Abadie et al. 2015); the impact of trade openness 
on economic growth in transition economies (Nannicini and Billmeier 
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2011); the impact of US state-level tobacco control programmes on 
tobacco consumption (Abadie et al. 2010) and the impact of reducing 
numbers of traffic police on traffic fatalities and injuries (DeAngelo and 
Hansen 2014). Explicitly, this estimator is a measure of the difference 
between the difference in manufacturing export after treatment (EPA 
implementation) as compared to before treatment (EPA implemen-
tation) manufacturing exports in countries where the agency has been 
implemented (see Martincus and Carballo 2008; Gertler et al. 2011).

Particularly using any of the twenty SSA countries which have yet 
to adopt EPAs, we assume that the adoption of the policy is a random 
event and that the outcomes in manufacturing for EPA countries move 
in tandem with those of non-EPA countries. Intrinsically, EPA and 
non-EPA adopters would have equal trends in exports, and in man-
ufacturing regardless of EPAs, i.e. their (1) manufacturing exports,  
(2) manufacturing value added and (3) manufacturing as per cent of 
GDP patterns travel through a similar path over time and what differs 
is the EPA event that has occurred. This natural split offers a unique 
opportunity to assess the effects of EPAs on deindustrialisation in SSA 
applying synthetic control methods to generate the counterfactuals.

Results

This study estimates the effect of EPA implementation on manufactur-
ing exports and other exports related outcomes for SSA using SCM—a 
strategy allowing self-selection into treatment. The SMC identifies an 
equivalent synthetic group of countries based on observed characteris-
tic of countries in the control group. It estimates unbiased treatment 
effects for the treated. The synthetic matching estimator ensures that 
the treatment group is evaluated relative to a similar control group on 
a data-driven basis without need for extrapolation. More explicitly, 
the synthetic control methods of matching put forth in Abadie and 
Gardeazabal (2003) and Abadie et al. (2010) constructs a synthetic 
match for each country in the treatment group (i.e. countries with an 
EPA) by using the countries in the control group in such a way that the 
synthetic country has comparable outcomes to the treated county before 
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the EPA implementation. In this study, the SCM matches countries 
that are similar in terms of their manufacturing performance and other 
observable characteristics before the policy implementation.

Measured as a function of the difference between the treated coun-
try’s performance and its synthetic counterpart following the pol-
icy implementation, the effect of EPA on the treated country for our 
sample involves several countries that have implemented the policy. 
Although we divide countries into EPA and non-EPA, after optimi-
sation, using the SCM, we retain two cases: (1) South Africa and (2) 
Mauritius as the treated countries. In particular, Fig. 6.1 shows the 
paths between South Africa and synthetic South Africa in terms of 
manufacturing as a share of GDP. The figure shows that South Africa’s 
manufacturing as a share of GDP was on the decline over the estima-
tion period but remained substantially higher in the post-TISA—Trade 
and Investment South Africa implementation period. In particular, 

Fig. 6.1  South Africa and synthetic South Africa’s paths of manufacturing value 
added
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South Africa witnessed about 7.5 percentage points higher manufactur-
ing as a share of GDP compared to its synthetic counterpart. Mauritius 
experienced as much as 3 percentage points higher manufacturing as a 
share of GDP subsequent to the implementation of its EPA.

Table 6.4 presents the averages for South Africa and synthetic South 
Africa (composed of non-EPA countries) and Mauritius and synthetic 
Mauritius for export volume, export growth, export/import ratios, per 
capita GDP, industry value added and trade as a share of GDP. These 
predictors are averages over 1980 through 2016. In the case of South 
Africa, for instance, it can be observed that differences between treated 
and synthetic averages, for most of the predictors, except per capita 
GDP, total export and/or trade as a share of GDP, are very small and 
reach as low as 2.5%. Differences can be attributed to country’s resource 
endowments and overall economic development. Greater differences are 
observed for per capita GDP and trade as a share of GDP.

In the cases of South Africa and Mauritius, the results suggest that 
pre-EPA manufacturing outcomes might have been a key motivation 
behind the adoption of the policy. They reinforce the notion that reason-
able industrial outcomes can be achieved through appropriate industrial 
policies. Although the idea of implementing an EPA to provide export-
ing firms appropriate supports in the internationalisation process, the 
policy has achieved its objectives by supporting productivity, growth and 
exports, and that SSA countries that have not implemented the Agency 
might be missing out in terms of manufacturing (industrialisation) and 
growth. EPA’s impacts appear to be strong along most of the trade, 
exports and manufacturing dimensions. Figure 6.1 suggests that EPA 
in South Africa has strengthened the country’s export capacity and that 
these results may be extrapolated to other SSA countries with an EPA. 
Overall, the figure shows that although industrialisation has been on the 
decline in the region, the deceleration was slower in South Africa as the 
sector saw an uptick in the wake of TISA’s implementation.5 In terms of 
policy recommendation or as a matter of good practices, governments 
should keep private sector operators at arm’s length to curb the incidence 

5A similar graph for Mauritius is available upon demand.
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Table 6.4  Predictors of manufacturing as a share of GDP and GDP growth

Predictors Treated South 
Africa

Synthetic South 
Africa

Panel A: South Africa

Manufacturing as 
a share of GDP

Export volume 91.59 93.93
Export growth 2.83 5.66
Export to import 

ratio
1.11 0.83

Per capita GDP 6382.80 2596.17
Industry value 

added as % of GDP
35.18 31.64

Manufacturing 
value added

19.22 18.68

Total exports in 
million USD

79,800.00 16,000.00

Trade as a share of 
GDP

52.47 69.57

GDP growth Export volume 91.59 112.16
Export growth 2.83 2.57
Export to import 

ratio
1.11 1.12

Per capita GDP 6382.80 4271.51
Industry value 

added as % of GDP
35.18 45.84

Manufacturing 
value added

19.22 12.87

Total exports in 
million USD

79,800.00 39,000.00

Trade as a share of 
GDP

52.47 73.09

Panel B: Mauritius

Manufacturing as 
a share of GDP

Export volume 120.36 100.35
Export growth 3.87 2.43
Export to import 

ratio
0.92 0.90

Per capita GDP 5693.88 1279.31
Industry value 

added as % of GDP
18.32 19.36

Manufacturing 
value added

0.32 0.46

Total exports in 
million USD

112.89 146.09

Trade as a share of 
GDP

121.33 62.74

(continued)



210        I. Marcelin and M. Nanivazo

of corruption, rent-seeking and other impediments to EPA. This is very 
important as exports drive growth and openness improves resource allo-
cation (Harrison et al. 2010).

As Fig. 6.1 shows a rise in manufacturing as a share of GDP follow-
ing TISA adoption, it raises the need for public policies seeking restruc-
turing, diversification, internationalisation, financial development and/
or fiscal schemes supporting local industries to stimulate industrialisa-
tion. However, Weil (1978) identifies two common shortcomings of 
such programs including (1) a lack of information about essential spe-
cific products and (2) inadequate financial resources (in Czintoza and 
Johnson 1981).6 Ahmed et al. (2002) note that while a wide range of 
export promotion programs is available around the world to help firms 

This table presents the predictors for manufacturing as a per cent of GDP for 
the treated country and the synthetic group. The variables are as defined in 
detail in the WDI database. The data is extracted from the World Bank’s World 
Developing Indices (WDI). The values presented in the table are averages over 
the estimation period

Table 6.4  (continued)

Predictors Treated South 
Africa

Synthetic South 
Africa

Export volume 110.25 91.09
Export growth 5.17 5.62
Export to import 

ratio
0.91 0.84

GDP growth Per capita GDP 5148.61 2515.76
Industry value 

added as % of GDP
28.32 29.36

Manufacturing 
value added

19.81 15.48

Total exports in 
million USD

3090.00 8540.00

Trade as a share of 
GDP

116.61 95.40

6Weil, F. A. (1978). ‘Statement at hearings before the Subcommittee on International Finance of 
the Committee on Banking, Housing and Urban Affairs.’ Export Policy Part 3, S Senate, 35th 
Congress, 2nd Session, Washington, DC, in Czintoza and Johnson (1981). See Marcelin and 
Mathur (2014, 2015, 2016) and Mathur and Marcelin (2014, 2015) for a detailed discussion on 
the effect of financial development.
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penetrating export markets, government agencies need to do more to 
promote their role in developing external trade. While there is a bur-
geoning body of research inquiring into export promotion strategies 
in developing countries, it is rather limited in scope (see Milner 1990; 
Dominguez and Sequeira 1993).

Similar to MVA, the results show higher economic growth in South 
Africa and in Mauritius as compared to their synthetic group counter-
part. In particular, we observe that in South Africa we observe about 
3.6% higher growth of GDP compared to its synthetic counterparts as 
a result of TISA implementation. The results are consistent with our 
expectations that industrialisation drives economic growth. To fur-
ther drive industrialisation a country that has implemented EPA may 
implement some of the many of the incentive schemes sustaining the 
manufacturing sector including drawbacks, duty deferral programs and 
standby agreements that eliminate restrictions on foreign direct invest-
ments in key sectors while establishing a level playing field in the traded 
sector. Since in addition to exporting, what to export matters (Dodaro 
1991; Piñeres and Ferrantino 1997; An and Iyigun 2004; Hausmann 
et al. 2007); industrial policymaking has to be encompassing while tar-
geting clusters of activities with high potentials.

Easier access to finance may facilitate the development of the indus-
try sector—largely dependent on external finance to grow. Results 
illustrated in Fig. 6.1 point to broad effects of EPA in stemming the 
deindustrialisation in EPA adopters. Fisman and Love (2003) indi-
cate that SSA countries with EPAs appear to partially leapfrog their 
weak financial structure to finance firms in high growth, manufactur-
ing industries. Rajan and Zingales (1998) classify the manufactur-
ing sector as high growth sector heavily dependent on external finance 
to thrive. There is abundant evidence that access to finance can boost 
growth (Levine et al. 1999; Marcelin and Mathur 2014, 2015). A lack 
of finance may slow down the industrialisation process, and by exten-
sion, economic growth.

Better resource allocation encourages investments in sectors requir-
ing substantial external finance to grow by channelling savings to 
projects with higher expected returns (Marcelin and Mathur 2014).  
To promote industrialisation, EPA countries should provide incentives 
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for activities supporting employment, income redistribution and 
growth. While sector-wide policies may have some appeal, EPA should 
also target activities with high spillover effects within the manufac-
turing or the traded sector. If governments provide fiscal incentives to 
high spillover activities, they may support interlinked activities or sec-
tors. Although Keesing and Singer (1991) note that, poorly suited for 
providing production-related assistance and business services export-
ers need, developing countries’ EPAs readily allow themselves to be 
deflected into policy, administrative or regulatory tasks that conflict 
with the provision of export support services; some of the weaknesses 
of SSA countries may be overcome where the policy has been success-
ful in providing fiscal, financial and insurance services to firms in the 
region.

Many SSA countries regroup manufacturing firms under EPZs along 
with special regulatory regimes while granting them special customs 
duties and selective tariffs.7 Farole (2010) reports that although several 
African countries launched EPZs or free zone programs in the early 
1970s (Liberia in 1970, Mauritius in 1971 and Senegal in 1974), most 
African countries did not operationalise the programs until the 1990s 
or 2000s. Belloc and Di Miao (2011) emphasise that it is always recom-
mended the EPZ not to be insulated from the rest of the economy and 
efforts be made to generate positive spillovers at an economy-wide level. 
As an important industrial policy, South Africa, Mauritius, along with 
other EPA countries in the region may consider regrouping clusters of 
manufacturing firms within EPZ zones. We note that, however, English 
and Wulf (2002) observe insignificant effects of EPZs in Africa while 
Farole (2010) reports that EPZs have been successful in Asia but highly 
disappointing in SSA.

In particular, we expect the joint effect of EPAs and EPZs on man-
ufacturing firms’ ability to add to GDP to be economically signifi-
cant. Thus, EPZs can be more effective when adopted in conjunction 
with EPAs, which perhaps increase the focus on manufacturing firms. 

7Appendix shows a list of countries with EPZs. Data on EPZs are obtained from Farole (2010). 
The table also presents some fiscal schemes and other industrial policies adopted in SSA.
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Specifically, EPZs and EPAs provide a host of subsidies such as lower 
taxes and custom duty exemptions. They also shape regulatory poli-
cies and public goods provision that are better implemented in EPZs, 
often limited to a given geographic location (Belloc and Di Maio 2011). 
Overall, the results suggest that policies seeking at boosting the man-
ufacturing sector may be an essential part of an effective development 
strategy. EPA and EPZ policies benefit the manufacturing sector with 
ramifications for economic growth.

Conclusion and Policy Recommendations

We investigate the effects of EPAs on manufacturing in SSA using two 
cases—South Africa and Mauritius, to illustrate the effect. Our results 
suggest that SSA countries that have not implemented EPAs might 
have missed out an opportunity to boost their manufacturing sector 
and thrive. EPAs have strong effects on manufacturing following their 
implementation. Jointly implemented with EPAs, EPZs can be ben-
eficial to manufacturing activities as they reduce customs and trade 
regulatory burdens. Overall, EPAs appear to be an important tool for 
industrialisation. Thus, their funding and staffing are important features 
for their success and the sought after outcomes.

The main implication of this study is that non-EPA countries in 
SSA may improve their manufacturing and export positions by effec-
tively adopting the policy. They should offer a host of fiscal incentives, 
such as tax breaks, direct subsidies and import tariff exemptions. From 
a financial standpoint, they may subsidise credit, provide matching 
grants, proceed with public sector equity infusion and credit insurance 
that covers credit, country and counterparty risks, or the bundling of 
all of these in export zones. They may assume certain tasks left out by 
financial intermediation in aiding manufacturing firms in overcoming 
certain hurdles to external finance. In other words, it is important for 
policymakers to orient EPAs towards facilitating credit for manufactur-
ing firms. EPAs may also serve as guarantors for manufacturing firms 
to access credit to finance their expansion where collateral coverage 
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is prohibitive. They may supply credit for working capital financing 
while extending coverage for exchange rate fluctuations to exporters 
to protect them against exchange rate losses and facilitating manufac-
turing firms’ access to export finance from banks/financial institutions 
through increased working capital and trade finance. Both current and 
prospective EPAs may provide guarantees to lenders making loans to 
exporters operating in the manufacturing sector. Finally, with the back-
ing of EPAs, interest rates can be negotiated for manufacturers and 
exporters. It is assumed that the effects of these policy prescriptions 
along with good governance of EPAs should improve SSA’s manufac-
turing and trade landscapes.
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Introduction

Firms’ productivity is determined by firm-specific characteristics and 
external factors that are peculiar to the environment where the firm 
operates. The impact of fiscal incentives (which is an important exter-
nal factor that is peculiar to the environment where the business oper-
ates) on firms’ productivity, especially in developing countries, has not 
reached consensus. In this paper, we investigate the impact of different 
forms of fiscal incentives on firms’ productivity in Cameroon. Firm level 
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data from the World Bank Enterprise Surveys data were used to achieve 
our objective. The survey consists of over 300 manufacturing firms and 
we use information on firms’ input and output to compute the pro-
ductivity of firms. The enterprise survey also contains unique meas-
ures of fiscal incentives, such as firms’ exemption from import duties, 
profit tax exemptions, value added tax (VAT) reimbursement, benefits 
from export financing scheme and benefits from other export/invest-
ment incentive scheme. The availability of these measures at the firm 
level, both as subjective and objective indicators, allows us to exploit 
the variation in fiscal incentives at the subnational level with a focus on 
manufacturing firms. Our findings include, among others, that fiscal 
incentives are beneficial for industrialisation in Cameroon; however, the 
impact varies across the type of fiscal incentive being observed.

There are immense benefit from industrialisation, including job cre-
ation for sustained growth and economic diversification, increased 
household consumption through improvement in the value of prod-
uct and price efficiency and the development of other primary sectors 
through backward linkages that come with the demand for interme-
diate goods. Despite these identified benefits, most African countries 
have relied heavily on the trade of low value added primary products 
as their main export commodity (IMF 2012; UNECA 2013). Some 
important issues in Africa’s industrialisation is the need for appropri-
ate and alternative source of funding (see Gui-Diby and Renard 2015), 
focus on improving the institutional structure—in terms of corruption 
(McArthur and Teal 2002), as well as encouraging infrastructural devel-
opment (Arnold et al. 2008; Escribano et al. 2010). However, govern-
ment support for the private sector in Africa is slack and has failed to 
establish an enabling environment for industrialisation (Gui-Diby and 
Renard 2015).

An important aspect of government involvement is incentives, 
which can either be fiscal or non-fiscal. We focus on fiscal incen-
tives since they are those fiscal measures used by the government 
to extend some measurable advantages to specific firms or catego-
ries of firms (UNCTAD 2000). They can be in the form of tax holi-
days, investment allowances and tax credits, reduced corporate income 
taxes, exemption from indirect taxes and export processing zones.  
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More so, proponents of fiscal incentive argue that under certain condi-
tions, they improve investment, create jobs and other socio-economic 
benefits (Bora 2002).1 Also, fiscal incentives can compensate for possi-
ble market failures and can easily be implemented by African govern-
ment for achieving the industrialisation drive: some African countries 
are already considering this form of incentive as a viable policy option. 
For instance, the Nigerian Government has continued over the years to 
provide some tax incentives to improve investments into various sectors 
of the economy (Central Bank of Nigeria-CBN 2013). The Ghanaian 
Government is involved in granting rebates for corporate income tax 
of manufacturing firms located in some specific regions of the coun-
try, carry-forward losses for up to five years, investment guarantees and 
exemption of import duties (Action Aid 2014). Also, South Africa, 
Cameroon and a host of others apply specific fiscal incentives. Noting 
the revamped interest of African government to industrialise and the 
attention directed at including fiscal incentive as a viable policy option, 
our study, therefore, examines its impact on productivity by using case 
studies from Cameroon.

Cameroon is an important case considering that in 2013 the govern-
ment enacted the investment incentive law No. 2013/004, which estab-
lishes the government’s commitment towards enhancing fiscal incentives 
for an improved investment climate. This was the latest legislation by 
an African government (as at the time of this study) that was directed at 
using fiscal incentive for improved investment. Hence, it is worth con-
sidering an impact evaluation on which new generation of industrial-
isation policies can be based upon, provided that the political leaders 
desire to sustain this momentum and move in such direction.

Focusing on fiscal incentive and firm productivity is also impor-
tant for the following reasons: first, to our knowledge, there is a lack 
of econometric studies that analyse the impact of government incen-
tives on firms’ productivity in Africa. Some studies closest to ours 
include Cleeve (2008) who used macro data analysis to underscore the 

1While the opponents believe that the cost of fiscal incentives (such as deteriorating governance 
and corruption) outweighs its benefits (see Cleeve 2008).



224        R. Efobi Uchenna et al.

importance of fiscal incentive on foreign investment in Africa. Arnold 
et al. (2008) considers firm-level data, but focused on services inputs. At 
best, there have been policy documents with country-specific cases that 
has emphasised on the importance of fiscal incentives on productivity of 
firms in Africa. They include the CBN (2013) that focused on Nigeria; 
the OECD (2007) document that focused, in part, on North African 
countries and the IMF (2012) study that focused on growth sustenance 
of African countries. Second, our study complements the growing theo-
retical and policy literature on the importance of developing countries’ 
government involvement with the private sector to provide incentives 
that will offset the shortcomings of the impending business environ-
ment (see UNCTAD 2000, 2004, 2015; Cleeve 2008; IMF 2012). 
Apart from considering multidimensional measures of incentives, we 
apply the impact evaluation methodology, which has sparsely been 
introduced in studies of this nature. This approach is relevant, since it 
goes beyond showing the linear impact of fiscal incentives on firms’ pro-
ductivity, to understanding the counterfactual effect—what could have 
been the productivity of firms assuming they did not benefit from the 
introduction of the incentives.

The remainder of the paper is organised as follows: the next session 
discusses the review of literature and presents stylised facts. Following 
immediately is the third section that presents an overview of the data 
used and addresses econometric and methodological issues, while the 
fourth and fifth sections are concerned with the descriptive statistics and 
econometric results. The conclusions of the result are included in the 
sixth section.

Review of Literature and Stylised Facts

Lee (1996) studied the role of government intervention in enhancing 
the productivity of manufacturing firms in Korea. The author found 
that government policies such as tax incentives and subsidised credit 
were not correlated with total factor productivity of sampled firms. 
However, they found that government involvement in trade leads to 
higher productivity. Arnold et al. (2008) linked the productivity of 
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firms to service delivery in Africa and concluded that improved service 
industries enhance firms’ productivity. Closely related to our study—
but with a different focus—is Escribano et al. (2010), who observed 
that African manufacturing firms will require an improved government 
commitment to infrastructural provision to enhance firm productivity.

The issue of firms’ productivity is also of importance from a policy 
perspective. As noted by UNCTAD (2015), the improvement of firms’ 
productivity is one possible way for developing countries to attain sus-
tainable industrial development. As a result of this, there is an urgent 
call to relate this phenomenon with government commitment to pro-
vide fiscal incentives to firms in order to offset some unfavourable con-
ditions in the business environment (see Gui-Diby and Renard 2015; 
UNCTAD 2015). Despite the need for enhanced fiscal incentives, 
some of its adverse consequences are highlighted in the literature. For 
instance, it is seen as wasteful and propelling corruption due to lack of 
transparency in its administration (see Cleeve 2008). Notwithstanding 
the highlighted adverse effect from incentives, it is seen as a viable tool 
for attracting and sustaining investment. It is suggested that the effec-
tiveness of incentives can be enhanced by focusing it to reward the perfor-
mance of firm and more development-oriented goals (UNCTAD 2004).

Fiscal incentives in Cameroon are evolving. In 1990, the invest-
ment code in Cameroon was established to grant financial conces-
sions to firms (such as free transfer of proceeds from investment 
capital) in order to encourage and promote investments in Cameroon.  
This act also granted exemption from export duties and other export-
related expenses, and a rebate from the taxable income of firms that 
are involved in the production of finished or semi-finished prod-
ucts for export. Another important incentive that is granted by the 
Cameroonian government is the free zone regime, which exempts firms 
from custom duties and paying of taxes for a period of 10 years of oper-
ation. Also, firms in this zone can freely undertake any industrial and 
commercial activity like installing own power and telecommunication 
systems, replacing national security scheme with an equal or better 
valued private scheme, as well as freely negotiate wages of employees. 
However, a major drawback of this form of incentive is the precarious 
condition that for firms to benefit from this form of incentive, 80% of 



226        R. Efobi Uchenna et al.

their production must be for foreign consumption—i.e. export (Bureau 
of Economic and Business Affairs 2013).

In 2002, a new investment charter was enacted to replace the 1990 
investment code. A major improvement of the 2002 investment code, 
way beyond the earlier one in 1990, is that it permits 100% foreign 
equity ownership. This is unlike the 1990 code that had some restric-
tions on foreign ownership. However, this new charter was not imple-
mented for a long time. In 2013, a new investment incentive law was 
enacted—law No. 2013/004, which is very applicable to private inves-
tors. This law provides two categories of incentives: common incentives 
and special incentives. The common incentives include those benefits 
that are directed at firms to promote their productivity and perfor-
mance. They include tax and custom duty incentives, such as exemp-
tion from registration duties, exemption from transfer taxes, exemption 
from VAT on different categories of provisions, exemption from busi-
ness licence tax, direct clearing of equipment and materials related to 
the investment program, among others.

The special incentives are those forms that involve benefits granted to 
firms that invest in certain government priority sectors like the develop-
ment of integrated agriculture, real estate development and social hous-
ing projects, agro-industry, manufacturing and construction, regional 
development and decentralisation projects, firms that promote innova-
tion and export, among others. Some of the incentives that these firms 
benefit from include: exemption from export duty on locally manufac-
tured products, exemption from custom duties for temporary importa-
tion of industrial equipment and materials likely to be re-exported, as 
well as direct customs clearance at investor’s request.

To benefit from any of these incentives, however, some criteria are 
to be met, which includes: the beneficiary firm should be involved in 
export activities ranging from 10 to 25% of sales, rule of local capac-
ity utilisation, as well as contribute to value addition. Another impor-
tant aspect of the Cameroonian incentives, just like those of some other 
developing country, is that it is tied to a period of time. For instance, 
some of the common incentives are valid for a period of 5 years dur-
ing the installation stage and 10 years maximum during the operational 
stage. The government’s main intention with these rules is to enhance 
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industrialisation and strengthen competitiveness of firms (resident or 
non-resident) during these key stages of investment venture’s lifecycle 
(see Tabi 2005; Biya 2013).

The trend of manufacturing value added as a percentage of GDP 
for Cameroon is presented in Fig. 7.1 to understand the productivity 
of the manufacturing sector from 1990 to 2015. The aim of this (and 
subsequent) stylised facts is to further emphasise the need for govern-
ment interest (through incentive) in the industrialisation of our sampled 
country. Figure 7.1 shows that Cameroon has consistently maintained a 
manufacturing value added growth rate of less than 5%. This is except 
for few shocks between 1997 and 2000, where the growth rate increased 
higher than 5%. Compared to the World average that was along the 
boundary of 5% in most of the year,2 Cameroon has not performed 
poorly in this regard. Likewise, the Sub Saharan Africa (SSA) average 
was similar to the World average.

The data for the contribution of the manufacturing value added to 
the economy of Cameroon as well as the world and SSA average are 
presented in Table 7.1. From the Table, we observe that there has been 
equivalent contribution of the manufacturing sector to the economy 
of Cameroon when compared with the average of the SSA countries as 
well as the World average. The manufacturing sector contributed about 

Fig. 7.1  Manufacturing value added as a percentage of GDP (Source Authors’ 
Computation from WDI (2015))

2The trend for the World average began in 1997. There was no data available for earlier years.
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20.4 and 19.9% for the period 1996–2005. However, in later years, 
the trend remained on the decrease and this may not be conducive for 
industrial policy. Although this decrease is not peculiar to Cameroon, 
however, it suggests that the manufacturing sector is becoming less pro-
ductive. This trend is also similar to Fig. 7.1.

Data and Empirical Strategy

Data and Variables

Data for the study is from the firm-level panel survey (2007–2009) of 
the World Bank’s Enterprise Survey project for Cameroon. The survey 
data contains different information about the management, ownership 
and capital structure, performance and other external factors that affects 
the firm’s operation, such as infrastructure facility, government incen-
tives and other institutional bottlenecks like corruption. We focus on 
manufacturing firms that are involved in some form of cross-border 
trading. This is because: (i) accounting data is generally collected for 
only manufactured firms in the Enterprise Survey program; (ii) these 
firms are involved in the real sector and their productivity is what drives 
the industrialisation process of countries (Gui-Diby and Renard 2015); 
(iii) finally, our incentives measures are such that support import and 
export, as well as profit. Hence, the focus on manufacturing firms that 
are involved in cross-border trade will be most suitable for our type of 
analysis. We omit micro-enterprises and informal enterprises and focus 
on manufacturing firms with over 5 employees. These categories of 
firms are involved in international trade (i.e. export and import) and 

Table 7.1  Manufacturing value added as a percentage of GDP

Source Authors’ Computation from World Bank (2015)

1991–1995 1996–2000 2001–2005 2006–2010 2011–2015

Cameroon 18.837 20.426 19.946 16.018 14.446
Sub-Saharan Africa 14.410 13.437 12.875 11.304 10.848
World 0.000 19.059 17.484 16.426 15.943
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their productivity have significant impacts on the economy in terms of 
job creation and economic diversification (see UNECA 2013).

We identified information on firms’ output (using annual sales) and 
recorded the value of firms’ assets (input), which enables us to compute 
the measure of firms’ productivity (i.e. ratio of firms’ output to input). 
The values were converted to US Dollars using the prevailing exchange 
rate as at the period of the survey. Information regarding fiscal incen-
tives by the government to specific firms is also captured in the sur-
vey. There are five categories of these incentives that are identified in 
the survey. They include: exemptions from duties on imported inputs, 
profit tax exemption, VAT reimbursement, export financing scheme and 
export/investment incentive scheme. The impact of each of these incen-
tives is separately examined to underscore the individual effects on pro-
ductivity and to enhance our policy recommendations. It is important 
to state that these measures of incentives are popular in Africa, espe-
cially for Cameroon.

Some other variables in the econometric analysis include the produc-
tive capacity of the firm, the size of the firm, the labour input of the 
firm and the running cost of the business in generating electricity. The 
productive capacity of the firm is measured as the current resale value 
of the machinery and equipment (see Arnold et al. 2008; Clarke 2011). 
The size of the firm is measured as the value of land owned by the firm. 
Labour input is measured as the cost of labour (including wages, sala-
ries and bonuses). Firms’ overhead cost of generating electricity through 
yearly expenses on fuel to generate power is another important varia-
ble that is included in the econometric estimation (see Ndichu et al. 
2015). Table 7.2 presents a summarised overview of the variables in the 
estimations.

Basic descriptive statistics and kernel density plots were presented to 
familiarise with the data and briefly evaluate the expected relationships. 
The quasi-experimental method of propensity score matching was used 
to evaluate the relationship of interest, such that it estimates the mean 
effect of benefiting from fiscal incentives on firms’ productivity. The 
main advantage of this form of empirical strategy is its ability to gen-
erate a control group that has similar distribution of characteristics as 
the ‘treatment’ group. Hence, the actual effect of the program on the 
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‘treated’ groups can be computed by comparing the outcome of similar 
group that did not benefit from fiscal incentive. The treatment effect is 
therefore calculated as the difference of the mean outcomes.

Explaining this process in mathematical terms, we assume that there 
are two groups of firms that are indexed by their fiscal incentives benefi-
ciary status—such that P = 0/1 (where 1 (0) indicates that the firm did 
(did not) benefit from the incentive). Benefiting from the incentives is 
expected to yield an outcome:
Y
1
i
: which is the productivity of the firm conditional on benefiting 

from the fiscal incentives (i.e. P = 1) or
Y
0
i
: which is the productivity of the firm if the firm did not benefit 

from the fiscal incentives (i.e. P = 0).
Therefore the Average Treatment on the Treated Effect (ATT) will be:

Further disintegrating this equation, we derive:

(7.1)ATT = E(Y1
i
− Y

0
i
|Pi = 1)

(7.2)ATT = E(Y1
i
|Pi = 1)− E(Y0

i
|Pi = 1)

Table 7.2  Main variable description

Variable Description

Productivity The ratio of firms’ output (sales) to firms’ input (total asset 
available to the firm). This is a ratio measured in the respec-
tive year’s exchange rate in USD

Fiscal 
incentives

Three measures are used including: import duty exemption, 
profit tax exemption and export financing. Firms that benefit 
from each of the incentives are recorded as “1”, and “0” 
otherwise

Productive 
capacity

The current resale value of the machinery and equipment. This 
variable is converted to the respective year’s exchange rate 
in USD

Size The value of the firm’s landed asset. This variable is converted 
to the respective year’s exchange rate in USD

Labour input The cost of labour (including wages, salaries and bonuses) 
measured in the respective year’s exchange rate in USD

Cost on power The firms’ average yearly expenses on fuel to generate power, 
measured in the respective year’s exchange rate in USD
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Where E(.) represents the average (or the expected value ). Equation (7.2) 
tends to answer the important question: how much would be the pro-
ductivity of firms that benefited from fiscal incentives compared to what 
they would have experienced assuming they did not benefit. This is an 
important policy question that our estimation technique answers.

From our dataset, we are able to access the data on E(Y1
i
|Pi = 1),  

however we are constrained with accessing the equivalent data for 
E(Y0

i
|Pi = 1). To derive this data, we will require matching to clearly 

estimate the average effect of the treatment on the firms that benefited 
from incentives assuming the specific firms had not benefited. This 
approach compares the effect of incentives on firms’ productivity with 
those of matched non-participants (those that did not benefit from 
the incentives) where the matches are chosen on the basis of observed 
characteristics. The covariates earlier discussed will be included as the 
observed variables for the matching process as advanced by Rosenbaum 
and Rubin (1985) and Caliendo and Kopeinig (2005).

A propensity score is then developed based on the observed charac-
teristics, such that the non-beneficiary firms that are similar to the ben-
eficiaries are selected based on the similarity of their propensity scores. 
The propensity score is computed based on a firm’s probability to ben-
efit from fiscal incentives, which is estimated using a logistic regression 
model.

It is important to state that the underlining assumptions guiding the 
PSM analysis include: the conditional independence assumption, which 
states that potential outcomes for non-beneficiary firms are independent 
of their participation status, given a set of observable covariates “X”.

Hence, after adjusting for observable differences, the mean of the 
potential outcome (i.e. productivity of the firm) is the same for both 
the participating and non-participating group (i.e. P = 1 and P = 0). 
This condition allows for the use of matched non-beneficiary firms to 
measure outcome of beneficiary firms, had they not benefited from the 
programme.

i.e.Y
0
i
⊥Pi|X
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Hence,

The second assumption is the common support condition, which is 
based on the expectation that for each value of “X”, there is a positive 
probability of either being treated or untreated. This assumption sup-
ports the overlap condition; such that the proportion of treated and 
untreated firms must be greater than “0” for every possible value of “X”. 
Hence, it ensures that there is a sufficient overlap in the characteristics 
of the treated and untreated firms to find adequate matches. Once these 
two conditions are satisfied, the efficiency of the treatment assignment 
is certain (Rosenbaum and Rubin 1983; Nkhata et al. 2014).

We apply different matching algorithms for robustness. They include 
the nearest neighbour matching (NNM), the radius matching (RM), the 
kernel matching (KM) and the stratification method (SM). The NNM 
is focused on comparing the outcome of the beneficiary firms with the 
closest and most similar non-beneficiary firms, based on their propensity 
scores. The RM is such that the distance between the treated observa-
tion and the control observation should fall within a specified radius (r). 
The KM is such that each treated observation “i” is matched (using the 
propensity scores) with other control observations that have weights that 
are inversely proportional to the distance between the two groups (i.e. 
treated and control observations). While the SM approach is such that 
matching is based on the intervals or blocks of propensity scores.

Descriptive Statistics

Sample Characteristics

We report (in Table 7.3) the firm characteristics distributed across the 
fiscal incentive beneficiary status of firms. On average, the firms in the 
two categories are similar in many respects. There is no significant dif-
ference across beneficiary firms and non-beneficiary firms when con-
sidering their productivity. Beneficiaries of import duty exemption and 

(

E

(

Y
0
i
|P = 1,X

)

= E

(

Y
0
i
|P = 0,X

))
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export financing incentive had a 0.1 and 0.21 higher productivity than 
non-beneficiary firms. The productivity of the beneficiaries of profit tax 
exemption incentive was lower by 0.81 compared to the non-beneficiaries. 
Though some difference exists in the productivity of firms across their 
beneficiary status, the difference was not significant at 1, 5 or 10% 
levels of significance. No significant difference was observed for the pro-
ductive capacity of firms and firm size across their beneficiary status. A 
significant difference was observed for the labour and overhead cost for 
only profit tax exemption incentive and across the beneficiary status of 
firms. However, no significant difference was observed for the import 
duty and export financing across the firms’ beneficiary status.

Since most of the observable characteristics are similar, it is less difficult 
to identify a comparison firm from our sample. The distance in the mean 
values of the observable characteristic that differs across the two groups 
will be reduced in the matching process. Hence, these processes help to 
satisfy the key concern of the matching estimation technique (i.e. simi-
larity of the two groups). In essence, finding individual firm units in the 
non-beneficiary group that are similar to those in the beneficiary group.

The productivity of firms (across their fiscal incentive beneficiary sta-
tus) are considered using the kernel density plots in order to observe their 
respective biases. The kernel density plot estimates the probability density 
function of productivity based on the observed sample (see Barron 2014). 
More so, it allows for a smooth distribution of productivity across the 
entire and subsamples of the firms based on their beneficiary status.

To understand overall productivity benefit associated with fiscal 
incentives, it is, therefore, necessary to derive more aggregate fiscal 
incentive measures, allowing for better comparison of firms that bene-
fited, and those that did not benefit, as well as the overall sampled firms. 
This measure is such that the firms were attributed 1 if they have bene-
fited from any of the three categories of the incentives (i.e. import duty 
exemption, profit tax exemption and export financing) and 0 otherwise. 
The plot is presented in Fig. 7.2 and the three lines in the Figure rep-
resent the aggregate sample and the subsamples according to the firms 
benefiting from any of these forms of incentive.

From the figure, it is observed that firms that benefit from any of 
these forms of incentives are biased towards the right. Their density 
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overlaps with the density of those that did not benefit from any of the 
incentives, as well as the density of the total firms. This means that 
firms that enjoy any of these forms of incentives have higher produc-
tivity relative to the firms that do not benefit from these incentives. On 
the other hand, firms that do not benefit from any of these incentives 
are biased to the left, suggesting that they are less productive than their 
counterparts. We, therefore, infer that firms that benefit from these 
forms of incentives have a higher productivity and they tend to be rela-
tively more productive than their non-beneficial counterparts.

Econometric Results3

The observed differences in the productivity of firms that have bene-
fited from any of the incentives vis-à-vis those that have not benefited, 
suggest positive average productivity effects. However, the outcome 

Fig. 7.2  Productivity of firms by their benefiting from any of the incentives (i.e. 
import duty exemptions, profit tax exemption and export financing)

3Please note that henceforth, the word participants and non-participants, as well treated and 
untreated are used interchangeably.
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differences may also be the results of already initial differences in some 
of the underlining peculiarities of the firms in any of these categories. 
As a result, we, therefore, apply the econometric methods elaborated in 
the fourth section. We start by estimating the firms’ propensity scores 
using a probit model; we then use these scores as the basis for the 
matching procedures.

It is important to note that we are estimating the PSM differently for 
the three categories of incentives that are of interest to us. The reasons 
for this is to enable us to have a clearer perspective on the impact of 
each of these incentives on the productivity of firms across our sample 
and to enhance the quality of our predictions. As such, using aggregate 
data to capture the overall incentive may not be relevant henceforth. 
The firms that benefit from any of these incentives are the participants, 
while those in the other category are the non-participants.

Variable Selection in the PSM Estimation

There is no consensus on the type of covariates that should be included 
in the discrete choice model when estimating the propensity scores (see 
Austin 2011). However, Heckman et al. (1997) suggest that: to elimi-
nate biases due to variable selection, it will be relevant to include all the 
variables that influence participation and outcome. Therefore, our vari-
ables were carefully selected by drawing from the available literature (see 
preceding section) as well as information available in our database. All 
the variables had complete data in our main data source.

Determinants of Participation

Table 7.4 shows the estimated probit models used to derive the propen-
sity scores. In the import duty exemption productivity model (see col-
umn 1), the firms’ overhead expenses such as labour cost and the cost 
of generating electricity through the purchase of fuel are significantly 
associated with participation. The positive sign suggests that firms that 
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incur more of these overheads have to rely on import duty exemption. 
Similarly, firms in this category also rely on profit tax exemption since 
the signs of these variables are positive and significant in the second col-
umn of the Table: this column represents the model for participation 
in the profit tax exemption model. However, moving on to the third 
column, we observed a slight change: the cost on labour was no longer 
significant—although it was positive. Nonetheless, the cost of generat-
ing electricity through the purchase of fuel remained positive and sig-
nificant. This suggests that this variable is an important determinant of 
participation for all the three categories of fiscal incentive that is being 
observed in this study.

The negative association between firms’ productive capacity (in terms 
of cost of machinery) and the likelihood of participation (see column 3 
in Table 7.4) suggests that firms with high productive capacity may be 
less likely to benefit from the export financing initiative of the govern-
ment. The non-significance of the size of the firm (measured using value 
of land owned by the firm) is less straightforward since it was not signif-
icant in all the columns. The negative sign suggests that the size of the 

Table 7.4  Determinant of participation (excluding the robustness variables)

Note The subscript *, ** and *** imply significance levels at 1, 5 and 10% 
respectively

Variables Participants bene-
fiting from import 
duty exemption

Participants bene-
fiting from profit 
tax exemption

Participants bene-
fiting from export 
financing

Productive capacity −0.099
(0.298)

0.042
(0.676)

−0.199**
(0.034)

Size of the firm −0.184
(0.290)

−0.164
(0.556)

−0.178
(0.243)

Labour input 0.594**
(0.012)

1.153**
(0.038)

0.027
(0.875)

Cost on power 0.220***
(0.055)

0.804**
(0.021)

0.312***
(0.073)

Constant −5.167**
(0.029)

−8.221**
(0.014)

−1.306
(0.349)

Pseudo R2 0.1171 0.189 0.143
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firm may not be an important determinant of participation. Caution 
should be applied in interpreting this result considering our measure of 
firm size.

Overall, our result is consistent with the earlier findings from the 
descriptive statistics. More so, noting that incentives are supposed to 
compensate for some deficiencies in the business environment of coun-
tries (see UNCTAD 2004), the significance of the firms’ overhead var-
iables magnifies this expectation. It can be said that among the main 
determinants of participation in our analysis, is the fact that the firm 
incurs huge cost on the purchase of fuel in generating its own electricity 
and on labour cost. The productive capacity may only be relevant for 
export financing.

Matching Quality

Before reporting the estimated treatment effects (ATT), we need to 
ensure that the matching process eliminates any mean differences that 
may occur after matching between the groups. The existence of mean 
difference may suggest that some bias exists in the matching process. 
Therefore to determine the quality of our matching process, we divided 
the propensity scores into blocks among the groups. This is deemed 
essential in order to improve the balancing of the covariates.

Table 7.5 presents the propensity scores for the blocks among 
the treated and untreated groups. The mean propensity scores 
were not different between import exemption participants and 
non-participants (i.e. 0.084 and 0.031), between profit tax exemption 
participants and non-participants (i.e. 0.299 and 0.141) and between 
participants in export financing and non-participants (i.e. 0.099 and 
0.036). More so, the table reveals that, across the models, the scores 
for both groups are within common range and there is no signifi-
cant difference existing in the distribution of the scores. These results 
thereby satisfy the balancing condition suggested by Becker and 
Ichino (2002).
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The common support and overlap assumption of the PSM is another 
important condition that must be satisfied to ensure that firms with 
similar covariates have a positive probability of being either partici-
pants or non-participants (see Heckman et al. 1999). As earlier stated, 
the rule of thumb is that the common support must be greater than 
zero and less than 1. Therefore, we report the common support bound-
aries for participants from our estimation for each of the estimated 
models. For the first model that estimates the impact of participating 
in the import exemption, the common support is within the range of 
0.0234 and 0.2748; for the profit tax exemption, the common support 
is within the range of 0.1462 and 0.6009, while for export financing 
the common support is within range of 0.0226 and 0.2925. The region 
of the common support for all the estimated PSM indicates that there 
was a balance between covariates of participants and non-participants 
for the groups.

Therefore, having satisfied the two conditions for effectively match-
ing the participants and the non-participants, we go ahead to predict 
the estimated treatment effect (ATT).

Estimated Treatment Effects

Table 7.6 shows both the bias-adjusted and unadjusted estimates of 
the ATT from four matching methods to check the consistency of the 
result. The essence is to evaluate the impact of the different dimensions 
of fiscal incentives on productivity, using firm productivity data as the 

Table 7.5  Propensity scores of treated and untreated group

Models Propensity score

Min Max Mean Sig

Import duty exemption Treated 0.023 0.275 0.084 0.999
Untreated 0.006 0.130 0.031

Profit tax exemption Treated 0.146 0.601 0.299 0.994
Untreated 0.003 0.663 0.141

Export financing Treated 0.023 0.293 0.099 0.996
Untreated 0.001 0.328 0.036
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outcome variable. Thus, the ATT was estimated using the ATT equa-
tion discussed in the third section in the region of common support 
identified earlier (see preceding section). The common support condi-
tion is imposed in our ATT analysis to ensure the groups are within the 
same range of propensity scores. The treatment effects are derived using 
four matching estimators, namely, the NNM, the RM, the KM and the 
SM. The default 0.06 bandwidth is used for the KM and 0.1 caliper for 
the RM, while five nearest neighbours are used with the NNM and the 
propensity scores of the closest blocks are used for the SM. Also, from 
the Table, we observe that the bias adjustment values are consistently 
lower for all the matching types, which signifies that the PSM is sensi-
tive to the unobserved characteristics. Therefore, for brevity, we report 
in the text only the results for bias adjustment from nearest neighbour 
matching.

Considering the participation in the import duty exemption, we find 
that there was no significant average treatment effect on the productiv-
ity of firms in the column that contains the nearest neighbour matching 
technique. In addition, scanning through the columns for other match-
ing techniques, it was observed that none of the ATT values was signif-
icant. This indicates that increase in the productivity of participants in 
the import duty exemption treatment was not significantly higher above 
what they could have earned if they did not participate in this treat-
ment. Of course, we cannot conclude in sacrosanct that government 
involvement in import duty will result in non-significant impact on the 
productivity of firms. However, we reserve our discussions on this result 
until we have conducted our sensitivity checks to ensure that our results 
are not driven by some elements, like the covariates that are included in 
the computation of the propensity scores for our observations.

For the profit tax treatment, we found that participants in this 
scheme are able to increase their productivity by about 27.1% above 
what they could have had assuming they did not benefit from the profit 
tax exemption. This result is significant at 1% level of significance. For 
the participants in the export finance scheme, we also observed that the 
average treatment effect was 89.4%, suggesting that beneficiaries of the 
export finance scheme had a positive improvement in their productivity 
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by about 89.4% higher of what they could have had assuming they did 
not benefit from this scheme. This result is also significant at 1%.

Sensitivity Analysis

To be sure that the type of covariates that are included in our PSM 
model does not drive our results, we decided to try two sensitivity 
checks. First, we excluded the productive capacity and size variables 
from the estimation since they were not consistently significant in the 
PSM logistic regression analysis that was reported in Table 7.4. Then 
we predicted the ATT estimations again to see whether our results are 
going to change. The results of this process are presented in Table 7.7 
respectively for all the matching techniques.

Before interpreting the results, note that all the preliminary checks 
have been carried out but not reported in this text for brevity (i.e. 
they are available from the authors upon request). From Table 7.7, we 
observe that the participants in the import duty exemption treatment 
now observed a significant positive improvement in the volume of their 
productivity (unlike the result in Table 7.4). This result indicates that 
firms who participate in the import duty exemption treatment are able 
to increase their productivity by about 85% above the volume they 
could have produced assuming they did not benefit from this form of 
incentive. The result for participants in the profit tax exemption treat-
ment as well as those in the export financing treatment remained the 
same as earlier discussed. They had significant increase as a result of 
their participation in these two forms of incentives.

The second sensitivity analysis involves the inclusion of other covar-
iates in our analysis to see the possible effect on our results. We prefer 
the length of years that the firm has been in the particular business and 
the location of the firm (i.e. whether the firm is located in the capital 
city and otherwise) because most of the incentives that are granted by 
the Cameroonian government are tied to specific length of time, which 
indicates that the likelihood of a firm being a participant in any of the 
groups will be informed by their length of years of being involved in a 
particular manufacturing sector. For the location of the firm, we argue 
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that the chances of firms located in the capital city to be a participant 
is higher than if they were not located in the capital city. Preliminary 
checks are also conducted to ascertain the quality of our matching when 
using these variables (these results are not only reported but are available 
upon request).

The results of the sensitivity analysis are reported in Table 7.8. 
The signs and significant value of the ATT estimates for the partici-
pants in the import exemption scheme are not significant, but posi-
tive in all the columns. This result tends to support the findings from 
Table 7.6. However, when considering the impact of the other forms of 
incentive—like the profit tax exemption and the export financing—the 
results are found to be consistently positive and significant.

Finally, the Rosenbaum checks for sensitivity of our result to unob-
served variables was also performed, but not reported, and the result 
advances the idea that our findings are insensitive to hidden bias.

Discussion

From the analysis, we are cautious in saying that to some extent, the 
significant improvement in the productivity of our participants in the 
import exemption treatment is driven by the type of covariates that 
are included in our analysis. This is because in the first estimation and 
the second sensitivity test in Tables 7.6 and 7.8, respectively, it was not 
significant, but later became significant in Table 7.7. These results sug-
gest that the involvement of the government in exempting firms from 
import duty may not account for a consistent significant increase in 
their productivity. However, for an increase to occur, there has to be a 
consideration of some firms’ characteristics that may spur such increase. 
A possible explanation for this is that import duty exemption may 
drive inefficiency if the recipients are not carefully selected/monitored. 
Possibly, if firms are allowed to utilise their capital in securing import 
and all the necessary payment accompanying it, they may likely be 
optimal in channelling their resources appropriately. Although no con-
sensus is reached on this, it is possible that if firms are granted import 
duty exemption, there is the likelihood that they may be wasteful in the 
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purchase of resources from abroad, knowing that such purchases will 
not be taxed. OECD (2007) report on tax incentives for investment 
throws some light on this as they noted that import duty exemption 
is prone to abuse and easy to divert exempt purchases to unintended 
recipients.

The consistent positive and significant sign of the profit tax exemp-
tion and export financing participants suggest that the forms of incen-
tives that will enhance the productivity of Cameroonian firms should 
be such that rewards processes. This implies that government incentive 
should be such that is introduced at later stages of the production pro-
cess. As seen in our analysis, the import duty exemption incentive was 
not consistently significant in affecting productivity; however, when 
considering the other incentives that are introduced at the later stages of 
the business processes (such as profit tax exemption and export financ-
ing) it is seen that there was a significant impact on the productivity of 
firms. This, of course, suggests that these two forms of incentives can 
steer up firms’ ability to be efficient because; for the firms to benefit 
from these incentives, they have to be profitable and they should be able 
to produce outputs that can be consumed beyond the Cameroonian 
market.

Conclusion

In this study, we contributed to the discussion on the role of incentive 
in enhancing the productivity of participating in different types of fiscal 
incentives (i.e. import duty exemption, profit tax exemption and export 
financing). We applied an econometric analysis using firm data from 
surveys conducted between 2006 and 2009.

The models suggested that participation in the different forms of 
incentives are associated with higher productivity, however, the signif-
icance differs across the different forms of incentives. The estimations 
predict that participation in profit tax exemption and export financing 
is associated with productivity differences of around 27.1 and 89.41%, 
respectively. While the lack of baseline data and the relatively small 
sample size require caution in inferring causation, the results may be 
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suggestive of underlying causal impact of participating in fiscal incen-
tive regimes as a manufacturing firm in Cameroon.

It is important to state that this study is not an overall assessment of 
the impact of fiscal incentives on manufacturing firms’ productivity in 
Cameroon. However, in order to decide on the overall impact, indirect 
effects within firms have to be taken into consideration. Overall, impact 
depends on intra-firm decision-making of how to utilise such benefits 
that are derived from the government to influence its overall produc-
tivity. This highlights the need to add further explanatory variables to 
address this issue particularly as it relates to individual firm basis, which 
will be advancement to this study.
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SSA Participation in GVCs and Structural 
Transformation

Since the last decades of the twentieth century, food and agriculture 
global value chains (GVCs) keep growing as products cross borders mul-
tiple times and the international production networks dominated by 
modern food processors and retailers become more vertically organised 
(Reardon et al. 2007; Minten et al. 2009; Balié et al. 2018). As a result, 
agro-food trade has more than quadrupled in nominal terms during the 
past three decades, from USD 230 billion in 1980 to almost USD 1100 
billion in 2010, and half of this trade can be considered of intermediate  
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usage for global production processes (Maertens and Swinnen 2015; 
OECD 2016). The common wisdom is that the emergence of GVCs 
can represent a golden opportunity for supporting the ongoing trans-
formations of Sub-Saharan Africa (SSA), especially in agriculture and 
food markets, which could move from a subsistence-oriented and 
farm-centered system to a more commercialised, productive and off-
farm centered one (Greenville et al. 2017; Del Prete et al. 2017). GVC 
participation is indeed supposed to open access to unprecedented flows 
of knowledge, capital and, in particular, sophisticated inputs (IMF 
2015; Montalbano et al. 2016, 2018) which can lead to an accelerated 
and widespread path of structural transformation and income growth. 
By generating higher incomes, and because of technology spillovers on 
food production, participation in the export chains is also supposed to 
improve income stability and the food security of smallholder house-
holds (Cattaneo and Miroudot 2015; Swinnen 2014; Kuijpers and 
Swinnen 2016; Reardon et al. 2009; Barrett et al. 2012, 2017).

Despite this background, the economic literature has not yet quan-
titatively assessed the degree of integration of SSA countries in the 
agriculture and food GVCs, although Balié et al. (2018) is a notable 
exception. This exercise implies unpacking the different phases of the 
production process to identify the amount of each country’s contribu-
tion to trade flows in terms of value-added (i.e. the value that is added 
by countries/industries in producing goods and services). It requires 
both the use of multi-region input-output tables (MRIO) to disag-
gregate the structure of the world economy between countries/sec-
tors and a proper gross exports decomposition methodology. To this 
end, we apply the methodology developed by Wang et al. (2013) 
(hereinafter WWZ)—who compute a breakdown of bilateral exports  
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Sapienza University, Rome, Italy
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Roma Tre University, Rome, Italy
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disaggregated into value-added terms—to the EORA database. This 
database provides a balanced global MRIO for 186 countries—of which 
43 are in SSA—and 25 harmonised ISIC-type sectors in the period 
1990–2013 (Lenzen et al. 2012, 2013).1 Specifically, we focus on agri-
culture (ISIC codes 1, 2) and food and beverages (ISIC codes 15, 16)  
sectors.

Our results show that on the one hand, despite low trade shares at 
the global level, SSA agricultural sector turns out to be deeply involved 
in GVC participation and the relevance of its international linkages is 
increasing over time. On the other hand, SSA involvement in GVC 
is still limited to upstream production stages of the chain and mainly 
driven by the European market. This suggests a need for a new multi-
stakeholder agenda to foster the capacity of SSA to take advantage of 
GVCs as drivers for their structural transformation, going beyond the 
simple narrative of upgrading.

The remainder of the chapter is organised as follows: “Measuring 
GVC Participation: The Methodological Approach” presents the 
methodology for decomposing trade in value added. “Mapping the 
Participation of the SSA Countries Along Food and Agriculture GVCs” 
provides a comprehensive map of food and agriculture GVC partici-
pation in SSA and relative trade partners. “Concluding Remarks” con-
cludes and suggests policy implications.

1The use of EORA database is the only option to look at the issue for a comprehensive set of 
countries in Sub-Saharan Africa so far. None of the other similar efforts, such as the Asian IO 
tables (IDE‑Jetro), the GTAP project, the OECD-WTO TiVA initiative and the WIOD project 
has the same extension in terms of country coverage and the same level of detail for end-use cat-
egories in Sub-Saharan Africa. Notwithstanding the growing use of the EORA database to carry 
out GVC studies (see, among others Caliendo et al. 2016; Del Prete et al. 2018), we made addi-
tional sensitivity analysis by comparing EORA and WIOD for overlapping sectors and countries. 
This highlighted consistent trends and a slight upward bias from WIOD (both at the country 
level and at the world level) likely due to the fact that the latter includes an artificial ‘Rest of the 
World’ country whose I–O matrix has been derived through a proportionality assumption based 
on an ‘average’ world technology. As pointed by the UNCTAD (2013) this assumption could 
yield a downward bias in the computed world FVA, as the world average I–O includes by defi-
nition large, relatively close, countries, while most excluded countries in the ‘Rest of the World’  
aggregate tend to be small, relatively more open, economies.
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Measuring GVC Participation: The 
Methodological Approach

The increasing international fragmentation of production has chal-
lenged the conventional wisdom on how we look at and interpret trade 
data. As different stages of the same production process are now allo-
cated to different countries, intermediate inputs cross borders multi-
ple times and are then counted each time by gross trade flows. These 
developments are challenging the way agriculture and food trade data 
are used and interpreted because conventional statistics have become 
increasingly misleading as a measure of the value produced by any par-
ticular country (Koopman et al. 2014). For instance, using gross trade 
statistics, the final producer may appear to generate most of the value 
of goods, while the role of countries providing inputs upstream—such 
as SSA countries—could be largely underestimated. The relevance of 
this issue is confirmed by the many initiatives and efforts that try to 
address the measurement of trade flows in the context of GVCs and try 
to estimate the so-called trade in value-added.2 The latter reflects the 
value that is added by industries in producing goods and services and 
it is equivalent to the difference between industry output and the sum 
of its intermediate inputs. Looking at trade from a value added per-
spective better reveals how upstream domestic industries contribute to 
exports, as well as how much (and how) participate in GVCs (OECD–
WTO 2012).

The recent availability of MRIO data combined with bilateral trade 
statistics allows us to allocate the value added embedded in trade flows to 
the countries and sectors of origin and destination. We can then decom-
pose gross exports into their main components (Fig. 8.1), namely: the 
domestic value added (DVA) (i.e. value added exported in final goods 
or in intermediates produced at home); the foreign value added (FVA) 
(i.e. other countries value added in intermediates used in exports) and the 
“pure double counting” term (DC), that arises when intermediate goods 

2See among others Hummels et al. (2001), Johnson and Noguera (2012), OECD (2012), 
Timmer et al. (2015), Los et al. (2016).
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cross borders back and forth multiple times. In this work, we calculate 
these components using the methodology developed by WWZ, as it gen-
eralises the gross exports accounting framework proposed by Koopman 
et al. (2014) from a country-level perspective to one that decomposes 
gross trade flows at the sector, bilateral or bilateral-sector level.

A simple example borrowed from Balié et al. (2018)  concerning 
cocoa beans’ exports of Ivory Coast to France can help to clarify this 
decomposition. Let us assume that, in order to grow and produce USD 
100 cocoa beans eventually exported to France, Ivorian farmers use 
USD 30 of imported inputs from China (e.g. fertilisers, pesticides, etc.). 
Conventional trade statistics would show Ivory Coast’s exports worth 
USD 100, although only 70 USD of value added was created there, 
while USD 30 were imported. Using the jargon of trade in value-added, 
the value of the cocoa beans exported by Ivory Coast would embed 
USD 70 of DVA and USD 30 of FVA (which also corresponds to the 
DVA originating from China) (see Fig. 8.2).

Moreover, let us now assume that USD 20 of the domestic value 
added of cocoa beans exported from Ivory Coast to France is con-
sumed locally, whereas USD 50 is used as intermediates into the 
French chocolate production exported abroad, e.g. to the United States.  

Fig. 8.1  Gross exports decomposition: main buckets (Source adapted from 
WWZ (2013))
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Therefore, the DVA of Ivorian exports should be further decomposed 
into USD 20 of direct domestic value added (dirDVA), that is the part 
of cocoa beans’ exports directly absorbed—as both final and interme-
diate goods—by the French market, and USD 50 of indirect domestic 
value added (DVX), that is, the part of cocoa beans’ intermediates fur-
ther re-exported by France to third countries (e.g. USA), as chocolate 
primary and confectionary products (see Fig. 8.3). Finally, the chocolate 
products eventually imported from France include a DC term due to 
the value of cocoa beans originally exported from Ivory Coast.

Therefore, DVX measures the joint participation of the bilateral 
trade partners in a GVC since it contains the exporter’s value added of 
a specific sector that passes through the direct importer for a (or some) 
stage(s) of production before it reaches third countries (or eventu-
ally returns home3). More specifically, it captures the contribution of 
the domestic sector to the exports of other countries and indicates the 
extent of involvement in GVC for relatively upstream industries. This 
is why it is usually considered as a measure of forward GVC partici-
pation. On the other hand, since the FVA used in the production of a 

Fig. 8.2  Traditional vs. value-added trade statistics (domestic and foreign value 
added) (Source Balié et al. 2018)

3The DVX component includes also the returned value added (RDV), that is the portion of 
domestic value added that is initially exported but ultimately returned home by being embedded 
in the imports from other countries and consumed at home.
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country’s exports—which consists of the value added contained in inter-
mediate inputs imported from abroad, exported in the form of final or 
intermediate goods—captures the extent of involvement in GVC for 
relatively downstream industries, it is considered a measure of backward 
GVC participation. Eventually, to get a comprehensive picture of trade 
in value added for a single country across all partners in each sector, we 
sum up the DVX, the FVA and the PDC components and provide an 
overall GVC participation index (Koopman et al. 2011; Rahman and 
Zhao 2013). The higher (or lower) the value of the GVC participation 
index, the larger (or smaller) the participation of a country in global sup-
ply chains. The maximum value of GVC index is 1 in the extreme case 
where all gross exports are entirely determined by GVC related activities.

Mapping the Participation of the SSA Countries 
Along Food and Agriculture GVCs

An Aggregate View

In this section, we map GVC participation in SSA considering an 
aggregate estimate of all sectors. Looking at the WWZ decomposi-
tion of gross exports, a preliminary remark is that a large part of value  

Fig. 8.3  Traditional vs. value-added trade statistics (domestic and indirect value 
added) (Source Balié et al. 2018)
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added in SSA is domestic, as the DVA component accounts for more 
than 80% of gross exports (Fig. 8.4). This is actually in line with what is 
observed in all the other developing regions, with the relevant exception of 
ASEAN (which similarly to EU27 produces domestically only about 60% 
of the value of its exports).4 It is also consistent with the literature applying 
different decomposition methods (see, among others, African Development 
Bank 2015; Foster-McGregor et al. 2015; Del Prete et al. 2018). However, 
relative to standard methods the WWZ methodology allows to isolate 
properly the DC component, which appears to be noteworthy (e.g. 0.14 
for the EU; 0.04 for SSA). We thus consider that this decomposition pro-
vides a more realistic picture of the value added of exports worldwide.

According to our computation, about 10% of SSA exports contains 
value added actually produced abroad (FVA). This is a similar result 
compared to the figures in other developing regions (e.g. emerging 
economies such as China and India register overall 14 and 13% respec-
tively) with the exception of ASEAN. With 26% of foreign value added 
exports, ASEAN can be considered one of the world “main hubs”, 

Fig. 8.4  Gross exports decomposition 2013 (Source Authors’ elaboration on 
EORA data)

4Note that the reported measures tend to be inflated by intermediate flows between countries of the 
same region. This inserts a bias in favor of the EU relative to other large single countries or smaller 
regional groups (e.g. NAFTA).



8  Food and Agriculture Global Value Chains …        259

together with the EU and NAFTA for which the foreign value added 
content in export is 25 and 16%, respectively.

In terms of GVC participation index, it is worth noting that the 
involvement of the SSA countries is indeed relevant (40% of SSA gross 
exports in 2013) and increasing over time (Fig. 8.5a). Again EU27 and 
ASEAN countries exhibit the highest rates (more than 50% of gross 
exports), with the EU overtaking ASEAN after the European Monetary 
Union (EMU), reaching 60%. North Africa shows one of the highest rate 
of GVC participation in the developing world (48%). Note, however, 
that this measure does not say anything about the absolute weight of each 
region in world trade since the value only represents the share of export 
participating in the GVC with respect to the own region total gross flows.

As expected—due to the limited percentage of FVA embedded in 
SSA exports—the relative high rate of GVC participation is mainly 
driven by the domestic value added supplied to other countries’ exports 
(DVX) (Fig. 8.5b). After controlling for double counting, SSA exhib-
its one of the best performances in terms of DVX (about 25% of the 
value of gross exports). The best performer in the world is North Africa, 
where 36% of gross exports embed value added supplied abroad (even 
higher than the Middle East).

As a matter of fact, the common feature of a very high degree of 
DVA emphasised in Fig. 8.4 actually hinders different patterns in terms 
of GVC participation, with Africa (especially North Africa, but also 
SSA) being the best performer in providing value added to other coun-
tries in the world. About 30% of the domestic value added produced 
in SSA are inputs for other countries’ exports (over 40% in the case of 

(a) (b)

Fig. 8.5  GVC participation index by world areas (all sectors). a Total, b 
Composition 2013 (Source Authors’ elaboration on EORA data)



260        J. Balié et al.

North Africa). For comparison, these figures are close to those of the 
EU (30%)—that is actually inflated by the high degree of intermediate 
trade flows within the single market—and higher than those of China, 
India and NAFTA with figures around 20%.

Therefore, the aggregate view of the GVC participation and position 
for the 25 sectors included in the EORA database confirms the high 
degree of involvement of the SSA countries and their relative upstream 
position that encompasses mainly natural-resource production as well as 
simple manufacturers. In the next section, we focus on the agriculture 
and food sectors to provide a more detailed investigation of the agro-
food value chain and its involvement in global production networks.

A Focus on the Agriculture and Food Sectors

The left-hand panel of Fig. 8.6 shows that agriculture GVC participa-
tion accounts for less than 5% of the total GVC participation world-
wide, with the SSA being the most involved area (7%). This suggests 
that most of the value added in the sector is produced for final demand 
consumption and does not enter agri-food GVCs. The right-hand panel 
of Fig. 8.6 also confirms the relatively high share of the DVX compo-
nent with respect to FVA and DC for agriculture, meaning that its value 
added is mainly used as input for other countries’ exports, likely in the 
form of unprocessed inputs. It is also worth noting that in the more 
economically advanced regions, such as NAFTA and EU27, the two 
main components are more balanced, suggesting an intensive use of for-
eign agricultural inputs for their exports.

(a) (b)

Fig. 8.6  Agriculture GVC participation index by world areas. a Total GVC,  
b Composition 2013 (Source Authors’ elaboration on EORA data)
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Looking at the food sector, only 4% of the total GVC participation 
in SSA is due to food activities, while Latin American countries and 
the EU27 present the highest participation rates (Fig. 8.7a). Unlike the 
agricultural sector, the position of the food sector lies closer to the final 
consumers (i.e. downstream position) as shown by the more balanced 
ratio between the DVX and FVA components (Fig. 8.7b).

However, these overall figures hide a substantial heterogeneity within the 
region. To shed more light on this, in Table 8.1 we report the same GVC 
components for the 43 SSA countries present in our data, together with the 
sectoral contribution of agriculture and food in 2013 (Balié et al. 2018). 
Some SSA countries, such as DR Congo, Ethiopia, Lesotho and Guinea, 
register a relatively high involvement into the international fragmentation of 
production with respect to other countries in the region. This is most likely 
due to a production structure biased towards the export of natural resources 
(DR Congo) or the small dimension of their economy (Lesotho). Other 
countries, such as Benin, Chad and Mali, seem to be more excluded from 
the global market, likely because of geographical remoteness and/or lack of 
resources. Note also that in almost all SSA countries, the GVC participa-
tion mainly relies on the supply of inputs for other countries’ exports (DVX 
component), whereas only few countries participate mainly as buyers of for-
eign inputs for their exports (FVA component), among which we can find 
Botswana, Ethiopia, Lesotho, Namibia, Swaziland and Tanzania. In this latter 
group, it is interesting to note the peculiar case of Ethiopia, where the GDP 
has been growing at about 10% over the last ten years. The country is among 
the most integrated into GVCs and the contribution of the agricultural sec-
tor to this process is among the highest in the region (31%). Cote d’Ivoire 

(a) (b)

Fig. 8.7  Food GVC participation index by world areas. a Total GVC,  
b Composition 2013 (Source Authors’ elaboration on EORA data)
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Table 8.1  Overall GVC participation by SSA countries in 2013 (Source Balié et al. 
2018)

Country DVX FVA DC GVC of which:
Agriculture (%) Food (%)

Angola 0.26 0.04 0.02 0.32 0 0
Benin 0.15 0.09 0.02 0.27 11 5
Botswana 0.16 0.22 0.07 0.44 1 10
Burkina Faso 0.18 0.18 0.06 0.41 22 3
Burundi 0.26 0.13 0.05 0.44 15 1
Cameroon 0.33 0.05 0.03 0.41 15 2
Cape Verde 0.18 0.20 0.06 0.44 1 3
Central African Republic 0.36 0.08 0.04 0.48 11 1
Chad 0.24 0.04 0.02 0.30 28 0
Congo 0.28 0.06 0.03 0.37 3 0
Cote d’Ivoire 0.25 0.06 0.02 0.33 33 15
DR Congo 0.46 0.06 0.06 0.58 4 1
Djibouti 0.21 0.13 0.05 0.38 5 3
Eritrea 0.24 0.08 0.03 0.35 4 2
Ethiopia 0.15 0.31 0.12 0.58 31 5
Gabon 0.27 0.04 0.02 0.32 15 0
Gambia 0.22 0.14 0.05 0.41 6 9
Ghana 0.31 0.06 0.03 0.40 34 14
Guinea 0.44 0.06 0.05 0.55 3 1
Kenya 0.19 0.17 0.04 0.39 30 15
Lesotho 0.11 0.36 0.10 0.58 0 1
Liberia 0.31 0.06 0.03 0.40 15 0
Madagascar 0.22 0.10 0.03 0.35 38 8
Malawi 0.21 0.10 0.03 0.34 39 8
Mali 0.19 0.08 0.02 0.30 23 2
Mauritania 0.23 0.13 0.05 0.41 1 21
Mauritius 0.13 0.31 0.06 0.50 1 15
Mozambique 0.23 0.07 0.03 0.33 22 7
Namibia 0.15 0.23 0.05 0.44 3 28
Niger 0.24 0.12 0.05 0.40 3 1
Nigeria 0.28 0.06 0.02 0.36 4 1
Rwanda 0.23 0.20 0.08 0.51 9 1
Sao Tome and Principe 0.20 0.21 0.08 0.50 7 2
Senegal 0.23 0.09 0.03 0.34 11 42
Seychelles 0.21 0.14 0.05 0.40 1 36
Sierra Leone 0.20 0.16 0.06 0.42 5 5
Somalia 0.21 0.08 0.03 0.33 10 4
South Africa 0.25 0.12 0.06 0.43 4 2
Swaziland 0.13 0.28 0.08 0.49 5 16
Tanzania 0.15 0.24 0.06 0.45 15 13
Togo 0.16 0.12 0.03 0.31 15 7

(continued)
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(33%), Ghana (34%), Kenya (30%), Madagascar (38%), Malawi (39%)  
and Uganda (32%) are the other countries in the region where the contri-
bution of the agricultural sector to their total GVC participation is quite 
remarkable, i.e. above the 30%. Finally, the last column of Table 8.1 clearly 
shows that the contribution of the food sector to the countries’ GVC par-
ticipation is, on average, much smaller than that of the agricultural sector 
and it is usually below 10%. The only countries registering noteworthy 
performances of the food sector are Cote d’Ivoire (15%), Kenya (15%),  
Mauritania (21%), Namibia (28%), Senegal (42%) and Swaziland (16%).

Bilateral Evidence

As underlined in “Measuring GVC Participation: The Methodological 
Approach”, the WWZ (2013) decomposition method allows us to also 
disentangle the value added component of the bilateral gross trade 
flows. Figure 8.8 shows the average percentages of gross exports and 
value added components (DVX and FVA) that go from SSA coun-
tries to groups of partner countries across the main destination regions 
(Europe, NAFTA, LAC, Africa, South and East Asia). Tables 8.A1–8.A6 
reports the same indicators disaggregated by country. Not surprisingly, 
SSA gross exports in both sectors are mainly absorbed by the European 
countries that import 51% and 49% of SSA agricultural and food 
exports, respectively. More interestingly, the percentage of the imports 
from Africa is similar to figure obtained for other world regions, denot-
ing a low level of regional integration between SSA countries. SSA 
countries are their main trading partners only for Niger, Uganda and 
Zambia. For the food sector, the picture looks slightly different. The 
intra-regional trade accounts for around 20% even if only Angola, 
Mozambique, Niger, South Africa, Togo, Uganda and Zambia are pri-
marily trading inside the region.

Table 8.1  (continued)

Country DVX FVA DC GVC of which:
Agriculture (%) Food (%)

Uganda 0.19 0.11 0.03 0.32 32 11
Zambia 0.23 0.10 0.04 0.37 6 2
Total 0.23 0.13 0.05 0.41 13 8
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If we focus on the measures of GVC participation, we observe a sim-
ilar pattern: the European countries are the main importers of FVA 
and DVX from the SSA countries in both the agricultural and food 
sectors (Fig. 8.8). However, a significant difference exists. While the 
percentage of gross export and FVA absorbed by Europe is around or 
below 50%, the percentage of DVX is 68% for agriculture and 62% 
for food.5 In other words, the European countries are mainly importers 
of intermediates to be processed domestically and re-introduced in the 
GVC. The same pattern does not apply to the other importing regions 
(especially Africa) where usually the FVA component is higher than 
the DVX.

There are two possible explanations for this result. The first one is 
the so-called “Rotterdam effect”6 for which some European countries, 
namely the Netherlands, Germany, France and UK, are traditional 
gateways to the single market. Indeed, the very high share of the DVX 
component suggests that the agricultural and food products of SSA are 
first exported to these hubs and, once processed, further re-exported to 
third countries. The second reason is related to the fact that the closer 
the exported products are to the final consumers (the higher is the FVA), 

(a) (b)

Fig. 8.8  SSA gross export, DVX and FVA, by region of destination (2013). a 
Agriculture, b Food (Source Authors’ elaboration on EORA data)

6It is called “Rotterdam effect” the fact that trade in goods with the Netherlands is artificially 
inflated by those goods dispatched from or arriving in Rotterdam despite the ultimate destination 
or country of origin being located elsewhere.

5In some cases, such as for Uganda, Zambia and Niger, the EU absorbs almost 80% of the DVX 
despite the main destination for their gross exports is Africa.
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the more difficult for the SSA producers to access the European market 
because of issues related to preferences as well as public and private safety 
and quality standards (Lee et al. 2010). The policy implications of our 
results are not trivial for the SSA economies. If the strategy to increase 
GVC participation in these two sectors is coupled with the ambition to 
acquire new downstream stages of production and increase the share of 
value-added captured by domestic producers, the current trade network 
needs to be re-oriented towards different regions of the world. In this 
respect, the simplest choice would be to reinforce the intra-regional agri-
cultural and food networks by removing obstacles to regional trade that 
are still standing among SSA countries (World Bank 2012).

Concluding Remarks

The above analysis provides an assessment of the SSA participation in 
food and agriculture global value chains. It shows that (i) despite low 
trade shares at the global level, SSA countries are deeply involved in 
GVCs and often more than many other developing regions; (ii) the 
demand for SSA agricultural production in trade in value added is not 
regional, but mainly driven by the European and emerging countries 
and (iii) SSA involvement in GVC is still limited to upstream produc-
tion stages, i.e. the region is relatively specialised in providing primary 
inputs to firms in countries further down the value chain. This echoes 
the difficulties experienced by SSA producers of locally processed inputs 
or final goods to have direct access to the European market, a restricted 
access due for the large part to consumer preferences as well as public 
and private safety and quality standards.

The capacity of SSA to take advantage of GVCs as drivers for the 
structural transformation of the agricultural sector relies on a complex 
mix of factors that go beyond the simple narrative of upgrading. These 
include the characteristics of the comparative advantages of each coun-
try but also the availability of ancillary services (including transport and 
logistics) as well as institutional and socio-economic country features 
along with human and physical capital. This suggests a need to revisit 
the development agenda of SSA incorporating the role of GVCs as a 
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part of multi-stakeholder strategies and reinforce the intra-regional agri-
cultural and food networks. Likewise, companies involved in advanced 
production and trade networks of the agri-food sector can provide 
unprecedented opportunities to foster the structural transformation of 
African economies. As such, identifying the sectors involved in GVCs 
at the bilateral level could help unveil both the extent and conditions of 
GVC contribution to rural transformation.

Appendix

Table 8.A1  SSA agriculture gross exports (%), by regions of destination (2013)

Exporting country EU LAC NAFTA Africa East Asia South Asia Others

Angola 0.53 0.07 0.01 0.16 0.04 0.07 0.12
Benin 0.43 0.12 0.02 0.17 0.06 0.18 0.03
Botswana 0.30 0.15 0.02 0.24 0.06 0.09 0.14
Burkina Faso 0.62 0.12 0.01 0.08 0.11 0.05 0.01
Burundi 0.71 0.03 0.07 0.05 0.02 0.04 0.08
Cameroon 0.63 0.00 0.02 0.05 0.26 0.05 0.00
Cape Verde 0.27 0.20 0.04 0.14 0.08 0.10 0.17
Central African 

Republic
0.73 0.02 0.04 0.05 0.12 0.02 0.03

Chad 0.63 0.01 0.27 0.04 0.01 0.02 0.02
Congo 0.69 0.01 0.02 0.03 0.16 0.07 0.01
Cote d’Ivoire 0.75 0.01 0.10 0.02 0.03 0.09 0.00
DR Congo 0.87 0.01 0.01 0.06 0.02 0.01 0.03
Djibouti 0.40 0.06 0.03 0.10 0.11 0.18 0.11
Eritrea 0.55 0.07 0.03 0.11 0.05 0.07 0.12
Ethiopia 0.30 0.00 0.05 0.01 0.46 0.03 0.15
Gabon 0.14 0.00 0.00 0.01 0.82 0.02 0.00
Gambia 0.57 0.07 0.01 0.12 0.08 0.06 0.09
Ghana 0.72 0.00 0.09 0.01 0.11 0.07 0.01
Guinea 0.76 0.01 0.02 0.12 0.02 0.05 0.02
Kenya 0.70 0.01 0.04 0.05 0.09 0.04 0.07
Lesotho 0.29 0.13 0.05 0.14 0.10 0.11 0.18
Liberia 0.27 0.00 0.66 0.02 0.02 0.02 0.01
Madagascar 0.49 0.00 0.25 0.03 0.16 0.05 0.01
Malawi 0.44 0.01 0.25 0.15 0.07 0.07 0.02

(continued)
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Table 8.A1  (continued)

Exporting country EU LAC NAFTA Africa East Asia South Asia Others

Mali 0.46 0.06 0.03 0.07 0.03 0.34 0.01
Mauritania 0.47 0.10 0.02 0.17 0.04 0.08 0.12
Mauritius 0.50 0.03 0.17 0.08 0.08 0.04 0.10
Mozambique 0.44 0.00 0.01 0.15 0.18 0.21 0.01
Namibia 0.52 0.01 0.01 0.43 0.01 0.01 0.02
Niger 0.36 0.03 0.01 0.52 0.02 0.02 0.04
Nigeria 0.55 0.00 0.02 0.02 0.11 0.29 0.00
Rwanda 0.75 0.04 0.04 0.07 0.02 0.03 0.05
Sao Tome and 

Principe
0.53 0.10 0.02 0.17 0.03 0.06 0.10

Senegal 0.64 0.01 0.04 0.03 0.27 0.01 0.01
Seychelles 0.36 0.11 0.04 0.15 0.09 0.10 0.15
Sierra Leone 0.58 0.05 0.05 0.10 0.04 0.06 0.11
Somalia 0.22 0.02 0.01 0.03 0.03 0.24 0.44
South Africa 0.53 0.01 0.07 0.18 0.11 0.06 0.05
Swaziland 0.63 0.02 0.00 0.18 0.07 0.03 0.07
Tanzania 0.36 0.01 0.10 0.06 0.33 0.09 0.06
Togo 0.38 0.47 0.02 0.04 0.01 0.07 0.01
Uganda 0.38 0.01 0.06 0.44 0.07 0.01 0.04
Zambia 0.45 0.01 0.02 0.46 0.02 0.02 0.02
Average 0.51 0.05 0.07 0.12 0.11 0.08 0.07

Table 8.A2  SSA agriculture indirect value added DVX (%), by regions of desti-
nation (2013) (Source Balié et al. 2018)

Exporting country EU LAC NAFTA Africa East Asia South Asia Others

Angola 0.61 0.06 0.01 0.13 0.04 0.06 0.09
Benin 0.50 0.03 0.01 0.14 0.03 0.27 0.03
Botswana 0.39 0.10 0.02 0.16 0.08 0.11 0.14
Burkina Faso 0.82 0.02 0.01 0.05 0.02 0.07 0.01
Burundi 0.86 0.02 0.01 0.03 0.01 0.03 0.05
Cameroon 0.78 0.00 0.01 0.03 0.15 0.03 0.00
Cape Verde 0.33 0.16 0.03 0.10 0.09 0.12 0.16
Central African 

Republic
0.85 0.01 0.01 0.03 0.07 0.02 0.02

Chad 0.76 0.01 0.17 0.02 0.01 0.02 0.01
Congo 0.87 0.00 0.01 0.01 0.08 0.02 0.01
Cote d’Ivoire 0.91 0.00 0.03 0.01 0.01 0.03 0.00
DR Congo 0.95 0.01 0.00 0.02 0.01 0.01 0.01
Djibouti 0.58 0.06 0.03 0.08 0.07 0.09 0.10
Eritrea 0.61 0.06 0.01 0.08 0.05 0.08 0.10
Ethiopia 0.63 0.00 0.03 0.01 0.17 0.02 0.14

(continued)
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Table 8.A2  (continued)

Exporting country EU LAC NAFTA Africa East Asia South Asia Others

Gabon 0.23 0.00 0.00 0.02 0.72 0.02 0.00
Gambia 0.65 0.06 0.01 0.08 0.06 0.08 0.08
Ghana 0.90 0.00 0.02 0.00 0.05 0.02 0.01
Guinea 0.84 0.01 0.00 0.10 0.01 0.02 0.01
Kenya 0.90 0.00 0.01 0.02 0.03 0.02 0.03
Lesotho 0.37 0.10 0.03 0.10 0.11 0.13 0.16
Liberia 0.45 0.00 0.48 0.01 0.01 0.04 0.01
Madagascar 0.73 0.00 0.12 0.02 0.07 0.04 0.00
Malawi 0.72 0.01 0.07 0.07 0.04 0.07 0.02
Mali 0.48 0.01 0.01 0.03 0.02 0.44 0.01
Mauritania 0.49 0.09 0.01 0.14 0.04 0.10 0.11
Mauritius 0.57 0.03 0.07 0.08 0.05 0.05 0.14
Mozambique 0.69 0.00 0.00 0.09 0.15 0.06 0.01
Namibia 0.83 0.01 0.00 0.13 0.01 0.01 0.01
Niger 0.47 0.03 0.01 0.39 0.02 0.04 0.05
Nigeria 0.81 0.00 0.01 0.01 0.07 0.10 0.00
Rwanda 0.87 0.02 0.01 0.03 0.02 0.03 0.03
Sao Tome and 

Principe
0.71 0.05 0.01 0.07 0.03 0.06 0.07

Senegal 0.88 0.00 0.01 0.03 0.07 0.01 0.00
Seychelles 0.43 0.09 0.03 0.11 0.09 0.12 0.13
Sierra Leone 0.74 0.04 0.03 0.05 0.03 0.05 0.06
Somalia 0.45 0.03 0.01 0.04 0.03 0.13 0.31
South Africa 0.78 0.00 0.02 0.10 0.03 0.04 0.03
Swaziland 0.88 0.01 0.00 0.05 0.01 0.02 0.03
Tanzania 0.62 0.01 0.07 0.04 0.14 0.06 0.05
Togo 0.79 0.05 0.01 0.04 0.01 0.08 0.01
Uganda 0.82 0.01 0.01 0.09 0.02 0.01 0.03
Zambia 0.75 0.01 0.01 0.19 0.01 0.02 0.02
Average 0.68 0.03 0.03 0.07 0.07 0.07 0.05

Table 8.A3  SSA foreign value added FVA (%), by regions of destination (2013) 
(Source Balié et al. 2018)

Exporting country EU LAC NAFTA Africa East Asia South Asia Others

Angola 0.50 0.08 0.01 0.17 0.04 0.07 0.13
Benin 0.41 0.15 0.02 0.18 0.07 0.15 0.03
Botswana 0.28 0.17 0.03 0.26 0.05 0.08 0.14
Burkina Faso 0.56 0.15 0.01 0.09 0.14 0.04 0.01
Burundi 0.61 0.04 0.11 0.07 0.02 0.05 0.10
Cameroon 0.54 0.00 0.03 0.06 0.31 0.05 0.00

(continued)
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Table 8.A3  (continued)

Exporting country EU LAC NAFTA Africa East Asia South Asia Others

Cape Verde 0.24 0.22 0.05 0.15 0.08 0.09 0.18
Central African 

Republic
0.67 0.02 0.05 0.06 0.15 0.02 0.03

Chad 0.57 0.01 0.32 0.05 0.01 0.02 0.02
Congo 0.56 0.01 0.03 0.04 0.22 0.11 0.02
Cote d’Ivoire 0.66 0.01 0.13 0.02 0.04 0.12 0.01
DR Congo 0.77 0.03 0.01 0.10 0.03 0.02 0.04
Djibouti 0.34 0.06 0.03 0.11 0.12 0.21 0.12
Eritrea 0.53 0.08 0.03 0.12 0.05 0.06 0.13
Ethiopia 0.19 0.00 0.06 0.01 0.56 0.03 0.15
Gabon 0.11 0.00 0.00 0.01 0.85 0.02 0.00
Gambia 0.53 0.07 0.01 0.13 0.09 0.06 0.10
Ghana 0.58 0.00 0.13 0.01 0.15 0.11 0.01
Guinea 0.71 0.02 0.02 0.14 0.02 0.06 0.03
Kenya 0.57 0.01 0.06 0.07 0.14 0.05 0.09
Lesotho 0.26 0.14 0.05 0.16 0.09 0.10 0.18
Liberia 0.21 0.01 0.73 0.02 0.02 0.02 0.01
Madagascar 0.40 0.00 0.30 0.04 0.19 0.06 0.01
Malawi 0.33 0.01 0.32 0.18 0.08 0.06 0.02
Mali 0.45 0.08 0.04 0.08 0.04 0.29 0.02
Mauritania 0.46 0.10 0.02 0.18 0.04 0.07 0.13
Mauritius 0.47 0.03 0.20 0.08 0.09 0.04 0.09
Mozambique 0.35 0.00 0.01 0.17 0.19 0.27 0.01
Namibia 0.38 0.01 0.01 0.57 0.01 0.01 0.02
Niger 0.33 0.03 0.01 0.56 0.02 0.02 0.04
Nigeria 0.46 0.00 0.02 0.02 0.13 0.36 0.01
Rwanda 0.66 0.05 0.06 0.10 0.03 0.04 0.07
Sao Tome and 

Principe
0.42 0.12 0.02 0.23 0.03 0.06 0.11

Senegal 0.50 0.01 0.05 0.04 0.39 0.01 0.01
Seychelles 0.33 0.12 0.04 0.17 0.09 0.09 0.15
Sierra Leone 0.49 0.07 0.07 0.13 0.04 0.07 0.14
Somalia 0.17 0.02 0.01 0.03 0.03 0.27 0.47
South Africa 0.42 0.01 0.09 0.21 0.14 0.07 0.06
Swaziland 0.43 0.03 0.00 0.29 0.12 0.03 0.09
Tanzania 0.29 0.01 0.10 0.07 0.37 0.09 0.07
Togo 0.28 0.57 0.02 0.04 0.01 0.07 0.01
Uganda 0.25 0.01 0.07 0.54 0.09 0.01 0.04
Zambia 0.33 0.01 0.03 0.57 0.02 0.02 0.02
Average 0.43 0.06 0.08 0.15 0.12 0.08 0.07
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Table 8.A4  SSA food gross exports (%), by regions of destination (2013)

Exporting country EU LAC NAFTA Africa East Asia South Asia Others

Angola 0.27 0.04 0.00 0.20 0.34 0.09 0.06
Benin 0.17 0.02 0.00 0.73 0.01 0.02 0.04
Botswana 0.87 0.01 0.00 0.09 0.01 0.01 0.01
Burkina Faso 0.23 0.50 0.01 0.16 0.02 0.03 0.05
Burundi 0.36 0.13 0.03 0.15 0.06 0.11 0.17
Cameroon 0.51 0.01 0.24 0.24 0.00 0.01 0.01
Cape Verde 0.45 0.10 0.02 0.18 0.05 0.08 0.12
Central African 

Republic
0.42 0.09 0.03 0.18 0.06 0.08 0.13

Chad 0.29 0.13 0.05 0.17 0.09 0.11 0.17
Congo 0.60 0.06 0.02 0.12 0.06 0.06 0.09
Cote d’Ivoire 0.68 0.00 0.18 0.06 0.05 0.01 0.03
DR Congo 0.69 0.04 0.02 0.08 0.02 0.04 0.11
Djibouti 0.39 0.11 0.03 0.17 0.06 0.10 0.15
Eritrea 0.39 0.11 0.03 0.13 0.07 0.10 0.16
Ethiopia 0.07 0.01 0.22 0.02 0.03 0.01 0.63
Gabon 0.61 0.04 0.01 0.20 0.05 0.04 0.06
Gambia 0.52 0.06 0.01 0.25 0.04 0.05 0.07
Ghana 0.78 0.01 0.11 0.05 0.03 0.01 0.01
Guinea 0.39 0.03 0.01 0.14 0.37 0.03 0.03
Kenya 0.65 0.01 0.06 0.15 0.07 0.01 0.05
Lesotho 0.43 0.10 0.03 0.14 0.06 0.09 0.15
Liberia 0.28 0.13 0.10 0.18 0.05 0.09 0.17
Madagascar 0.75 0.01 0.02 0.09 0.10 0.03 0.01
Malawi 0.65 0.01 0.03 0.28 0.00 0.01 0.02
Mali 0.57 0.05 0.01 0.22 0.02 0.05 0.08
Mauritania 0.64 0.00 0.00 0.09 0.25 0.02 0.01
Mauritius 0.72 0.01 0.03 0.04 0.18 0.02 0.02
Mozambique 0.24 0.01 0.04 0.51 0.18 0.01 0.01
Namibia 0.67 0.01 0.00 0.17 0.08 0.01 0.07
Niger 0.31 0.07 0.04 0.36 0.03 0.09 0.10
Nigeria 0.87 0.00 0.02 0.10 0.00 0.00 0.00
Rwanda 0.30 0.13 0.03 0.18 0.08 0.11 0.18
Sao Tome and 

Principe
0.47 0.09 0.03 0.11 0.07 0.11 0.13

Senegal 0.89 0.00 0.01 0.05 0.04 0.01 0.00
Seychelles 0.85 0.01 0.00 0.04 0.05 0.04 0.01
Sierra Leone 0.66 0.10 0.12 0.04 0.02 0.03 0.04
Somalia 0.33 0.05 0.01 0.09 0.04 0.05 0.42
South Africa 0.31 0.02 0.07 0.34 0.16 0.04 0.07

(continued)
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Table 8.A4  (continued)

Exporting country EU LAC NAFTA Africa East Asia South Asia Others

Swaziland 0.64 0.01 0.09 0.18 0.04 0.02 0.02
Tanzania 0.49 0.01 0.07 0.20 0.08 0.04 0.11
Togo 0.32 0.02 0.01 0.60 0.01 0.01 0.02
Uganda 0.21 0.05 0.02 0.41 0.16 0.03 0.12
Zambia 0.07 0.02 0.00 0.87 0.01 0.01 0.02
Average 0.49 0.06 0.04 0.20 0.07 0.04 0.09

Table 8.A5  SSA food indirect value added DVX (%), by Regions of destination 
(2013) (Source Balié et al. 2018)

Exporting country EU LAC NAFTA Africa East Asia South Asia Others

Angola 0.36 0.06 0.01 0.26 0.08 0.15 0.09
Benin 0.35 0.05 0.01 0.42 0.03 0.05 0.08
Botswana 0.89 0.01 0.00 0.04 0.02 0.02 0.02
Burkina Faso 0.46 0.18 0.01 0.12 0.05 0.08 0.10
Burundi 0.43 0.10 0.02 0.11 0.07 0.12 0.15
Cameroon 0.81 0.01 0.08 0.08 0.00 0.01 0.01
Cape Verde 0.49 0.08 0.02 0.16 0.05 0.09 0.11
Central African 

Republic
0.49 0.07 0.02 0.11 0.07 0.10 0.13

Chad 0.37 0.10 0.03 0.11 0.10 0.13 0.16
Congo 0.63 0.06 0.01 0.08 0.05 0.07 0.10
Cote d’Ivoire 0.85 0.00 0.09 0.02 0.00 0.01 0.02
DR Congo 0.83 0.02 0.01 0.03 0.02 0.03 0.06
Djibouti 0.47 0.09 0.02 0.12 0.06 0.11 0.13
Eritrea 0.50 0.08 0.02 0.09 0.07 0.10 0.14
Ethiopia 0.21 0.03 0.16 0.04 0.02 0.03 0.50
Gabon 0.55 0.06 0.01 0.16 0.05 0.08 0.10
Gambia 0.73 0.04 0.01 0.11 0.03 0.05 0.05
Ghana 0.93 0.00 0.04 0.01 0.00 0.01 0.00
Guinea 0.46 0.04 0.02 0.18 0.17 0.07 0.06
Kenya 0.89 0.00 0.01 0.04 0.02 0.01 0.03
Lesotho 0.52 0.08 0.02 0.09 0.07 0.10 0.13
Liberia 0.38 0.10 0.06 0.12 0.07 0.12 0.16
Madagascar 0.87 0.01 0.01 0.04 0.02 0.05 0.01
Malawi 0.82 0.01 0.01 0.12 0.01 0.01 0.02
Mali 0.62 0.05 0.01 0.13 0.04 0.06 0.09
Mauritania 0.73 0.01 0.00 0.05 0.15 0.05 0.01
Mauritius 0.89 0.01 0.00 0.02 0.04 0.01 0.02
Mozambique 0.30 0.02 0.03 0.52 0.08 0.02 0.03
Namibia 0.89 0.01 0.00 0.07 0.01 0.01 0.01

(continued)
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Table 8.A5  (continued)

Exporting country EU LAC NAFTA Africa East Asia South Asia Others

Niger 0.44 0.07 0.04 0.19 0.05 0.09 0.12
Nigeria 0.96 0.00 0.00 0.02 0.00 0.00 0.00
Rwanda 0.35 0.11 0.02 0.13 0.09 0.13 0.17
Sao Tome and 

Principe
0.49 0.08 0.02 0.08 0.07 0.11 0.13

Senegal 0.94 0.00 0.00 0.03 0.01 0.01 0.00
Seychelles 0.92 0.00 0.00 0.02 0.01 0.04 0.01
Sierra Leone 0.71 0.04 0.09 0.04 0.02 0.04 0.05
Somalia 0.43 0.07 0.01 0.09 0.06 0.09 0.26
South Africa 0.55 0.01 0.04 0.23 0.08 0.05 0.04
Swaziland 0.83 0.01 0.04 0.07 0.03 0.01 0.01
Tanzania 0.80 0.00 0.00 0.11 0.02 0.03 0.03
Togo 0.66 0.03 0.01 0.20 0.02 0.03 0.04
Uganda 0.62 0.04 0.00 0.17 0.05 0.03 0.08
Zambia 0.31 0.05 0.00 0.47 0.03 0.05 0.07
Average 0.62 0.04 0.02 0.12 0.05 0.06 0.08

Table 8.A6  SSA food foreign value added FVA (%), by Regions of destination 
(2013) (Source Balié et al. 2018)

Exporting country EU LAC NAFTA Africa East Asia South Asia Others

Angola 0.25 0.03 0.00 0.19 0.39 0.08 0.05
Benin 0.15 0.02 0.00 0.77 0.01 0.02 0.03
Botswana 0.86 0.01 0.00 0.10 0.01 0.01 0.01
Burkina Faso 0.19 0.55 0.01 0.17 0.01 0.02 0.05
Burundi 0.33 0.14 0.03 0.17 0.06 0.10 0.17
Cameroon 0.44 0.00 0.27 0.27 0.00 0.00 0.01
Cape Verde 0.43 0.10 0.02 0.19 0.05 0.08 0.12
Central African 

Republic
0.39 0.09 0.04 0.20 0.06 0.08 0.14

Chad 0.25 0.14 0.05 0.20 0.08 0.10 0.18
Congo 0.59 0.06 0.02 0.13 0.06 0.06 0.09
Cote d’Ivoire 0.64 0.00 0.20 0.06 0.06 0.01 0.03
DR Congo 0.60 0.05 0.03 0.12 0.02 0.04 0.14
Djibouti 0.36 0.11 0.03 0.19 0.05 0.10 0.15
Eritrea 0.34 0.13 0.04 0.15 0.07 0.09 0.17
Ethiopia 0.06 0.01 0.22 0.02 0.03 0.01 0.64
Gabon 0.62 0.04 0.00 0.21 0.04 0.03 0.05
Gambia 0.42 0.07 0.02 0.32 0.04 0.05 0.08
Ghana 0.74 0.01 0.14 0.06 0.03 0.01 0.01
Guinea 0.38 0.02 0.01 0.14 0.40 0.02 0.03
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Table 8.A6  (continued)

Exporting country EU LAC NAFTA Africa East Asia South Asia Others

Kenya 0.57 0.01 0.08 0.19 0.08 0.01 0.06
Lesotho 0.40 0.11 0.03 0.16 0.06 0.09 0.16
Liberia 0.25 0.13 0.11 0.20 0.05 0.08 0.17
Madagascar 0.72 0.00 0.02 0.10 0.12 0.03 0.01
Malawi 0.60 0.01 0.04 0.32 0.00 0.01 0.02
Mali 0.56 0.05 0.01 0.25 0.02 0.05 0.07
Mauritania 0.63 0.00 0.00 0.09 0.26 0.01 0.00
Mauritius 0.66 0.01 0.03 0.05 0.22 0.02 0.02
Mozambique 0.23 0.01 0.04 0.51 0.19 0.01 0.01
Namibia 0.63 0.01 0.00 0.19 0.09 0.01 0.08
Niger 0.27 0.07 0.04 0.42 0.03 0.08 0.10
Nigeria 0.83 0.00 0.03 0.13 0.00 0.00 0.00
Rwanda 0.28 0.14 0.03 0.21 0.07 0.10 0.18
Sao Tome and 

Principe
0.46 0.09 0.03 0.12 0.06 0.11 0.13

Senegal 0.88 0.00 0.01 0.06 0.04 0.01 0.00
Seychelles 0.82 0.01 0.00 0.05 0.07 0.04 0.01
Sierra Leone 0.64 0.12 0.13 0.04 0.02 0.02 0.04
Somalia 0.31 0.05 0.01 0.09 0.04 0.04 0.46
South Africa 0.26 0.02 0.07 0.36 0.18 0.04 0.07
Swaziland 0.59 0.01 0.11 0.21 0.04 0.02 0.02
Tanzania 0.41 0.01 0.08 0.23 0.09 0.05 0.13
Togo 0.27 0.01 0.01 0.66 0.01 0.01 0.02
Uganda 0.13 0.05 0.03 0.46 0.18 0.03 0.13
Zambia 0.05 0.01 0.00 0.90 0.01 0.01 0.02
Average 0.45 0.06 0.05 0.22 0.08 0.04 0.09
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Introduction

Africa’s regional economic communities (RECs) are committed to 
regional integration, as it is considered a necessity for ensuring good 
socio-economic relationship among the constituent economies which 
allows for the reaping of the advantage of economies of scale in produc-
tion and consumption by creating a larger market size. Africa contains 
small and fragmented economies with low incomes (Karamuriro 2015), 
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and by generating a larger market size, regional integration is one of the 
factors that can produce structural transformation and economic growth. 
Atik (2014) defines regional economic integrations as formations serv-
ing for the common economic objectives of countries with similar per-
formances. On the other hand, the structural movement of an economy 
from a primary or rudimentary and subsistence economic activity level 
to a secondary and tertiary one over a period of time is regarded as eco-
nomic transformation. In other words, economic transformation con-
stitutes a fundamental change in the structure of the economy and its 
drivers of growth and development (UNECA 2013).

UNECA (op. cit.) points out that Africa will not be able to achieve 
wealth creation, tolerable inequalities, poverty reduction, strong pro-
ductive abilities, improved social environments for its people, and 
sustainable development without ensuring that its economies are struc-
turally transformed. Economic transformation portends optimal use of 
the available natural resources in Africa, in addition to bringing about 
industrial development, enhanced economic growth and ability to with-
stand commodity price shocks from the international market.

An attainment of regional integration without good governance 
in each of ECOWAS member states may not produce desired result 
in terms of economic transformation. As indicated in its Worldwide 
Governance Indicators (WGI), the World Bank views good governance 
from six (6) broad dimensions of governance: voice and accountability, 
political stability and absence of violence, government effectiveness, reg-
ulatory quality, rule of law and control of corruption. WGI produces 
an index that ranges from 1 to 100 in percentile rank, with larger val-
ues indicating better governance, and it is expected to have a posi-
tive effect on structural transformation in an economy. Therefore, the 
importance of good governance in transforming an economy cannot be 
overemphasised.

Trade integration among the member countries of a trade bloc 
implies the absence of trade restrictions, and in conjunction with 
good governance, is bound to ensure structurally transformed econ-
omies towards industrialisation. It has been argued in the literature 
that a more open economy tends to be more industrialised (Dodzin 
and Vamvakidis 1999). By implication, the more restrictive the trade 
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policy of a country, the less industrialised. Liberalisation of an open 
economy brings about technology transfer, which is facilitated by the 
market signals. Muuka et al. (2009) assert that removal of the barriers, 
greater integration and trade openness to the rest of the world will ena-
ble companies in a trade bloc to gain from new ideas, technologies and 
products.

In line with the expectation of the theoretically posited positive link 
between economic integration and economic growth, the countries in 
the West African region signed the ECOWAS Treaty in 1975, revised it 
in 1993 and implemented the ECOWAS Trade Liberalisation Scheme 
(ETLS) and the common external tariff arrangements with the objective 
of economic transformation. However, empirical studies on the effect of 
regional trade integration on the structural transformation of the econ-
omies in the trade bloc are not only few but also they do not consider 
the simultaneous impact of governance. There is a consensus in the lit-
erature that regional integration has a potential to structurally transform 
the economies in a regional bloc and have a positive effect on economic 
growth. The evidence from the literature shows that there is similarity of 
the impact of regional integration on economic performance between 
what is obtained for Europe, America and Asia on one hand and Africa 
on the other hand. However, COMESA and SADC trading blocs have 
been the most studied among the recognised RECs in Africa with virtu-
ally no empirical studies on some of the remaining RECs. Besides, there 
is no consensus in the literature regarding the measurement of regional 
integration. This study fills this gap, by examining the consequences of 
regional trade integration and governance on structural transformation 
of economies in ECOWAS trade bloc, thus expecting the latter to be 
positively affected by the former. To the best of our knowledge, this 
study is the pioneering work to adopt the methodology for calculat-
ing the Africa Regional Integration Index (ARII) developed by African 
Union Commission (AUC), the African Development Bank (AfDB) 
and the Economic Commission for Africa (ECA). The ARII will likely 
form the basis for reaching a consensus for the measurement of regional 
integration index for future studies on Africa.

The rest of the paper proceeds as follows. “Trends of Sectoral Value-
Added in ECOWAS” presents the trends of sectoral value-added 
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shares in ECOWAS while the review of the pertinent literature is 
provided in “Literature Review”. In “Methodology”, the paper describes 
the methodology used to obtain the empirical results in “Empirical 
Results”. “Conclusion and Recommendation” concludes and offers 
recommendation.

Trends of Sectoral Value-Added in ECOWAS

The 15 countries of the West African region share common economic 
interest and both cultural and geopolitical bonds. Through the Lagos 
Treaty, ECOWAS was established on 28 May 1975. The creation of the 
common market through trade liberalisation among member states is 
one of the objectives of ECOWAS, which was actualised through the 
design of the ETLS as the major operational tool. Despite being in 
existence for over four decades the ECOWAS member economies are 
still dominated by agriculture, natural resources and/or primary com-
modities, with little contribution from the manufacturing sector as 
indicated in Tables 9.1 and 9.2, which present the average percentage 
sectoral contributions to the value added GDP of all the countries in 
ECOWAS for the period 2000–2015. Notably, agriculture contrib-
utes an average of over 25% to the value added GDP of most of the 
economies in the bloc. The average contribution is as high as 58.8% 
in Liberia and only 10.7% in Cape Verde. The average contribution of 
the industrial sector to the value added GDP of all ECOWAS countries 
is less than that of Guinea which appears to be the most industrialised 
in the region while Liberia is the least industrialised. However, the ser-
vices sector contributed the highest to the value added GDP, recording 
a regional average of little less than 50% and as high as three-quarters of 
the economy in Cape Verde (Table 9.1).

Manufacturing is considered as an engine of economic growth 
(UNCTAD 2016) like trade. Table 9.2 isolates the contribution of 
the manufacturing subsector of the industrial value added GDP, and 
this has been very low over the years. The highest manufacturing con-
tribution to the value added GDP of Benin is an average of 19.3%, 
higher than the regional average during the period 2000–2015.  
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Thus, manufacturing considered as the engine of economic growth has 
not shown appreciable performance in the member states of ECOWAS 
trade bloc.

Figure 9.1 presents the average sectoral shares in the value added 
GDP for the period 2000–2015. The dominant role of services sector 
in the ECOWAS trade bloc is manifest suggesting structural transfor-
mation. But the agricultural sector’s position and the least desirable 
performance of the manufacturing sector not only reveal the precarious 
cosmetic and non-qualitative nature of services activities but also it sug-
gests the need for appropriate redefinition and redesign of industrialisa-
tion policies and programmes, both at the national and regional level, 
that will unleash the potential of the manufacturing sector.

Meanwhile, Table 9.3 presents the regional trade integration index 
(TINT)1 for all member countries of ECOWAS, together with intra- 
regional trade intensity index (ITCR) and good governance indicator (GOV).  

Table 9.2  ECOWAS countries average manufacturing contributions to the value 
added GDP (%), 2000–2015

Source Authors’ computation with data from the World Bank’s WDI
Note NA implies Not Available. * Implies data is available for 2006 alone

Country 2000–‘05 2006–‘10 2011–‘15 2000–2015 Average

Benin 22.78 17.71 17.39 19.3
Burkina Faso 12.96 9.62 8.03 10.2
Cabo Verde 7.31 5.80* NA 7.3
Cote d’Ivoire 14.48 13.82 17.08 15.1
Gambia, The 6.63 6.45 6.77 6.6
Ghana 9.85 8.44 6.94 8.4
Guinea 5.2 6.93 8.16 6.8
Guinea-Bissau NA NA NA NA
Liberia 5.03 5.8 3.96 4.9
Mali NA NA NA NA
Niger 6.48 5.04 7.54 6.4
Nigeria 3.43 3.31 10.41 5.7
Senegal 15.98 14.16 17.04 15.7
Sierra Leone 3.2 2.48 2.32 2.7
Togo 8.72 8.53 7.34 8.2
Regional average 9.4 8.5 9.4 9.1

1A detailed description of how these figures are derived is presented under Independent Variables.
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The regional TINT ranges between 0 and 1 and the higher, the more inte-
grated an economy to the ECOWAS trade bloc in terms of trade. Also, ITCR 
and good governance indicator (GOV) also ranges between 1 and 100 (%) 
and a higher score indicates a more opened and better governed economy 
respectively. From Table 9.3, the most regionally integrated economy into the 
ECOWAS trade bloc is Cote d’Ivoire, while the least integrated is Nigeria2 
over the period 2000–2015. The ITCR show that Cote d’Ivoire and Nigeria 
are the first and second most opened economies in the bloc while the least 
opened economy is the Gambia. Table 9.3 also reveals that Cape Verde is the 
best performer in terms of governance, while the least performing country in 
terms of governance is Nigeria.

In Fig. 9.2, it is shown that ECOWAS trade bloc’s ITCR trend over the 
period 2000–2015 was falling and indicates that the economies in the bloc 
as whole imposed trade restrictions despite the trade treaties. The good 
governance indicator has been stable at an average of slightly above 30%. 
There was a hollow in the regional TINT trend in 2010 indicating that the 

Fig. 9.1  ECOWAS average sectoral share in the value added GDP (%), 2000–
2015 (Source Drawn by authors from the World Bank’s WDI, 2015)

2This result from our application of the ARII methodology contrast the findings stated in the  
ARII Reports 2016 where Nigeria is ranked as the highest performer and followed Cote d’Ivoire  
in the second position.
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economies in the region were less integrated after which there has been an 
improvement, prompting the need to empirically analyse the relationships 
among the three variables (TINT, ITCR and GOV) and the structural 
transformation of the ECOWAS trade bloc.

Literature Review

Different studies have been carried out to analyse the effect of regional 
integration on the performance of economies in trading blocs under dif-
ferent topics in different regions of the world. These studies cut across 
Europe, America, Asia and Africa. In respect of Europe, Dreyer and 
Schmid (2016) examine if the European Union (EU) and Euro Zone 
(EZ) memberships respectively as forms of economic integration will 
lead to growth bonuses for their members during the first 15 years of the 
Euro (1999–2013) by employing augmented Solow growth models using 
convergence analysis. The results of the study reveal that EU member-
ship has a positive relationship with growth during the period, implying 
that the growth of the EU countries is higher than non-EU members’ 
growth. The results are in line with Romer’s (1990) endogenous growth 

Fig. 9.2  ECOWAS countries average TINT, ITCR and GOV, 2000–2015 (Source 
Drawn by authors from DOT, 2015, WDI, 2015 and WGI, 2015)
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theory and the work of Baldwin (1992) which maintain that economic 
integration can result in growth via scale effects. Contrarily, Dreyer and 
Schmid (2016) observe that how the financial crisis is treated determines 
the role of EZ membership in economic growth. That is, when the crisis 
is considered as a consequence of the Euro (an endogenous phenomenon 
of the EZ) and is not controlled for in the estimations, EZ membership 
is found to have no impact on growth. But when the crisis is treated as 
an exogenous variable and its effect is controlled in Euro countries, the 
results show that EZ membership had a negative effect on economic 
growth during the period of the crisis compared to EU members that 
were not in the EZ; while it had no effect on growth in other years.

Kutan and Yigit (2009) examine the effect of globalisation and 
EU integration efforts on labour productivity growth in 8 Central 
and Eastern European (CEE) countries that joined the EU in 2004. 
The authors employ a fixed effects panel estimation for the period 
1995–2006 where potential heteroskedasticity in the cross-sectional 
dimension is corrected for. The results of the study reveal that globali-
sation and integration factors have direct impact on labour produc-
tivity growth through rates of innovation. It is also found that labour 
productivity level has substantially adjusted towards that of core EU 
(i.e. EU15), which implies considerable “catching up” and hence real 
convergence.

Henrekson et al. (1997) examine the implication of European inte-
gration in the EC and EFTA for economic growth using base regres-
sions. Their results show that the effect on economic growth of EC 
and EFTA memberships is positive and significant. The results also 
reveal that there is no significant difference between EC and EFTA 
memberships. Their conclusion is that regional integration affects both 
resource allocation and long-run growth rates. Velde (2011) focuses 
on the investigation of the impact of regional integration on conver-
gence and growth among developing countries by employing stand-
ard growth models covering close to 100 developing countries for the 
period 1970–2004, and his results show that regional integration does 
not have robust growth effects. However, the study reveals that there is 
a positive effect of trade and FDI on growth. The implication is that 
increased trade and investment can influence regional integration to 
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have positive effect on growth. Besides, the results also show that high 
levels of regional income disparities make disparities to greatly decrease.

Boltho and Eichengreen (2008) investigate whether or not Europe’s 
economy would have developed the same way without economic inte-
gration. In doing this, they employ the methodology applied by Fogel to 
the railroads and find that today’s incomes in Europe would have been 
5% lower if there was no EU. Gehringer (2013) examines the effect of 
financial integration on economic growth and its sources, productivity 
growth and capital accumulation, in a specific context of the European 
integration based on an unbalanced panel by applying a dynamic GMM 
model. The results of the study reveal that there is a strong positive 
effect of financial openness on economic growth and its sources. Based 
on an augmented Solow model, the work of Mann (2015) examines the 
effect of the European integration process of central eastern European 
countries on their GDP growth. He estimates a convergence equation 
for a panel of ten countries for the period 1995–2010. The results of 
the study reveal that there is a small but significant medium-run growth 
effect of trade integration within the countries of the EU. The study, 
therefore, concludes that the relatively small yearly growth will become 
substantial if it is aggregated over a period of several years.

Berthelon (2004) examines the growth effects of regional integra-
tion for a group of countries from Africa, Americas, Asia, Europe and 
Oceania for the period 1960–1999. The study departs from the exist-
ing literature which uses simple dummy variables by developing a new 
measure of regional integration which interacts country membership of a 
Regional Integration Agreement (RIA) with the partners’ share of world 
GDP. The aim is to capture differentiated effects depending on the size 
of the partners. To achieve its objective, the study employs cross-country 
and panel data growth regressions that incorporate the RIA variables 
constructed in the study. The results reveal that RIAs have had positive 
effects on growth. Besides, the results also show that there are no signif-
icant growth effects of North–North agreements, ambiguous impacts of 
South–South agreements as the size of the countries joining them dic-
tates and that the impacts of North–South agreements are not clear. 
The study follows Pritchett (2000) to categorise the OECD countries 
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(excluding Turkey, Mexico, Hungary, Korea and Poland), Malta and 
Cyprus as North countries, and all other countries as South countries.

There are also some studies on the effect of regional integration on 
economic performance in America. Gruben (2001) employs a sim-
ple regression technique to examine whether or not NAFTA was  
behind Mexico’s high maquiladora growth in the period 1975–1991. 
The results reveal that NAFTA does not have fast growth effect on 
maquiladoras; the impact of NAFTA is found to be negative, not pos-
itive, albeit statistically insignificant. De Hoyos and Iacovone (2013) 
investigate whether NAFTA induces Mexican firms to be more pro-
ductive and if so, they try to determine the channels which it follows 
using firm-level data from the Annual Industrial Survey (EIA) for the 
period 1993–2002. They employ a robust microeconometric approach 
that disentangles the various channels through which integration with 
the global markets can affect firm-level productivity. The results of the 
study reveal that Mexican plants productivity is promoted by NAFTA 
through increase in import competition and positive effect it has on 
access to imported intermediate inputs. Lopez-Cordova et al. (2003) 
employ the methodology of Olley and Pakes (1996) to examine the 
effect of the productivity of a set of manufacturing firms and find that 
the productivity of the import-competing firms and American owned 
foreign firms improve with the inclusion of Mexico in NAFTA.

Studies on regional blocs in Asia have also revealed the effect of 
regional blocs on economic performance in Asia. For instance, Islam 
et al. (2016) investigate the effect of intra-regional trade creation initi-
atives through the South Asian free trade agreement (SAFTA) on the 
efficiency and productivity growth of the countries in the region by 
applying both stochastic frontier and data envelopment analyses on 
panel data covering the period 1981–2010. Using labour, capital and 
output as the major variables for productivity analysis, the results of the 
study reveal that total factor productivity of most countries in South 
Asia fall even after when the regional free trade agreement was imple-
mented in 2006. However, the technical inefficiencies and total factor 
productivity growth are considerably different among the South Asian 
countries. Therefore, the results suggest that cross-border resource flows 
could assist lagging countries in improving their productivity.
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Considering the implementation of the South Asian Preferential 
Trade Agreement (SAPTA) in 1995 under the broad framework of the 
South Asian Association for Regional Cooperation (SAARC), Ansari 
and Khan (2011) analyse the role of economic integration in increasing 
FDI inflows and trade in South Asia using percentage computations and 
graphs. The results of their study reveal that regional integration is yet 
to increase the SAARC share in world trade, but it has increased FDI 
inflows and its share is on the increase in Asia and the world respectively.

Wang (2014) examines how regional integration has impacted on 
the exports of Central Asian countries, and specifically tries to find out 
whether multiple regional cooperation organisations in the region pro-
mote or restrict trade activities by employing panel regression analysis. 
The results of the study show that exports of Central Asian countries 
have been boosted by integration agreements. However, the Eurasian 
Economic Community (EurAsEC), which is considered as the region’s 
most successful integration organisation, has not increased the exports 
of its member countries. The contradictory results are attributed to the 
different levels of economic development, defective industrial struc-
tures and poor marketisation in EurAsEC member states. The results of 
the study could also be said to confirm the assertion of Bhagwati et al. 
(1998) that “spaghetti bowl phenomenon” will arise when a country 
is in multiple regional trade agreements (RTAs) because their different 
rules may limit its trading activities.

Africa contains small and fragmented economies with low incomes 
(Karamuriro 2015), and therefore countries in Africa have consid-
ered it necessary to promote economic integration in order to take 
advantage of economies of scale in both production and consumption 
(Agbonkhese and Adekola 2014). The African Union only recognises 
eight RECs3 (AUC, AfDB and ECA 2016) and there are studies on 
some of these RECs in Africa as reviews in this study indicate.

3The eight (8) RECs recognised by the AU are: Community of Sahel–Saharan States (CEN–
SAD), Common Market for Eastern and Southern Africa (COMESA), East African Community 
(EAC), Economic Community of Central African States (ECCAS), Economic Community 
of West African States (ECOWAS), Intergovernmental Authority on Development (IGAD), 
Southern African Development Community (SADC) and Arab Maghreb Union (UMA).
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Kamau (2010) assess how economic growth is affected by economic 
integration in Common Market for Eastern and Southern Africa 
(COMESA), East African Community (EAC) and Southern African 
Development Community (SADC) trade blocs. To carry out the anal-
ysis, an economic integration index based on average Most Favoured 
Nations (MFN) tariffs and the level of regional cooperation in the three 
trade blocs is constructed and the system GMM estimation technique 
is also applied. The results of the study reveal that economic integration 
is positively related to economic growth. Besides, separately and jointly, 
economic integration significantly influences economic growth positively.

Negasi (2009) employed augmented gravity model using panel data 
and random effect estimator methods to examine the effect of regional 
economic integration in SADC by employing disaggregated data for the 
period 2000–2007. Their focus is on the analysis of trade creation and 
diversion effects of SADC. The findings from the study indicate that 
intra-SADC trade is witnessing a growth in fuel and minerals and heavy 
manufacturing sectors, but declines in agricultural and light manufac-
turing sectors. That is, there is a displacement of trade with the rest 
of the world in both fuel and minerals as well as heavy manufacturing 
sectors.

Muuka et al. (2009) study the impediments to integration in 
COMESA which is the Africa’s largest regional trading block by inves-
tigating the aims of the 22 members of the bloc and types of barriers to 
integration which are two: World Bank and IMF’s structural adjustment 
programs (SAPs) induced barriers and other factors with limited con-
nection with SAPs. Their conclusion is that the barriers induced by SAP 
and non-SAP factors have restricted the ability of COMESA to save the 
economies in the region. However, removal of the barriers, greater inte-
gration and trade openness to the rest of the world will enable compa-
nies in COMESA to gain from new ideas, technologies and products.

Karamuriro (2015) examines how regional economic integration affects 
exports in the COMESA region by using the fixed effects regression, 
random effects regression and instrumental variables GMM regression 
to estimate an augmented trade gravity model using panel data for the 
period 1980–2012. The results indicate that intra-regional exports have 
increased as a result of the establishment of the COMESA trading bloc.  
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Therefore, there is a need to deepen regional integration in the region in 
order to promote export flows.

Agbodji (2008) assess the implication of preferential trade agree-
ments and the monetary union for bilateral trade between West African 
Economic and Monetary Union (Union Économique et Monétaire 
de l’Afrique de l’Ouest—UEMOA) member countries by employing 
a dynamic gravity model. The findings of the study show that being a 
member of a common monetary zone and implementing common 
economic reforms have significant effect on bilateral trade in the bloc. 
However, it leads to more imports and exports diversion than creating 
trade. Trade within a bloc can be negatively affected if there is promo-
tion of informal trans-border trade when economic policy is distorted.

Methodology

Dependent Variables

UNCTAD (2016) submits that the two mostly used measures of struc-
tural transformation are: employment shares of sectors in total employ-
ment and value-added shares of sectors in total value added. Either 
the number of workers or the number of hours worked in each sector 
is usually used to calculate employment shares. Real shares are some-
times used to express the value added shares, but nominal shares are 
the usual expression for structural transformation. Share of each sec-
tor’s export as a percentage of GDP is also pointed out by UNCTAD 
(2016) as another measure of structural transformation. Besides, the real 
agricultural, service and manufacturing sectors’ value added outputs are 
used by Kumi et al. (2017). This study follows UNCTAD (2016) and 
measures structural transformation as the nominal value added shares 
of Agriculture (AGR), Industry (IND) and Services (SER) in total value 
added as the dependent variables. Manufacturing being an engine of 
economic growth requires factoring out of industry data for separate 
and detailed analytical treatment, hence, an additional dependent varia-
ble for manufacturing is the nominal value added share of manufactur-
ing (MAN) in total value added.
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Independent Variables

The independent variables for this study are lagged or initial values of 
each sector value added shares of total value added: agriculture (LAGR), 
industry (LIND) and services (LSER) as well as manufacturing 
(LMAN). These lagged/initial values of each sector’s value added shares 
of total value added together with capital (CAP) and labour (LAB) are 
the foundation independent variables of this study. The three independ-
ent variables of focus to assess the impacts of regional trade integration 
and governance on structural transformation are TINT, ITCR and good 
governance indicator (GOV). Other variables that influence transforma-
tion of sectors in an economy considered are fiscal policy (FISP), infla-
tion (INF) and financial development (FIND).

The lagged/initial values of sectors’ value added shares in total value 
added are expressed in nominal term. This follows Kamau (2010) and 
Kumi et al. (2017) to capture the conditional convergence effects in the 
model. There is a tendency, according to conditional convergence, for 
economies to converge towards a steady-state path (Solow 1956). In 
line with Kumi et al. (2017), this study maintains that the initial value 
additions have positive effect on each sector contribution to total value 
addition in ECOWAS member countries. The lagged/initial values of 
sectors’ value added shares in total value added is calculated with data 
from the World Development Indicators (WDI).

TINT is calculated using the methodology for calculating the ARII 
jointly developed by AUC, the AfDB and the ECA (2016). Trade inte-
gration, regional infrastructure, productive integration, free movement 
of people and financial integration and macroeconomic convergence 
are the five major regional integration components on which ARII is 
based. The five dimensions are further split into 16 indicators. However, 
this study focuses on the effect of regional trade integration in the 
ECOWAS bloc on structural transformation. We, therefore, estimate 
the TINT for each ECOWAS member countries employing the four 
components of TINT in ARII methodology.

The four components of TINT are: level of customs duties on imports 
index (CII), share of intra-regional goods exports index (IRGEI), share  
of intra-regional goods imports index (IRGMI) and share of total 



294        A. S. Bankole and M. A. Oladapo

intra-regional goods trade (percentage of total intra-REC trade) index. 
The level of CII is calculated as the simple average of the tariff rate 
applied to the most-favoured nation (MFN) using the harmonised sys-
tem 6-digit code based on the imports from the REC. The formula for 
estimating the level of CII is:

where CR is a country’s simple average of the tariff rate applied to the 
MFN, while Min and Max are respectively the minimum and maxi-
mum simple average of the tariff rate applied by ECOWAS countries to 
the MFN for each year.

Share of IRGEI is calculated using each country’s share of intra-
regional goods exports, which is the value of intra-regional goods 
exports as a percentage of the country’s Gross Domestic Product  
(GDP). The formula for estimating the IRGEI is:

where CRM is a country’s share of intra-regional goods exports, while 
Min and Max are the minimum and maximum share of intra-regional 
goods exports in ECOWAS respectively for each year.

Share of IRGMI is calculated a country’s share of intra-regional goods 
imports which is the value of intra-regional goods imports as a percent-
age of the country’s GDP. The formula for estimating the IRGMI is:

where CRM is the country’s share of intra-regional goods imports, while 
Min and Max are the minimum and maximum share of intra-regional 
goods imports in ECOWAS respectively for each year.

Lastly, each country’s intra-regional goods trade index is calculated as 
an average of the indices obtained from Eqs. (9.1–9.3), and this is used 

(9.1)CII = 1−

(

CR−Min

Max−Min

)

(9.2)IRGEI =

(

CRE−MinE

MaxE−MinE

)

(9.3)IRGMI =

(

CRM−MinM

MaxM−MinM

)
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in this study to measure TINT. TINT is estimated using data from the 
International Monetary Fund (IMF) Direction of Trade (DOT) statis-
tics. The exception is the data for estimating the level of CII, i.e. the 
tariff rate applied to the MFN, which is obtained from the WDI. The 
range of the index is between 0 and 1, and closer values to 1 indicate 
that an economy is highly integrated to its trade bloc. TINT is expected 
to have a positive effect on total value addition in ECOWAS member 
countries.

ITCR is calculated as the intra-regional trade share divided by 
ECOWAS’s share of world trade. This follows Kamau (2010) and it is 
used as a proxy to measure the openness of each economy in ECOWAS 
not only to the other members in the bloc but also to the rest of the 
world. ITCR is estimated using data from the IMF DOT statistics and 
is expected to have a positive effect on total value addition in ECOWAS 
member countries. Good governance indicator (GOV) is obtained from 
the World Bank’s WGI. It is calculated as the simple average of the 
addition of the percentile rank of the six (6) broad dimensions of gov-
ernance. This index ranges from 1 to 100 in percentile rank, with larger 
values indicating better governance and it is expected to have a positive 
effect on total value addition of GDP in ECOWAS countries.

The methodology for constructing the WGI has been criticised in 
the literature in different aspects: it does not allow for comparisons over 
time and between countries, different sources of data used in obtaining 
it affect measures to correct past errors, and there is also the claim that 
the sources lack transparency. Langbeina and Knack (2010) also argue 
that the WGI does not provide different ideas of the six broad dimen-
sions of governance. A counter-argument of the transparency of WGI 
has been provided by Kaufmann et al. (2007) who assert that most of 
the data used are publicly accessible. Despite the criticism, WGI appears 
is still being used most especially by international organisation and 
donors. This, therefore, forms the basis for the adoption of the average 
of the six dimensions of the indicator in this study.

Capital (CAP) data is the gross fixed capital formation as a share of 
GDP obtained from WDI used as a proxy for the effect of investments 
on structural transformation. Labour (LAB) is the percentage of eco-
nomically active population aged 15–64 years and was obtained from 
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WDI. Physical capital, such as plant and machinery, and the level of 
infrastructural development in an economy are important for trans-
forming an economy and ensure economic growth. Labour is important 
to be combined with capital and therefore important in economic trans-
formation. FISP is measured by general government final consump-
tion expenditure as a percentage of GDP with data from the WDI. The 
Inflation (INF) is used to measure macroeconomic instability and is 
the annual change in the Consumer Price Index (CPI) with data from 
the WDI. It is important to consider inflation and FISP because a ris-
ing inflation and unpredictable FISP can cause economic uncertainty 
and instability, and therefore can have negative impact on structural 
transformation.

Last but not the least, FIND is domestic credit to private sector as 
a percentage of GDP by other depository banks except central banks 
with data from the WDI. This variable is considered because the more 
developed the financial sector of a country, the more access the investors 
will have access to different sources of finance and the greater will be 
its effect in structurally transforming its economy. CAP, LAB, FISP and 
FIND are expected to have positive effects on total value addition while 
FIND is expected to have a negative effect on total value addition of 
GDP in ECOWAS countries.

Model Specification

This study adopts a panel regression model to examine the effect of 
trade integration and governance on structural transformation in 
ECOWAS trade bloc. In order to correct for heteroscedasticity, robust 
standard errors are estimated for each coefficient. Considering a model 
with just one dependent variable which can be stated as:

The implication of the constant ‘a ’ and coefficient ‘B ’ in Eq. (9.4) is 
that both of them are unchanged for all units and for all years. If we 
assume a change in constant ‘a ’ which implies some level of heterogene-
ity in the simple panel model, Eq. (9.4) becomes:

(9.4)Yit = a+ BXit + εit
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‘a i’ implies that there are some differences in how the economies being 
studied behave.

For this study, our empirical model stems from the neoclassical aug-
mented Solow model. This model depends on a Cobb-Douglas pro-
duction function with labour-augmenting technological progress. The 
model allows for an extension to a panel data formulation. Given the 
description of the dependent and independent variables in the previ-
ous two subsections, the panel model to be estimated to is specified as 
follows:

where SECit and SECit−1 are used to represent current and lag nominal 
value added shares respectively of each of the sectors: agriculture (AGR and 
LAGR); industry (IND and LIND), services (SER and LSER) or manufac-
turing (MAN and LMAN). Equation (9.6) includes the 3 variables of inter-
est: ITCR, TINT and good governance indicator (GOV), and the other 
variables to assess their impacts on each sector of the economy. In Eq. (9.6), 
εit is the error term and the equation implies that structural transformation 
is positively related to all the independent variables except inflation (INF). 
Therefore, the priori expectation of each of the parameter of the independ-
ent variables in Eq. (9.6) are stated in the following expressions:

That is, the parameters or coefficients of all of the variables in Eq. (9.6) 
are expected to be positive except for the parameter of INF (inflation) 
which is expected to be negative.

Data

The data for this study are annual secondary data for the period 2000–
2015. The period was chosen because of the paucity of data especially 

(9.5)Yit = ai + δXit + εit

(9.6)
SECit =α0it + α1SECit−1 + α2CAPit

+ α3LABit + α4ITCRit + α5TINTit

+ α6GOVit + α7FISPit − α8INFit + α9FINDit + εit

(9.7)α1 > 0,α2 > 0, α3 > 0,α4 > 0,α5 > 0,α6 > 0,α7 > 0,α8 < 0,α9 > 0
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for the import tariffs for each country. Import tariff data is one of the 
important variable components needed to compute regional TINT 
for ECOWAS member countries. Data for calculating all the depend-
ent variables, the nominal value added shares of agriculture (AGR); 
industry (IND), services (SER) and manufacturing (MAN) are obtained 
from the WDI. Data for the gross fixed capital formation as a share of 
GDP which measures capital (CAP), labour (LAB) data which is the 
percentage of economically active population aged 15–64 years, FISP 
data which is measured by general government final consumption 
expenditure as a percentage of GDP, macroeconomic instability which is 
measured by inflation which is the annual change in the CPI and FIND 
which is measured by domestic credit to private sector as a percentage 
of GDP by other depository banks except central are also obtained from 
the World Bank’s WDI. TINT and ITCR are estimated with data from 
the IMFs’ DOT statistics. Finally, data for the six (6) broad dimensions 
of governance to calculate the good governance indicator (GOV) are 
obtained from the World Bank’s WGI.

Determinants of Structural Transformation

ECOWAS comprises of 15 member countries and they form the sam-
ple for this study. We adopt descriptive statistics to examine the indi-
vidual and group statistical features of the series for each country to 
detect potential outliers using the mean value. Tables 9.4–9.6 presents 
the descriptive statistics of only the variables that have outliers. Table 9.4 
shows that Cabo Verde is an outlier in the capital (CAP) series, Table 9.5 
reveals that Cote d’Ivoire and Nigeria are outliers in the Intra-Regional 
Trade Index (ITCR) index while Cabo Verde is also shown as the only 
outlier in the FIND series. These countries with outliers are included 
first and then excluded from both the bivariate and multivariate panel 
regressions as appropriate to reveal how they affect the results.

Bivariate fixed-effects regression for each sector is estimated to 
determine which variables have influence on each sector and there-
fore to be included in the panel regression estimation. Tables 9.7–9.10 
presents the bivariate fixed-effects regression results for each sector.  
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Table 9.7 shows that the coefficients of CAP, ITCR and TINT are not 
statistically significant to exert effect on the AGR. When the countries 
with outliers in CAP, ITCR and FIND series are dropped from the 

Table 9.4  Descriptive statistics of capital (CAP)

Source Authors’ computation

Country Mean Min Max Std. dev. No. of obs. Comment

All ECOWAS 
countries

20.41 0.29 49.79 10.25 255 –

Benin 23.41 17.81 28.57 2.98 17 –
Burkina Faso 24.36 13.79 32.83 5.72 17 –
Cabo Verde 44.98 31.63 49.79 5.79 17 Outlier
Cote d’Ivoire 12.63 4.70 20.71 4.36 17 –
Gambia, The 20.30 4.56 33.06 9.39 17 –
Ghana 24.66 19.70 31.78 3.58 17 –
Guinea 16.44 10.57 21.62 3.29 17 –
Guinea-Bissau 7.04 3.55 16.80 3.33 17 –
Liberia 19.97 7.50 26.10 3.95 17 –
Mali 20.08 15.75 24.24 2.60 17 –
Niger 25.94 10.22 39.95 11.30 17 –
Nigeria 10.82 5.47 17.29 4.05 17 –
Sierra Leone 14.07 0.29 42.04 10.36 17 –
Togo 17.77 13.34 24.56 3.49 17 –

Table 9.5  Descriptive statistics of Inter-Regional Trade Index (ITCR)

Source Authors’ computation

Country Mean Min Max Std. dev. No. of obs. Comment

All ECOWAS 
countries

15.73 0.06 95.62 20.72 255 –

Benin 7.35 3.93 13.01 2.44 17 –
Burkina Faso 12.51 6.51 25.60 5.94 17 –
Cabo Verde 0.19 0.06 0.60 0.12 17 –
Cote d’Ivoire 66.30 29.22 95.62 16.89 17 Outlier
Gambia, The 1.42 0.53 3.74 0.81 17 –
Ghana 23.93 3.99 51.83 12.94 17 –
Guinea 4.26 0.27 13.43 3.62 17 –
Guinea-Bissau 0.99 0.45 1.50 0.28 17 –
Liberia 2.10 0.89 4.30 0.91 17 –
Mali 19.80 10.74 32.95 6.19 17 –
Niger 7.16 2.81 11.56 2.50 17 –
Nigeria 56.37 29.68 77.81 14.23 17 Outlier
Sierra Leone 4.42 0.62 12.74 3.92 17 –
Togo 7.98 3.27 12.69 2.78 17 –
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regression, the coefficient of CAP and ITCR remains statistically insig-
nificant while that FIND still remains statistically significant.

Table 9.8 shows that the coefficients of LIND, ITCR, GOV and 
FISP are statistically significant and can exert impact on IND. When 
the countries with outliers in CAP, ITCR and FIND series are dropped 
from the regression, the coefficients of CAP and FIND are still not sta-
tistically significant. However, the coefficient of ITCR changes from 
being significant to being insignificant.

Table 9.9 shows that only the coefficients of ITCR, GOV and INF are 
not statistically significant to exert impact on MAN. The coefficient of 
CAP and FIND are still not statically significant when the countries with 
outliers in their series are dropped. However, the coefficient of ITCR 
becomes statistically significant after dropping Nigeria and Cote d’Ivore.

For the services sector, Table 9.10 shows that only the coefficients of 
LSER, ITCR, GOV and FISP are statistically significant to exert impact 
on SER. The coefficient of CAP is still not statically significant when 
Cabo Verde with an outlier in its series is dropped. However, the coeffi-
cient of ITCR becomes statistically insignificant after dropping Nigeria 
and Cote d’Ivore while coefficient of FIND becomes statically signifi-
cant when Cabo Verde is dropped.

Table 9.6  Descriptive statistics of financial development (FIND)

Source Authors’ computation

Country Mean Min Max Std. dev. No. of obs. Comment

All Countries 16.07 0.41 66.95 12.24 255 –
Benin 16.30 6.81 22.19 5.49 17 –
Burkina Faso 16.66 9.55 26.84 5.53 17 –
Cabo Verde 50.02 29.24 66.95 13.54 17 Outlier
Cote d’Ivoire 15.15 9.68 22.70 3.91 17 –
Gambia, The 12.23 6.51 15.98 2.87 17 –
Ghana 14.78 11.02 19.37 2.41 17 –
Guinea 6.51 3.39 14.14 3.57 17 –
Guinea-Bissau 5.53 0.41 12.10 4.37 17 –
Liberia 11.32 3.06 20.44 6.27 17 –
Mali 15.91 9.88 25.51 4.42 17 –
Niger 9.06 3.96 14.07 3.90 17 –
Nigeria 16.96 11.79 38.35 7.78 17 –
Sierra Leone 4.52 1.54 8.04 2.01 17 –
Togo 22.20 8.63 39.79 10.41 17 –
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Empirical Results

Table 9.11 presents the results of the panel regression for agriculture. 
The results without suppressing the outliers show that the signs of the 
coefficients of the lagged value of agriculture share in total value added 
(LAGR), inflation (INF) and FIND are positive, while the signs of the 
coefficients labour (LAB), good governance indicator (GOV) and FISP 
are negative. Considering the magnitude of each variable, the results 
indicate that every 1% increase in LAGR, INF and FIND will lead 
to 75.59, 8.77, 9.14 and 7.15% increases in the AGR. However, only 
LAGR is positive and statistically significant, according to a priori expec-
tation, and indicates that it can cause more structural movement towards 

Table 9.10  Service bivariate fixed-effects regressions—dependent variable: SER

Note * denotes 1% significance level. Figures in parentheses are standard errors
Source Authors’ Estimation

Variable With outliers Without outliers
Coefficient P value R-sq. Coefficient P 

value
R-sq. Outliers 

country

LSER 0.8301
(0.0401)

0.0000* 0.8868 – – – –

CAP 0.0296
(0.0724)

0.2236 0.2236 −0.0668
(0.0680)

0.328 0.0299 Cabo 
Verde

LAB 0.3751
(0.2932)

0.2020 0.0590 – – – –

TINT 1.3605
(3.1948)

0.6710 0.0017 – – – –

ITCR −0.2311
(0.0558)

0.0000* 0.0112 −0.1295
(0.0794)

0.105 0.0103 Nigeria 
and 
Cote 
d’Ivore

GOV 0.3493
(0.0863)

0.0000* 0.3295 – – – –

FISP 0.8491
(0.1804)

0.0000* 0.0892 – – – –

INF −0.1234
(0.0821)

0.1340 0.0857 – – – –

FIND 0.0823
(0.0674)

0.2230 0.3189 0.2635
(0.0765)

0.001* 0.1854 Cabo 
Verde
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agricultural sector in the member countries of the ECOWAS regional 
trading bloc. Contrarily, the results in Table 9.11 indicate that every 1% 
increase in LAB, GOV and FISP cause AGR to fall by 18.55, 10.54 and 
32.19% respectively. Since only good governance indicator (GOV) and 
FISP are negatively significant, they can lead to a movement away from 
the agricultural sector in ECOWAS trading bloc, and perhaps to other 
sectors of the economies. That is, there is a negative impact of govern-
ance on agricultural value added contribution to total value added in 
ECOWAS trading bloc. This implies that when poor governance prevails 
in the economies, structural transformation of the economy becomes 
unattainable. The results in Table 9.11 also reveal that there is no dif-
ference in our results when the outliers are suppressed. The only major 
exception is that FISP is now statistically significant at 5% as against 1% 
obtained when the outliers are not suppressed.

Table 9.11  Panel regression results—dependent variable: AGR

Note * and ** denote 1 and 5% significance levels respectively. Figures in paren-
theses are Robust Standard Errors
Source Authors’ Estimation

Variable With outliers Without outliers
Coefficient P value Coefficient P value

LAGR 0.7559
(0.0900)

0.0000* 0.7378
(0.1017)

0.0000*

LAB −0.1855
(0.1711)

0.2970 −0.3001
(0.3351)

0.3900

GOV −0.1054
(0.0429)

0.0280** −0.1332
(0.0524)

0.0270**

FISP −0.3219
(0.1038)

0.0080* −0.3060
(0.1271)

0.0350**

INF 0.0877
(0.0597)

0.1640 0.0857
(0.0634)

0.2030

FIND 0.0715
(0.0586)

0.2420 0.0213
(0.0701)

0.7670

Constant 23.4684
(11.2409)

0.0560** 32.2908
(21.6718)

0.1640

Overall R-sq 0.9076 0.8942
F-Statistics 62.1400 84.2400
F-Statistics (Prob.) 0.0000* 0.0000*
Hausman test (Chi2) 36.6400 30.1500
Hausman test (Prob.) 0.0000* 0.0000*
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Table 9.12 presents the estimation results for the industrial sector. 
When the outliers are not suppressed, the results indicate that the coef-
ficients of all the relevant independent variables are positive. That is, the 
coefficients of the lagged value of industry shares in total value added 
(LIND), ITCR, good governance indicator (GOV) and FISP are posi-
tive. As regards the magnitude of each variable, it is revealed in the results 
in Table 9.12 that when there is a 1% increase in any of LIND, ITCR, 
GOV and FISP, there will also be an increase of 71.58, 4.88, 3.64 and 
7.05% in IND as well. However, only LIND is statistically significant 
and the implication is that this brings about a structural transformation 
of the economy towards the industrial sector of the economy.

There is a significant difference in the results in Table 9.12 when 
the outliers are suppressed. As it can be seen, the coefficients of the 
lagged value of industry shares in total value added (LIND), ITCR and 
FISP are still positive; while the coefficient of good governance indica-
tor (GOV) is now negative. Looking at the magnitude of each varia-
ble, it can be observed that as each of LIND, ITCR and FISP increases 
by 1%, IND increases by 63.92, 6.56 and 12.79%; but IND falls by 

Table 9.12  Panel regression results—dependent variable: IND

Note * and ** denote 1 and 5% significance levels respectively. Figures in paren-
theses are Robust Standard Errors
Source Authors’ Estimation

Variable With outliers Without outliers
Coefficient P value Coefficient P value

LIND 0.7158
(0.0894)

0.0000* 0.6392
(0.1222)

0.0000*

ITCR 0.0488
(0.0444)

0.2900 0.0656
(0.0267)

0.0320**

GOV 0.0364
(0.0508)

0.4850 −0.0005
(0.0665)

0.9940

FISP 0.0705
(0.1049)

0.5120 0.1279
(0.1201)

0.3100

Constant 3.2114
(2.0983)

0.1480 4.9778
(2.9767)

0.1230

Overall R-sq 0.8771 0.8869
F-Statistics 33.1700 14.8900
F-Statistics (Prob.) 0.0000* 0.0002*
Hausman test (Chi2) 24.2800 35.3500
Hausman test (P value) 0.0001* 0.0000*
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0.00% as GOV increase by 1%. In terms of statistical significance, 
LIND is still statistically significant and ITCR is now also statistically 
significant and positive. This implies that LIND and ITCR bring about 
a structural transformation of the economy towards the industrial sec-
tor of the economy. The positive and significant impact of the ITCR, 
which is one of the variable of focus of this study, imply that the more 
opened the economies in ECOWAS trading bloc not only to members 
but also to the rest of the world, the more the economies are structurally 
transformed from the other sector towards the industrial sector. Besides, 
concerning the coefficient of independent variables which are statisti-
cally significant, the coefficients of LIND and ITCR follow our a priori 
expectations as given by the expressions in Eq. (9.4)

Table 9.13 presents the panel estimation results for manufactur-
ing and shows that without suppressing outliers, the coefficients of 
lagged value of manufacturing shares in total value added (LMAN), 
capital (CAP) and regional TINT are positive; while FISP and FIND 
are negative. By implication, a 1% rise in each of LMAN, CAP and 
TINT results in 84.48, 1.66 and 42.17% rises in the manufacturing 
shares in total value added (MAN) respectively. As it can be seen in 
Table 9.13, only the coefficients of LMAN is positive and statistically 
significant, and play important role in transforming the economies in 
the ECOWAS trade bloc towards the manufacturing sector. On the 
other hand, only the coefficient of FIND is negative and statistically sig-
nificant, and play negative role in transforming the economies in the 
ECOWAS trade bloc away from the manufacturing sector. The conclu-
sion from the results in Table 9.13 is essentially the same when the out-
liers are suppressed.

The estimation results of the panel model for services is presented in 
Table 9.14, and it reveals that when the outliers are not suppressed the 
coefficients of the initial value of service sector value added shares of 
total value added (LSER), good governance indicator (GOV) and FISP 
are positive, while the coefficients of ITCR is negative. With respect to 
the magnitude of the independent variables, increases in LSER, GOV 
and FISP by 1% result in an increase in the service sector value added 
shares of total value added (SER) by 77.81, 7.27 and 22.30% respec-
tively. However, only LSER and FISP are statistically significant, and 
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imply that the initial value of service sector value added shares of total 
value added (LSER) and FISP are important for structural transforma-
tion of the economies in the ECOWAS trade bloc to the service sector. 
In contrast, as shown in Table 9.14, an increase in ITCR by 1% will 
bring about a decrease in the service sector value added shares of total 
value added (SER) by 6.05%. However, the coefficient of ITCR is not 
statistically significant. The results also reveal that there is no apprecia-
ble difference in the results when the outliers are suppressed.

Conclusion and Recommendation

This study examines the effect of regional trade integration and gov-
ernance on the structural transformation in the ECOWAS trade bloc 
covering the period 2000–2015. The structural transformation which is 
the dependent variables is measured as the value added shares of each 

Table 9.13  Panel regression results—dependent variable: MAN

Note * and ** denote 1 and 5% significance levels respectively. Figures in paren-
theses are Robust Standard Errors
Source Authors’ Estimation

Variable With outliers Without outliers
Coefficient P value Coefficient P value

LMAN 0.8448
(0.0264)

0.0000* 0.8381
(0.0263)

0.0000*

CAP 0.0166
(0.0116)

0.1820 0.0077
(0.0100)

0.4570

TINT 0.4217
(0.6416)

0.5250 0.2956
(0.6438)

0.6570

FISP −0.0302
(0.0245)

0.2430 −0.0371
(0.0228)

0.1370

FIND −0.0387
(0.0072)

0.0000* −0.0412
(0.0092)

0.0020*

Constant 1.6575
(0.6019)

0.0190** 1.9825
(0.4292)

0.0010*

Overall R-sq 0.9655 0.9698
F-Statistics 248.9300 373.4800
F-Statistics (Prob.) 0.0000* 0.0000*
Hausman test (Chi2) 17.3000 14.3100
Hausman test (P value) 0.0040* 0.0138**
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of sector in the total value added; agriculture (AGR), industry (IND), 
services (SER) and manufacturing (MAN). The independent variables 
of the study are lagged/initial values of each sector value added shares 
of total value added: agriculture (LAGR), industry (LIND) and services 
(LSER) as well as manufacturing (LMAN). These lagged/initial values 
of each sector value added shares of total value added together with cap-
ital (CAP) and labour (LAB) are the foundation independent variables 
of this study. The three independent variables of focus for this study to 
assess the impacts of regional trade integration and governance on struc-
tural transformation are TINT, ITCR and good governance indicator 
(GOV). Other variables that influence transformation of sectors in an 
economy considered in this study are FISP, inflation (INF) and FIND.

In carrying out the empirical analysis, panel regression method was 
used in the estimation and the results in respect to the variable of inter-
est of this study reveal that: First, there is a negative impact of govern-
ance on agricultural value added contribution to total value added in 

Table 9.14  Panel regression results—dependent variable: SER

Note *, ** and *** denote 1, 5 and 10% significance levels respectively. Figures 
in parentheses are Robust Standard Errors
Source Authors’ Estimation

Variable With outliers Without outliers
Coefficient P value Coefficient P value

LSER 0.7781
(0.1011)

0.0000* 0.6376
(0.1261)

0.0000*

ITCR −0.0605
(0.0594)

0.3260 −0.0482
(0.0402)

0.2560

GOV 0.0727
(0.0868)

0.4160 0.1637
(0.1136)

0.1770

FISP 0.2230
(0.1254)

0.0970*** 0.3262
(0.1399)

0.0400**

Constant 6.2236
(2.8353)

0.0460** 7.3090
(3.8598)

0.0850***

Overall R-sq 0.8601 0.7739
F-Statistics 60.6800 30.4200
F-Statistics (Prob.) 0.0000* 0.0000*
Hausman test (Chi2) 16.1300 24.6300
Hausman test (P 

value)
0.0028* 0.0001*
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ECOWAS trading bloc. That is, when bad governance prevails in the 
economies, structural transformation of the economy becomes unat-
tainable. Second, the ITCR, which is one of the variable of focus of 
this study, imply that the more opened the economies in ECOWAS 
trading bloc not only to members but also to the rest of the world, the 
more the economies are structurally transformed from the other sector 
towards the industrial sector. Third, with 77.81% positive and signifi-
cant coefficient of regional TINT, this emphasises the high importance 
of the positive role that regional trade integration can play in structur-
ally transforming the economies in the ECOWAS trading bloc. That is, 
when there is deeper trade integration in the ECOWAS trading bloc, 
the economies in the bloc will be more and highly structurally trans-
formed towards the manufacturing sector which is considered as the 
engine of economic growth. Fourth, however, regional TINT plays no 
role in the transformation of the economies in the ECOWAS trade bloc 
towards manufacturing sector when each of the economy is closed not 
only to the ECOWAS members but also to the rest of world. Fifth and 
lastly, the initial value of each sector’s shares in the total value addition 
is consistent for all the sectors and suggest that the sectoral output will 
not converge to a stable equilibrium.

Based on the results obtained, it is therefore recommended that each 
economy in the ECOWAS trade bloc should improve on good govern-
ance to structurally transformed their economies. Specifically, the impli-
cation is that if all of the economies in the trade bloc desire to achieve 
structural transformation towards agriculture, they need to improve on 
all the six (6) broad dimensions of governance: voice and accountabil-
ity, political stability and absence of violence, government effectiveness, 
regulatory quality, rule of law and control of corruption as stipulated 
by the World Bank’s WGI. As the aim of every developing economy is 
to be industrialised, economies in the ECOWAS regional trading bloc 
have to trade not only with the ECOWAS member countries alone but 
also with the rest of the world in order to structurally transformed from 
the other sector towards the industrial sector. This in line with what 
holds in the literature that increase in openness of a country will lead 
industrialisation of its economy (Dodzin and Vamvakidis 1999). The 
trade integration efforts of the ECOWAS so far need to be sustained 
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and improved upon. The achievement of deeper trade integration in the 
ECOWAS trade bloc will make the economies in the bloc to be more 
and highly structurally transformed towards the manufacturing sector 
which is considered as the engine of economic growth. However, in the 
process of achieving this, the economies in the trading bloc should not 
restrict their trading with the rest of the world.
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