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Preface

This volume collects the contributions presented at the XVII Conference of the Italian
Association for Artificial Intelligence (AI*IA 2018). The conference was held in
Trento, Italy, during November 20–23, 2018. The conference is organized by AI*IA
(the Italian Association for Artificial Intelligence), and it is held annually.

The conference received 67 submissions. Each paper was carefully reviewed by at
least three members of the Program Committee, and finally 41 papers were accepted for
publication in these proceedings.

AI*IA 2018 featured exciting keynotes by Lise Getoor, Professor of Computer
Science and Director of the D3 Data Science Research Center at University of Cali-
fornia Santa Cruz, and Malik Ghallab, Emeritus Research Director at LAAS CNRS in
Toulouse. The rest of the conference program included short presentations of the
accepted papers followed by poster sessions, the Doctoral Consortium, a broad choice
of workshops, tutorials, panel sessions, and an open event. The list of workshops
comprised the 7th Italian Workshop on Machine Learning and Data Mining (MLDM),
the Second Workshop on Advances in Argumentation in Artificial Intelligence (AI3),
the Workshop on Multi-Agent Systems and Social Network (MAS & SN), the R.i.C.e.
R.c.A - RCRA Incontri E Confronti Workshop (RiCeRcA), the 4th Italian Workshop
on Artificial Intelligence for Ambient Assisted Living (AI*AAL), the 5th Italian
Workshop on Artificial Intelligence and Robotics (AIRO), and the Second Workshop
on Natural Language for Artificial Intelligence (NL4AI). This edition featured for the
first time a set of high-quality tutorials covering a broad spectrum of topics, namely,
“Timeline-Based Planning and Execution: Theory and Practice,” “Novel Developments
in Ontology-Based Data Access and Integration,” “Formal Ontological Analysis and
Knowledge Representation,” “Adversarial Machine Learning and Probabilistic
Knowledge Representation in Machine Learning.” Another novelty of this year’s
edition was the assignment of a best paper award, assigned to “A Generalized
Framework for Ontology-Based Data Access” by Elena Botoeva, Diego Calvanese,
Benjamin Cogrel, Julien Corman, and Guohui Xiao, and of a best student paper award,
assigned to “The Role of Coherence in Facial Expression Recognition” by Lisa Gra-
ziani, Stefano Melacci, and Marco Gori. In accordance with the practice of the last
AI*IA conferences, the program was complemented by an open event targeted at the
general public concerning the impact of artificial intelligence on society. Within this
event, titled “Angeli e Demoni dell'Intelligenza Artificiale: evoluzioni possibili e
impatti sulla nostra vita,” expert panelists, including Carlo Casonato, Michela Milano,
François Pachet, Piero Poccianti, and Francesco Profumo, discussed what is happening
in the artificial intelligence field, with particular emphasis on the opportunities, chal-
lenges, potential threats, and national and international strategies it is generating in
different sectors of society.

Please note: The editors’ affiliations were revised. The name of the city was corrected.



The chairs wish to thank the Program Committee members and the reviewers for
their invaluable work in reviewing the contributions, and the organizers of all work-
shops, tutorials, panels and of the Doctoral Consortium for contributing to the success
of the conference. Special thanks go to the Organizing Committee for managing this
event in a very competent and professional way. Last by not least, we would like to
thank the proceedings chair, Paolo Dragone, for putting these proceedings together.
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An Introduction to the Major Features
of a Scripting Language for JADE Agents

Giuseppe Petrosino(B) and Federico Bergenti

Dipartimento di Scienze Matematiche, Fisiche e Informatiche,
Università degli Studi di Parma, 43124 Parma, Italy

giuseppe.petrosino@studenti.unipr.it, federico.bergenti@unipr.it

Abstract. This paper presents a concise description of the major fea-
tures of the Jadescript language for agent-oriented programming. First,
the need for a programming language intended explicitly to support
the design and implementation of agents and multi-agent systems based
on JADE is motivated. Then, core features which characterise the lan-
guage as an agent-oriented programming language, namely, those meant
to support message passing and event-driven programming, are briefly
described. The description of core features uses an illustrative example
to show how the language can be concretely used to program multi-agent
systems, at least in simple, but significant, cases.

1 Introduction and Motivation

Among the significant number of innovations that the research on agents and
multi-agent systems have popularised, Agent-Oriented Programming (AOP) [19]
plays a singular role for the interest that it is gaining also outside of the agent
community, e.g., to support model-driven development [11]. Usually, AOP is
described as a programming paradigm explicitly designed with the intent to
assist programmers in the concrete implementation of agents and multi-agent
systems. In this sense, AOP is a way to interface the knowledge level, as intro-
duced by Newell in [16], and put it into practice. More generally, AOP is not
only related to the abstractions which programmers use for the construction of
agents and multi-agent systems, but it is also related to the concrete syntax
that programmers adopt to manage such abstractions. Therefore, it is not sur-
prising that the first public appearance of the acronym is in a paper by Shoham
[18], which proposes a new programming language, namely Agent-0, to introduce
a whole new syntax and semantics to support the concrete implementation of
software agents.

The fact that AOP has to do equally with agent-specific abstractions and
with the syntax and the semantics of programming languages has been put
aside in the last twenty years by the strong opinion, shared by a significant
number of researchers, that the abstractions that AOP helped to identify could
be effectively used in the scope of mainstream programming technologies. The
widespread adoption of agent platforms like JADE [1] had the effect of shift-
ing the focus from the syntax and the semantics of programming languages
c© Springer Nature Switzerland AG 2018
C. Ghidini et al. (Eds.): AI*IA 2018, LNAI 11298, pp. 3–14, 2018.
https://doi.org/10.1007/978-3-030-03840-3_1
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to the provision of platform-level abstractions accessible from mainstream pro-
gramming technologies. Actually, since its initial conception, JADE and similar
platforms (e.g., [11] for a survey) have been intended primarily to offer support
to Java programmers, and the decision to support developers of multi-agent sys-
tems with a Java framework, rather than with a specific language, is part of
the basic ideas that originated those platforms. The fact that JADE and similar
platforms were so intimately linked with Java can be justified by the characteris-
tics of the programming technologies available at the time when agent platforms
were popularised. Java was an emerging technology, and it was common opinion
that it would have changed radically the way software was built. Programmers
wanted to use it, if nothing else, for their professional growth, and high-profile
decision makers were happy with it because it was the technology that marked
the growth of the Web. Today, the professional practice of programming is sig-
nificantly different, and a dynamic landscape of programming technologies is in
use, with each programming technology designed to target specific scenarios.

Mentioned motivations are some of the reasons why, after a decennial expe-
rience with the use of JADE in a wide span of scenarios ranging from highly
dynamic industrial applications [13] to high-profile management services [5], we
came to the conclusion that a specific programming technology is needed to assist
the programmer in the development of complex functionality, and to promote
the effective use of the beneficial features of agent technology for Agent-Oriented
Software Engineering (AOSE ) [6]. We first experimented a smooth depart from
Java by introducing JADEL [3,7], an AOP language which uses a dialect of
Java called Xtend [8] to support the procedural subset of the language. JADEL
has been under constant development since four years, and the experiments in
the use of the language emphasised that the adoption of a Java dialect has two
important drawbacks related to the fact that Java is today a commodity that
most programmers master. First, programmers would have preferred the imme-
diate use of Java, and they do not seem to find added value in the use of a dialect
whose major differences from Java are related to syntactic sugar. Second, pro-
grammers tend to prefer the direct use of JADE from Xtend, rather than the use
of the agent-oriented, and more abstract, features that JADEL provides. This is
partially justified by the fact that the large body of documentation available for
JADE easily translates to procedural code written in Xtend.

The two important drawbacks just mentioned, which are ultimately caused
by the very basic design choice of grounding JADEL on a dialect of Java, sug-
gested to rework the ideas that originated JADEL to further loose the tight with
Java. A descendant of JADEL called Jadescript has been recently conceived to
provide support for the construction of agents and multi-agent systems on top of
JADE with no direct use of Java, but still preserving interoperability with JADE
agents and multi-agent systems. This paper briefly describes the major features
of Jadescript, and it is organised as follows. Section 2 shows a brief overview
of the language using an illustrative example and giving emphasis on supported
agent-oriented abstractions. Section 3 concludes the paper and discusses planned
future developments of the language and of its support tools.
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2 Overview of Jadescript

Jadescript is an AOP language intended to support the implementation of agents
using an event-driven style of programming with explicit emphasis on the possi-
bility for agents to exchange messages. The major abstractions that Jadescript
supports are (communication) ontologies [20], (agent) behaviours, and agents.
JADE programmers are familiar with such abstractions, and Jadescript keeps
them exactly as JADE programmers would expect (e.g., [2] for a detailed descrip-
tion of such abstractions). In addition, Jadescript is a scripting language which
tries to reduce the gap between an agent-oriented source code and a semantically
equivalent pseudocode. For this reason, Jadescript shares some resemblances
with popular scripting languages like Python, e.g., in the use of semantically
relevant indentation. In brief, the main objectives of Jadescript are all related
to the goal of raising the level of abstractions that programmers use in all pro-
gramming tasks related to the construction of agents and multi-agent systems.
Such goals can be summarized as follows:

1. To provide programmers with high-level, agent-oriented abstractions;
2. To assure that the high level of abstraction of the language does not force to

accept major methodological or computational compromises; and
3. To ensure that available agent technology is used effectively.

Such objectives are common to many AOP languages that have been recently
proposed (e.g., [7] for a survey), even if there is not yet an agreement on how
they should be concretised in a specific programming language. Note that Jade-
script shares a lot with its direct ancestor JADEL, but its marked depart from
Java makes it closer to pseudocode. In addition, the use of concepts defined
in ontologies (see Subsect. 2.2) as structured data types, which is not directly
supported by JADEL, ensures that the abstract view of manipulated data that
ontologies provide can also be used in the construction of agents.

Even if Jadescript is designed to enable the effective implementation of JADE
agents and multi-agent systems, Jadescript is not an object-oriented language.
However, the close relationship with Java is still actual in the compilation pro-
cess that is assumed for Jadescript source files. A Jadescript source file, if valid,
is primarily intended to be compiled to one or more Java source files. Such files
are then compiled to Java bytecode using one of the available Java compilers,
and resulting Java bytecode is eventually executed by a Java Virtual Machine
(JVM ) with the help of JADE. This approach is not new, and it has been proven
effective, e.g., by JADEL, SARL [17], and other proposals. The choice of compil-
ing Jadescript source files to Java source files was taken for the following reasons.
First, the adopted approach grants interoperability with Java and JADE, thus
extending the potential of Jadescript and promoting code reuse. Note that the
minimal interface to Java which is still present in Jadescript to support the inte-
gration with the features of the underlying JVM is considered low-level its use
is discouraged. Second, off-the-shelf Java compilers emit Java bytecode using a
rich set of well-tested and decade-proven checks and optimizations, which would
be pointless to try to recreate for a Jadescript to bytecode compiler. Third, the
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semantics of Jadescript can be designed in terms of the underlying semantics
of Java, which eases the process of designing the semantics of the language and
it also helps ordinary JADE and Java programmers to appreciate, and possibly
adopt, Jadescript. Finally, the availability of powerful tools for the construc-
tion of this type of compilers in the Eclipse ecosystem supports the effective
provision of professional tools to programmers, which seems to be essential to
propose Jadescript to the programmers that appreciate and already use JADE
in high-profile projects (e.g., [12] for recent a survey).

The current implementation of the Jadescript compiler uses the tools of the
Xtext suite [9] to ensure a smooth integration with Eclipse. Actually, Jadescript
is currently supported by a rich set of tools packed as an Eclipse plug-in, and
the current version of the tools and of related documentation is available upon
request from authors. Note that an open-source distribution is planned for the
near future, and it is expected as soon as the bundle could contain sufficient
documentation and, at least, one complete tutorial.

The remaining of this section describes the features that can be included in
a Jadescript source file. Note that the overview of Jadescript discussed in this
section is by far not exhaustive. Only a selected set of features is presented, and
interested readers are directed to the documentation that comes bundled with
the distribution of Jadescript tools for further discussions. In order to ease the
descriptions of the features of the language, an illustrative example is discussed
throughout this section. The selected example is well-known to JADE program-
mers because the JADE implementation of a very similar multi-agent system is
presented in one of the most popular tutorials on JADE. The considered exam-
ple assumes that a multi-agent system contains a group of seller agents, each of
which manages a music shop which sells two types of items, books and DVDs.
Each item for sale has a unique title and a price. In addition, each DVD has a
specific list of tracks. Finally, each track has a title and a duration. Seller agents
own items and they sell them to other agents, which play the role of buyer
agents in the considered scenario. The scenario starts when a buyer agent asks
all seller agents about the availability of a specific item. In the likely case that
the item is available at the shops managed by some of the seller agents, the buyer
would request to one of them to actually buy the item. In detail, the scenario
starts when a buyer agent sends call-for-proposal messages to all known seller
agents to ask them if a specific item is available at their respective shops. Seller
agents can quote the requested item, by responding with a propose message, or
they can quit the protocol by returning a refuse message. Once the buyer agent
receives a satisfactory proposal from a seller agent, it issues a request message
to ask the seller agent to actually sell the item. Therefore, the discussed scenario
implements an contract net protocol [10], even if the protocol is not explicitly
identified. Note that the presented Jadescript implementation of the scenario is
not intended to be interoperable with the corresponding implementation which
uses JADE. Technically, the loss of interoperability is caused by the fact that
JADE misses some checks that are needed to fully comply with the semantics
of IEEE FIPA messaging, while Jadescript provides them.
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2.1 Procedural Features

The structure of a Jadescript source file is fixed, and it starts with the manda-
tory declaration of the module where all features declared in the source file are
contained, using the keyword module. For the time being, modules are simply
named groups of features, each of which can be public or private to the mod-
ule. Imported features from other modules are enumerated using the keyword
import. The list of imported features from other modules follows the mandatory
module declaration. Finally, every Jadescript source code is completed with a
list of declarations related to the major features supported by the language, i.e.,
ontologies, behaviours, and agents. Such features are discussed in the following
after a brief description on the procedural features of the language.

Jadescript is a statically typed language, and the types of all features ref-
erenced in a source code are known at compile time. In particular, Jadescript
provides no ways to synthesise new types at run time. The Jadescript type system
is based on five groups of types: primitive types, ontology types, collection types,
behaviour types, and agent types. Primitive types are boolean, double, float,
integer, and text (strings of characters), and they match the corresponding
Java types. The common structured types of procedural languages are called
ontology types in Jadescript because they are accessed in terms of concepts,
propositions, predicates and actions declared in ontologies (see Subsect. 2.2).
Jadescript also offers collection types for lists and maps. Examples of valid dec-
larations for lists and maps are list of integer and map of integer : text.
Finally, behaviour types and agent types are provided to manage behaviours (see
Subsect. 2.3) and agents (see Subsect. 2.4), respectively. Every behaviour defini-
tion or agent definition implicitly defines a new data type, whose use is restricted
with respect to other data types. In particular, Jadescript provides specific con-
structs for the manipulation of behaviours and of agents to ensure that such
abstractions are given first-class support in the language.

Jadescript is an agent-oriented language and it provides common statements
and expressions of procedural languages to let agents properly handle events
using behaviours. The following is a summary of the subset of supported state-
ments and expressions that are not specific to AOP.

In the tradition of programming languages derived from the C language, func-
tion calls can be used as statements in Jadescript. In addition, the do-nothing
statement can be used to write empty blocks of code, which is necessary because
the delimitation of blocks in Jadescript is based on indentation.

Jadescript provides a single statement to assign a value to a variable, an
element of an ontology type, an element of a collection type, or a property of
an agent or a behaviour. The same statement can also be used to declare the
name of a variable, and the common = operator is provided for such tasks.
Declarations are distinguished from assignments because the compiler tracks
names, and when a new name is found, the = operator is assumed to refer to
a declaration. In order to relieve the programmer from the burden of explicitly
declaring the types of variables, the Jadescript compiler infers automatically the
types of variables from mandatory initialisation expressions. Therefore, there is
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no need to explicitly declare variables in Jadescript. Note that the type inference
that Jadescript provides is limited with respect to other languages, and the types
of some elements of a Jadescript source code, e.g., the types of formal parameters
in function declarations, need to be explicitly stated. Finally, note that Jadescript
provides the create statement to create instances of collection and ontology
types, and to assign them to variables. After the keyword create, the first
required term is the type of which the instance is being created; right after
that, an identifier is required, which determines the name of the new variable
that will refer to the newly created value. If needed, a comma-separated list of
named arguments is provided after the keyword with.

Jadescript provides ordinary control statements. The classic if statement can
be used to express conditional statements. Like in most procedural languages,
the if statement can also have multiple if-else branches and an optional else
branch at the end. After every condition, a new block of code is opened by
increasing the indentation level in a new line. Jadescript also provides two forms
of iterative statements in terms of the common while-do statement, and of the
for-in-do statement. In particular, iteration over collections is supported with
the for-in-do statement, which can be used to iterate over the elements of
lists or over the keys of maps. At each iteration, an element from the collection
which follows the keyword in is extracted and, before the body of the statement
is executed, the element is assigned to a variable whose name is declared after
the keyword for. For both types of iterative statement, indentation is used to
create the blocks of statements that are iterated. Finally, the return statement
can be used to terminate the execution of a function and possibly return a value
to the caller. Note that the return statement can also be used to terminate the
execution of an event handler (see Subsect. 2.3).

Jadescript provides a specific set of statements to work with collections. In
particular, add-to, remove-from, and clear statements are used to manipulate
the contents of lists. Note that add-to and remove-from can possibly specify
an optional index to work on an element different from the last element of the
list. Similarly, remove-from and clear are available for maps. Other common
operations on collections, e.g., access to a specific element, are made available
using expressions (see below), possibly in conjunction with the = operator.

Besides statements, Jadescript offers a system of expressions, and a limited
subset of them can also be used at the left side of the = operator. Every expression
computes a value and the type of computed value is evaluated and statically
checked by the compiler. Expressions often contain prefix and infix operators,
and common precedence and associativity rules are used to disambiguate the
order of evaluation. Ordinary Boolean expressions are formed in Jadescript using
the keywords and, or, and not. Boolean operations follow a lazy evaluation
scheme: if the value of the whole operation can be deducted from the evaluation
of the first operand, then the second operand is not evaluated. In addition,
ordinary comparison operators with the common semantics are provided. Finally,
arithmetic expressions are supported in Jadescript using ordinary operators for
addition, subtraction, multiplication, division, and modulo.



An Introduction to the Major Features of a Scripting Language 9

Jadescript provides operators to work on collections and on their elements.
Ordinary square brackets are available to access the elements of lists and maps.
When applied to lists, they require a nonnegative integer to be used as an index in
the list. When applied to maps, they require a value compatible with the type of
the keys to access the corresponding value in the map. Note that square brackets
can also be used at the left side of the = operator to modify lists and maps. In
addition, the size-of operator can be used to retrieve the number of elements of
lists and maps. The contains operator has the function to check if the collection
returned by the evaluation of the left-side operand contains the element returned
by the evaluation of the right-side operand. It can work on lists and on the
keys of maps. Finally, Jadescript offers a concise way to instantiate lists and
maps by declaring theirs elements. A list literal is written as a comma-separated
list of values between square brackets. The type of the elements contained in
the list is computed by finding the closest common ancestor of the types of
enumerated elements. Similarly, Jadescript offers a way to quickly instantiate
a map by enumerating a set of key-value pairs. A map literal is written as a
comma-separated list of key-value pairs between curly brackets, where keys are
separated from values by colons. The type of the keys of the map is computed by
finding the closest common ancestor of the types of enumerated keys. The type
of the values of the map is computed by finding the closest common ancestor of
the types of enumerated values.

Type casting is supported in Jadescript using the as operator, which forces
the type of the result of the evaluation of the expression on its left side to the
type specified on its right side, if types are actually compatible. Type inspection
is supported in Jadescript by means of the is operator, which has the function
to check if the type of the value returned by its left operand is compatible with
the type specified as right operand.

2.2 Ontologies

Ontologies are used by agents to share descriptions of concepts, actions, predi-
cates, and propositions, and to refer to them in messages. Concepts are struc-
tured entities used to describe the world where agents execute. In Jadescript, a
concept is defined by stating its name, its elements, and if it is an extension of
another concept. Actions are structured entities used to refer to the actions that
agents can be requested to perform. An action is stated in Jadescript by identi-
fying its name, its formal parameters, and if it can be considered an extension
of another action. Predicates are structured entities used to state logical facts
about the world where agents execute. In Jadescript, a predicate is stated by
identifying its name, its formal parameters, and whether or not it can be consid-
ered an extension of another predicate. Similarly to predicates, propositions are
used to state logical facts: they perform the same function as predicates, but they
have no formal parameters. Finally, besides the declaration of concepts, actions,
predicates and propositions, an ontology is characterised by a unique name in
its module and by an optional base ontology that it extends. Figure 1 shows an
example of the ontology declaration used to implement the music shop example



10 G. Petrosino and F. Bergenti

1 ontology MusicShop

2 concept item(title as text , price as double)

3 concept track(duration as integer)

4 concept book extends item

5 concept DVD(tracks as list of track) extends item

6

7 predicate owns(title as text)

8 predicate quote(buyer as text , good as item)

9

10 action sell(buyer as text , title as text)

Fig. 1. Example of an ontology written in Jadescript.

described earlier in this section. The ontology shown in Fig. 1 is an example of
an ontology which includes three concepts, two predicates, and an action.

With the exception of propositions, all features declared in an ontology can
be used to create structured values, whose elements can be accessed using the
of operator, also at the right side of the = operator. The of operator mimics
the way English expresses the intention to access properties of a concept. Note
that the of operator is not limited to the features declared in ontologies, and it
can also be used to access the properties of behaviours (see Subsect. 2.3) and of
agents (see Subsect. 2.4).

2.3 Behaviours

Behaviours are used to define how agents operate in the multi-agent system dur-
ing their lifetime. In Jadescript, these are built upon JADE behaviours and they
are characterised by the peculiar scheduling mechanisms of JADE behaviours
(e.g., [2] for details). The keyword behaviour can be used to define new Jade-
script behaviours. A minimal behaviour is declared by stating its name, which
must be unique in the module, and its type, which can be cyclic or one shot.
More complex types of behaviours, as supported by JADE, are planned for future
versions of the language. The declaration of a behaviour can restrict the types of
agents that can adopt the behaviour using the keywords for agent, and it can
link the behaviour to an ontology with the keywords uses ontology. Finally,
the declaration of a behaviour is completed with a list of optional features to be
used to implement the behaviour. Those are properties, functions, procedures,
actions and (event) handlers. Note that, whenever an expression can be used in
the definition of one of such features, the keyword agent can be used to refer to
the agent which is currently linked with the behaviour.

A property of a behaviour is a part of the run-time state of the behaviour.
It is distinguished by a name, unique in the declaration of the behaviour, an
optional type, and a mandatory initializer expression. The type is deduced from
the type of the initializer expression by the compiler, so it is not explicitly stated.
Properties can be accessed from all other features of the behaviour, and from
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other agents and behaviours, using the of operator, which mimics the use of of
preposition of possession in English to enhance readability.

Functions and procedures can be declared in behaviours. This allows pro-
grammers to define parameterised blocks of code to perform tasks. The declara-
tions of functions must specify the type of the values that they return. Functions
and procedures can have zero or more arguments, and the names and the types of
such arguments must be specified with a list of formal parameters. Finally, func-
tions and procedures have bodies expressed in terms of sequences of statements.
Note that indentation is used to delimit the bodies of functions and procedures.

Actions are the primary features used to describe how behaviours perform
their tasks. When a behaviour is selected for execution, its action is immediately
executed. Note that actions declared in behaviours are conceptually different
from actions declared in ontologies. The former are executable pieces of code
scheduled for execution with the behaviour, while the latter are descriptions of
the actions that agents can be requested to perform, and they are primarily
intended to support communication among agents.

Various forms of on constructs can be used to declare (event) handlers in
the scope of behaviours. Handlers are used to identify the blocks of code that
are supposed to be executed when interesting events occur. For the time being,
the most important type of event handler available in behaviours is intended to
support the reception of messages. Handlers of this type assign a name to the
messages being received and specify a condition that interesting messages are
demanded to satisfy to be processed.

Behaviours can be made active by using the activate-behaviour statement,
which can be used inside the actions of agents and behaviours. This statement
creates a new behaviour and it marks the behaviour as active, so that it can be
actually scheduled for execution by the agent that issued the statement. Some
behaviours need a set of arguments in order to be initialized, and such argu-
ments are passed to the behaviour by using the keyword with in the scope of
the activate-behaviour statement. It is evident that, together with receiving
messages, sending messages is a central activity to support agent communica-
tion. This task is performed in Jadescript using the keyword send. There are
two syntactical forms available in the language to use this keyword. The most
expressive form can be used if an instance of the concept which represents the
message to be sent is already available. This form allows accessing all the fea-
tures of IEEE FIPA messages [10] because concepts representing messages need
to be explicitly created. On the contrary, the use of the simplified form allows to
send messages in a more concise manner. The simplified form creates a message
and sends it immediately, but only the performative, the list of receivers, the
content, and, implicitly, the ontology can be specified.

Figure 2 shows a behaviour used to implement the music shop example
described earlier in this section. The WaitForRequests behaviour is scheduled
by seller agents to wait for incoming call-for-proposal messages. When one of
such messages is received, the behaviour is used to check if the requested item
is available in the shop, and to reply accordingly.
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1 cyclic behaviour WaitForRequests for agent Seller uses

2 ontology MusicShop

3 on message m when

4 performative of m is cfp and

5 content is owns do

6 catalogue = catalogue of agent

7

8 content = content of m as owns

9

10 title = title of content

11

12 buyer = sender of m

13

14 if catalogue contains title do

15 good = catalogue[title]

16

17 send propose quote(buyer , good) to buyer

18 else do

19 send refuse sell(buyer , title) to buyer

Fig. 2. Jadescript behaviours used in the music shop example.

2.4 Agents

Jadescript agents are the core abstraction used to build Jadescript multi-agent
systems. They are basically JADE agents and they can be defined using the key-
word agent. Agents are structured in terms of the following features: properties,

1 agent Buyer uses ontology MusicShop

2 on create with args as list of text do

3 title = args [0]

4

5 create list of text sellers

6

7 skip = true

8

9 for a in args do

10 if skip do

11 skip = false

12 else do

13 add a to sellers

14

15 activate behaviour SendCFPs with sellers = sellers ,

16 title = title

17

18 activate behaviour WaitForResponses

Fig. 3. Jadescript buyer agents used in the music shop example.
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functions, procedures, and (event) handlers. Properties, functions and proposi-
tions are the same features available in the declaration of behaviours. Handlers
are restricted forms of the handlers available in behaviours because they can be
used only to react to events regarding the lifecycle state of agents. One of such
events is captured with the on-create handler, which is activated just before
the agent becomes available in the agent platform. Similarly, the on-destroy
handler is triggered just before the agent is removed from the agent platform.
Interested readers should consult JADE documentation [2] for a description of
the possible lifecycle states of an agent. Figure 3 shows the source code of buyer
agents used to implement the music shop example discussed in this section.

3 Conclusion

This paper provides a concise description of the major features of Jadescript, a
scripting language for AOP. Jadescript follows the path traced by other proposals
(e.g., [7] for a survey), which ultimately share the goal to try to increase the level
of abstraction perceived by programmers. The long-term vision of the project is
to allow programmers to easily implement distributed and decentralised systems
by designing interactions among agents in terms of message exchanges, which can
be readily translated into Jadescript agents and behaviours. The first step taken
towards this long-term vision is to completely abandon Java and its dialects,
which were still present in JADEL, to provide programmers with a scripting
language designed explicitly to promote readability.

Among the numerous envisioned developments of the language, the general-
isation of message handlers to more general event handlers seems particularly
significant. Such a possibility would enable agents to sense the environments
where they execute, and to react to changes that occur in it, and it would ulti-
mately enable the use of Jadescript in situations where agents are immersed in
dynamic environments, e.g., the industrial environments discussed in [14,15], or
the highly dynamic environments discussed in [4]. The support for generic types
of events in the language would require syntactic enhancements to let program-
mers describe interesting events. In addition, it would also require to design a
framework to let event sources push events to agents.
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Abstract. In intelligent agents memory plays a crucial role in the choice
of future course of action, as it is progressively formed by means of
agent’s interactions with the external environment. Previous work exists
in logic concerning formalization of reasoning on the formation of beliefs
in non-omniscient agents. We address an aspect which has been hardly
considered so far, i.e., the notion of “explicit time”, by introducing timed
beliefs, timed inferences, by means of temporal logic operator on time
intervals.

1 Introduction

The interaction between an agent and its environment plays an important role
in constructing the agent’s “memory” and affects its future behavior. In fact,
through memory an agent is potentially able to recall and to learn from expe-
riences so that its beliefs and its future course of action are grounded in these
experiences. The exploitation of “memories” requires the interaction among dif-
ferent memory components. Such correlation can be obtained in various ways,
e.g., via neural networks, via mathematical models or via logical deduction.
Memorization mechanisms in agent architectures have typically been inspired
by models of human memory developed in cognitive science, that postulated the
existence of two distinct though interacting memory components: short-term
memory and long-term memory (cf., e.g., [1–3] and the references therein).

In computational logic, [4] introduces DLEK (Dynamic Logic of Explicit
beliefs and Knowledge) as a logical characterization for representing reason-
ing about the formation of beliefs through perception and inference in non-
omniscient resource-bounded agents. They consider perception, short-term mem-
ory (also called “working memory”), long-term memory (also called “background
knowledge”) and their interaction. DLEK is grounded in previous work about
awareness (cf. [5–7] and the references therein). DLEK is a logic that consists of
a static part called LEK, which is an epistemic logic, and a dynamic component,
which extends the static one with “mental operations”. Resource-boundedness
in DLEK is modeled via the assumption that beliefs are kept in the short-term
memory, while implications that allow reasoning to be performed are kept in the
long-term memory. New beliefs can be formed in DLEK either from perception,
c© Springer Nature Switzerland AG 2018
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https://doi.org/10.1007/978-3-030-03840-3_2

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-03840-3_2&domain=pdf
https://doi.org/10.1007/978-3-030-03840-3_2


16 S. Costantini et al.

or from previous beliefs in short-term memories and rules in the background
knowledge. Inferences that add new beliefs are performed one step at a time
via an interaction between short- and long-term memories in consequence of an
explicit “mental operation” that will occur whenever an agent deems it neces-
sary and can allot the needed time [8,9]. Beliefs are represented via an explicit
modal “B” operator and knowledge (implications) via an explicit “K” operator.
The DLEK logic has in our opinion great relevance because it provides a logical
formalization of short and long-term memories which has the merit to abstract
away from procedural aspects so as to be potentially at the basis of any kind of
implementation, even encompassing non-symbolic components. In fact, DLEK
has been demonstrated to be suitable for modeling the SOAR memory mech-
anism [10]. DLEK has however no notion of explicit time, while agents’ actual
perceptions are inherently timed and so are many of the inferences drawn from
such perceptions. In this paper we present an extension of DLEK to TDLEK
(“Timed DLEK”) obtained by introducing explicit time, timed beliefs, and timed
inferences, the latter by means of temporal logic operators on time intervals.
We also extend the logic by introducing conditional removal or restructuring
of beliefs in the working memory. The issue of time in agents has been coped
with in several other works, (see, e.g., among many, [11–14]), where however the
objective is that of dealing with time in communication and coordination among
agents; thus, our attempt to deal with time in memory management is a novelty
in the literature.

In the rest of the paper, Sects. 2 and 4 present syntax, semantics of the
extended logic, the axiomatization, and the canonical model. Section 3 describes
an example scenario. In Sect. 5 we propose a brief discussion on complexity and
conclude.

2 Temporalizing DLEK Logic: TDLEK

We introduce TDLEK starting from LEK and DLEK. We will illustrate the new
logic by difference from LEK and DLEK while emphasizing the aspects that we
modify/extend.

We may notice that most of the time-based logics follow the seminal work of
[15]. In Metric Temporal Logic (MTL) [16] the modalities of LTL are augmented
with timing constraints; thus, expressions of the form �I and ♦I are introduced,
where I is a time interval which, under the Pointwise Semantics, can either
be finite or diverge to infinity. The works of [17,18] cope with time intervals
by introducing modalities for every possible relationships among intervals and
also among points and intervals. In this work we consider MTL under point-
wise semantics and time points expressed as natural numbers, which is known
to admit decidable versions where satisfiability and model-checking have been
proved to be EXPTIME-complete [19,20].
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2.1 TLEK and TDLEK

We consider an underlying discrete linear model of time and identify time
instants with natural numbers and time intervals with intervals in N. More in
general, we consider any arithmetic expression e over natural numbers, with
value ve ∈ N, as denoting the time instant ve. For simplicity, in what follows,
we identify each expression e with its value ve. A “time-interval” is a closed
finite interval [�, u] or an infinite interval [�,∞) (considered open on the upper
bound), for any expressions/values �, u such that 0 ≤ � ≤ u. Given I1 = [t1, t2]
and I2 = [t3, t4] (where both t2 and t4 can be ∞) we indicate as I1 � I2 the
unique smallest interval including both I1 and I2. We write I1 ≤ I2 meaning
that I1 is “before” I2, with a possible non-empty intersection.

As it is customary in logic programming, we assume some signature specifying
(countable) sets of predicate, function, and constant symbols. From constant and
function symbols, compound terms are built as usual. The Herbrand universe is
the collection of all such terms (which includes constant symbols). We assume
that the integer numbers and the symbol ∞ are included among the constant
symbols and that the arithmetic operators are included among the function
symbols. Consequently, arithmetic expressions are terms of the signature. Atoms
have the form pred(τ1, . . . , τn) where pred is a predicate symbol, n its arity and
τ1, . . . , τn are terms. We denote by Atmg the countable set of atoms of the
signature (i.e., the Herbrand base).

A time-stamped (or, briefly, timed) atom pt is an atom p annotated with
a time instant, called time-stamp, t. We denote by Atmtg the set of all atoms
and time-stamped atoms (note that Atmg ⊆ Atmtg). For an atom p, by pI with
I = [�, u], we mean the conjunction p� ∧ p�+1 ∧ · · · ∧ pu. In this frame of mind,
we will often denote the time-stamped atom pt as pIt with It = [t, t]. A plain
atom p stands for p[0,∞).

Below is the definition of the formulas of the language LTLEK . With a slight
abuse, in this grammar we use J1, J2, I, I1, I2, and I1 � I2 as terminal symbols
standing for time intervals (possibly specified through arithmetic expressions, as
said earlier)

ΦJ1 := pJ1 | ¬ΦI | �I ΦI1 | Bi ΦI | Ki ΦI

ΦJ2 := ΦI1 ∨ ΦI2 | ΦI1 ∧ ΦI2 | ΦI1 → ΦI2

with the restrictions that I1 ⊆ I ⊆ J1 in the first production and I1 � I2 ⊆ J2

in the second one. (Others Boolean connectives 
, ⊥, ↔ are defined from ¬
and ∧ as usual.) Notice that, by the mentioned restriction (and the fact that
I1, I2 ⊆ I1 � I2), any formula Φt = Φ[t,t] is entirely composed of atoms having t
as time-stamp.

For simplicity, considering the previous grammar rules, in writing a com-
pound formula Φ whose annotating interval J1 (resp., J2) coincides with I (resp.,
with I1�I2) we will often omit such interval. Hence, for example, we write simply
¬ΦI in place of (¬ΦI)I and we write ΦI1 → ΦI2 in place of (ΦI1 → ΦI2)I1�I2 .

In the formula �I ΦI1 the MTL Interval “always” operator is applied to a
timed formula. Both I and I1 can be [0,∞) and �[0,∞) will sometimes be written
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simply as �. The operator Bi is intended to denote belief and the operator
Ki to denote knowledge. Both referred to agent i with respect to a finite set
Ag = {1, . . . , k} of agents.

Terms/atoms/formulas as defined so far are ground, namely there are no
variables occurring therein. We introduce variables and use them in formulas
in a restricted manner, as usual for example in answer set programming. Vari-
ables can occur in formulas in any place constants can occur and are intended as
placeholders for elements of the Herbrand universe. More specifically, a ground
instance of a term/atom/formula involving variables is obtained by uniformly
substituting ground terms to all variables (grounding step), with the restric-
tion that any variable occurring in an arithmetic expression (i.e., specifying a
time instant) can be replaced by a (ground) arithmetic expressions only. Conse-
quently, a non-ground term/atom/formula represents the possibly infinite set of
its ground instances, namely, its grounding. As it is customary in logic program-
ming, variable symbols are indicated with an initial uppercase letter whereas
constants/functions/predicates symbols are indicated with an initial lowercase
letter. We denote by Atm and Atmt the collections of all non-ground atoms and
non-ground time-stamped atoms, respectively. In the rest of the paper, unless
differently specified, we deal with ground terms/atoms/formulas.

Example 1: An example of a non-ground TLEK formula is:
Ki(�[t1,t2] (send registration formT → �[T,T+14]send paymentT1

)),
where we suppose that an agent knows that it is possible to register to a
certain conference in the period [t1, t2] and that, after sending the regis-
tration form, the payment must be sent within fourteen days (still staying
within the interval [t1, t2]). Since, by the restrictions on formulas stated ear-
lier, it must be the case that T1 ∈ [T, T + 14] and both T , T + 14 must
be in [t1, t2], only a finite set of ground instances of this formula can be
formed by substituting natural numbers to the variables T, T1 (specifically,
the maximum number of ground instances is t2 − t1 − 14 + 1 assuming to
pay on the last day t2). In case one would consider the more general formula

Ki(�[t1,t2] (send registration form(X)T → �[T,T+14]send payment(X)T1)),
where X represents a member of some department, i.e., department member(X )
holds for some ground instance of X, then the set of ground instances would
grow, as a different instance should be generated for each department member
(i.e., for each ground term replacing X). In practice, however, ground instances
need not to be formed a priori, but rather they can be generated upon need when
applying a rule; in the example, just one ground instance should be generated
when some member of the department intends to register to that conference at
a certain time T = t̂. �

Rules of the form Ki(�I(ϕI1 → ψI2)) are a key feature of LEK and TLEK;
they are supposed to be kept in the long-term memory and, as seen below, allow
other beliefs to be derived from former ones. This derivation is performed in
the working memory, which is where beliefs are kept. In the above example, if
the agent believes to have sent a registration form, via the Ki(. . .) rule it will
consequently infer to believe to have to send the payment within due time.
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Remark 1: We allow projection of knowledge, belief, and necessity from larger
to smaller intervals via the following axioms that we anticipate here to simplify
the presentation and the understanding of what follows.

1. Bi ϕI1→Bi ϕI2 , Ki ϕI1→Ki ϕI2 , and �I ϕI1→�IϕI2 , for all I2 ⊆ I1 and i∈ Ag.
2. �I1 ϕI3 → �I2 ϕI3 ∀I2 ⊆ I1 such that I3 ⊆ I2;
3. (�I ϕI1 → ψI2) → (�I3 ϕI5 → ψI6) where I3 ⊆ I and I5 ⊆ I1 and I6 ⊆ I2. �

Interaction between long-term and short-term memories and thus derivation
of new beliefs is not automatic, it is rather performed by an agent whenever
deemed necessary, by means of invocation of an explicit, we might say “con-
scious”, mental operator.

The language LTDLEK of Temporalized DLEK (TDLEK) is obtained by
augmenting LTLEK with the expression [α]ψI , where ψI is a ground timed
formula. Such expression reads (cf., [4]) “ψ holds [in our setting, in the interval
I], after the mental operation (or mental action) α is publicly performed by all
agents”. The mental operations that we consider are the same as in [4], though
applied to ground timed formulas. Notice that the rational of considering ground
formulas is that they represent perceptions (either new or already recorded in
agent’s memory) coming in general from the external world (we say “in general”
as, in fact, in some of the aforementioned agent-oriented frameworks perceptions
can also result from internal events, i.e., from an agent’s observations of its own
internal activities). We assume that an agent has “time accurate” perceptions, for
instance rain [t1,t2] is perceived with precise time instants rather than considering
rain [T1,T2] which might signify that the agent perceived rain in an unspecified
interval. The cases of imprecision because an agent might “not remember” or
might have been told a vague fact by someone else are not considered here.

These are the four mental operations of interest:

• +ϕI : the mental operation that serves to form a new belief from a per-
ception ϕI . A perception may become a belief whenever an agent becomes
“aware” of the perception and takes it into explicit consideration. Notice that
there is no restriction for ϕI to be a positive atom. In fact, perceptions may
concern facts that hold (e.g.,‘it rains’) or do not hold (’it does not rain’). So,
ϕI might well be a negated atom/formula.

• �(ϕI1 , ψI2) with I1 ≤ I2: an agent, believing that ϕ is true in I1 and having
in its long-term memory that ϕI3 implies ψI4 , where I1 ⊆ I3, I2 ⊆ I4 and
I3 ≤ I4, starts believing that ψ is true in I2. Thus, as seen in detail below, in
order to perform this operation it is necessary to retrieve from the long-term
memory and then use a rule of the form Ki(�I(ϕI3 → ψI4)) for some wider I.

• ∩(ϕI1 , ψI2): believing both ϕI1 and ψI2 , she starts believing their conjunction.

Note that we do not consider the mental operation −ϕ as formulated in [4],
which represents arbitrary “forgetting”, i.e., removing a belief. In fact, we assume
that simple forgetting can be performed, e.g., based upon the time-stamps. We
substituted it with this mental operation:
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• �(ϕI1 , ψI2) with I2 ≤ I1 and where both ϕI1 and ψI2 are atoms: an agent,
believing ϕI1 and having in the long-term memory that ϕI3 implies ¬ψI4 ,
where I1 ⊆ I3, I2 ⊆ I4 and I4 ≤ I3, removes the belief ψI2 .

2.2 TLEK and TDLEK Semantics

Semantics of DLEK and TDLEK are both based on a set W of worlds. But
whereas in DLEK a valuation function V : W → 2Atm is used, in TDLEK
we define the valuation function on the sets of ground time-stamped atoms:
V : W → 2Atmtg . For a world w, let t1 the minimum time-stamp of atom
pt1 ∈ V (w) and let t2 be the supremum (we can have t2 = ∞) among all time-
stamps of atoms in V (w). Then, we can denote w as wI where I = [t1, t2].
Moreover, we refer to Vt(w) as the set of atoms in V (w) having t as time-stamp.
Similarly, VJ(w) is the set of atoms with time-stamps in the interval J . The
notion of LEK/TLEK model does not consider mental operations, discussed
later.

Definition: A TLEK model is a tuple M = 〈W ;N ; {Ri}i∈Ag;V 〉 where:

• W is the set of worlds;
• Ri ⊆ W ×W is the accessibility relation; for i∈ Ag and wI ∈W we have

Ri(wI) = {vI1 ∈ W | wIRivI1 with I ∩ I1 �= ∅} called epistemic state of
i in wI , indicating all the situations that agent i considers possible in the
world wI or, equivalently any situation the agent can retrieve from long-term
memory based on what it knows in world wI . Ri is an equivalence relation
so as to model omniscience in the background knowledge. Notice that, since
indistinguishable worlds must have the same time span, this means that an
agent always knows the time interval she is in; this is in accordance with
omniscience in the long-term memory and is usually the case in practical
agent systems that we aim to model, where all events are time-stamped.

• N : Ag × W → 22
W

is a “neighbourhood” function. ∀i ∈ Ag and ∀wI ∈ W ,
N(i, wI) defines, in terms of sets of worlds, what agent i is allowed to explicitly
believe in the world wI ; ∀i ∈ Ag, wI , vI ∈ W , and X ⊆ W :
1. if X ∈ N(i, wI) then X ⊆ Ri(wI): each element of the neighbourhood

is a set composed of reachable worlds; i.e., agent i may have among its
beliefs only those which are compatible with the current epistemic state;

2. if wIRivI1 with I ⊆ I1 then N(i, wI) ⊆ N(i, vI1): if the world vI1 is
compliant with the epistemic state of world wI , then agent i in the world
wI should have a subset of beliefs of the world vI1 .• V : W → 2Atmtg is the valuation function.

Truth conditions for ground TDLEK formulas are defined inductively as fol-
lows, where the difference from [4] consists in: (i) the entailment of timed atoms
(timed formulas follow in consequences), (ii) considering the �I operator on
timed formulas, (iii) introducing extended definitions for mental operations.

We first consider ground TDLEK formulas. Let M = 〈W,N, {Ri}i∈Ag, V 〉 a
TLEK model; then we have, for every wI ∈ W : M,wI |= ΦJ if J ⊆ I and one
of the following conditions holds:



Timed Memory in Resource-Bounded Agents 21

• ΦJ = pJ iff ∀t ∈ J , pt ∈ Vt(wI);
• ΦJ = (¬ϕI1)Jwith I1 ⊆ J iff M,wI � ϕI1 ;
• ΦJ = (�I1ϕI2)J with I2 ⊆ I1 ⊆ J iff for all vI3 ∈ Ri(wI), M,vI3 |= ϕI2 ;
• ΦJ = (Ki ϕI1)J with I1 ⊆ J iff M,vI3 |= ϕI1 for all vI3 ∈ Ri(wI);
• ΦJ = (Bi ϕI1)J with I1 ⊆ J iff ‖ ϕI1 ‖M

i,wI
∈ N(i, wI) where ‖ ϕI1 ‖M

i,wI
=

{vI ∈ W | M,vI |= ϕI1 with I1 ⊆ I} ∩ Ri(wI). Namely, if the set ‖ ϕI1 ‖M
i,wI

of worlds reachable from wI which entail ϕ in the very same model M belongs
to the neighbourhood N(i, wI) of wI . Hence, knowledge pertains to formulas
entailed in model M in every reachable world, while beliefs pertain to formulas
entailed only in some set of them, where this set must however belong to the
neighbourhood and so it must be composed of reachable worlds. Thus, an
agent is seen as omniscient with respect to knowledge, but not with respect
to beliefs.

• ΦJ = (ϕI1 ∧ ψI2)J with I1 � I2 ⊆ J iff M,wI |= ϕI1 and M,wI |= ψI2 ;
• ΦJ = (ϕI1 ∨ ψI2)J with I1 � I2 ⊆ J iff M,wI |= ϕI1 or M,wI |= ψI2 ;
• ΦJ = (ϕI1 → ψI2)J with I1 � I2 ⊆ J iff M,wI |= ¬ϕI1 or M,wI |= ψI2 ;

Concerning a mental operation α performed by any agent i, we have:
M,wI |= [α]ϕI1 iff Mα, wI |= ϕI1 with I1 ⊆ I and Mα = 〈W ;Nα(i, wI);
{Ri}i∈Ag;V 〉 Here α represents a mental operation affecting the sets of beliefs.
In particular, such operation can add new beliefs by direct perception, by means
of one inference step, or as a conjunction of previous beliefs. When introducing
new beliefs, the neighbourhood must be extended accordingly, as seen below; in
particular, the new neighbourhood Nα(i, wI) is defined for each of the mental
operations as follows.

• N+ψI1 (i, wI) = N(i, wI)∪ ‖ ψI1 ‖M
i,wI

with I1 ⊆ I: the agent i adds to its
beliefs event/perception ψ perceived at a time in I1; the neighbourhood is
expanded to as to include the set composed of all the reachable worlds which
entail ψI1 in M .

• N�(ψI1 ,χI2 )(i, wI) ={
N(i, wI)∪ ‖ χI2 ‖M

i,wI
if M,wI |= Bi(ψI1) ∧ Ki(�I3(ψI1 → χI2))

N(i, wI) otherwise
namely, the agent i adds χI2 as a belief in its short-term memory if it
has ψI1 among its previous beliefs and has in its background knowledge
Ki(�I3(ψI1 → χI2)), where I3 ⊆ I; otherwise, if the intervals do not match
then the operation does not succeed and thus the set of beliefs remains
unchanged. If the operation succeeds then the neighbourhood is by adding
χI2 as a new belief, as seen before.

• N∩(ψI1 ,χI2 )(i, wI) ={
N(i, wI)∪ ‖ ψI1 ∧ χI2 ‖M

i,wI
ifM,wI |= Bi(ψI1) ∧ Bi(χI2)

N(i, wI) otherwise
namely, the agent i adds ψI1 ∧ χI2 as a belief if it has among its previous
beliefs both ψI1 and χI2 with I1, I2 ⊆ I; otherwise the set of beliefs remain
unchanged. The neighbourhood is expanded, if the operation succeeds, with
those sets of reachable worlds where both formulas are entailed in M .
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We write |=TDLEK ϕI1 to denote that ϕI1 is true in all worlds wI , I1 ⊆ I, of
every TLEK model M .

As concerns non-ground formulas, we extend the semantics by putting
M,wI |= Φ iff M,wI |= Φ̂ for all ground instance Φ̂ of Φ. (Recall that the
Φ̂’s are obtained from Φ by substituting all variables, with constants or expres-
sions/values in all possible ways).

Remark 2: We adopt expressions like Ki �I1ϕI2 , where in particular ϕI2 can
be an implication, in order to represent knowledge in the long-term memory
wherever applicability of such knowledge is time-dependent. The role of the �
operator, that from the above-stated truth conditions may seem superfluous,
becomes apparent whenever interval extremes are defined by means of expres-
sions over time instants; such correlations indicate that a certain implication
makes sense only within a certain interval. �

Remark 3: For the mental operations considered previously we have the fol-
lowing:

• |=TDLEK (Ki(�I3(ϕI1 → ψI2)) ∧ Bi ϕI1) → [�(ϕI1 , ψI2)]Bi ψI2 .
Namely, if an agent i has ϕI1 as one of its beliefs and has Ki(�I3(ϕI1 →ψI2))
in its background knowledge, then as a consequence of the mental operation
�(ϕI1 , ψI2) the agent i starts believing ψI2 ;

• |=TDLEK (BiϕI1 ∧ BiψI2) → [∩(ϕI1 , ψI2)]Bi(ϕI1 ∧ ψI2).
Namely, if an agent i has ϕI1 and ψI2 as beliefs, then as a consequence of the
mental operation ∩(ϕI1 , ψI2) the agent i starts believing ϕI1 ∧ ψI2 ;

• |=TDLEKt
[+ϕI1 ]BiϕI1 . Namely, as a consequence of the operation +ϕI1 (thus

after the perception of ϕ at a time included in I1) the agent i adds ϕI1 to its
beliefs. �

We propose a substantial modification to the definition of the operation −ϕ
of [4]; there, a belief was just arbitrarily removed. Here instead, we introduce the
negative correspondent to the operation �(ϕI1 , ψI2), namely, �(ϕI1 , ψI2) where
ϕI1 and ψI2 are atoms. Via this operation, an agent believing ϕI1 and having in
the long-term memory a rule Ki(�I(ϕI1 → ¬ψI2)) removes the belief ψI2 . Notice
that, should ψ be believed in a wider interval I3 such that I2 ⊆ I3, the belief ψ
is removed concerning interval I2 but is left for the remaining sub-intervals (so,
its is “restructured”). Therefore, our extension to DLEK and TDLEK makes
beliefs defeasible: a belief can be seen as a default which represents the current
state of affairs in the agent’s “world”, that might be invalidated (entirely or in
a sub-interval) by further perceptions.

Remark 4: Application of the new operation may, e.g., concern beliefs of the
form ψ[t,∞), that often signify that ψ will hold either indefinitely or “until” ter-
minated by an other belief. For instance, student [t,∞) or married [t,∞) mean that
one, after enrolling to a school or after marrying, will remain in the consequent
state for an indefinite time; however, if graduating or, respectively, divorcing at
time t1, previous beliefs must be replaced by student [t,t1−1] or married [t,t1−1].
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Also, ψ may represent in many cases the “opposite” of ϕ; e.g., if we have
ϕ = door -open then ψ can be door -closed . Rules of above form in the long-term
memory can also represent exceptions, e.g., a person is at home (ψ = at-home)
for the whole day (I2) and she is thus believed to be there; however, if it is also
later on believed that she went out ϕ = go-out in I1, then the belief of her being
at home remains before and after, but does not hold in I1. �

Let us consider the example of a door open or closed, where only agent i
can perform the action to open or close the door. Let us assume that performed
actions are recorded among an agent’s perceptions, with the due time stamp.
For reader’s convenience, actions are denoted using a suffix “A”. For simplicity,
actions are supposed to always succeed and to produce an effect within one time
instant. Let us consider the following rules (kept in long-term memory):

Ki(�(open-doorAT → door -open [T+1,∞]))
Ki(�(close-doorAT → door -closed [T+1,∞])).

Let us now assume that the agent closes the door, e.g., at time 5; then, a belief
will be formed of the door been closed from time 6 on; however, if the agent
later opens the door, e.g., at time 8, as a consequence the door will result to
be open from time 9 on. It can be seen that the application of previous rules in
consequence of an agent’s action of opening/closing the door determines some
“belief restructuring” in the short-term memory of the agent. In absence of
other rules concerning doors, we intend that a door cannot be believed to be
simultaneously open and closed. The related belief update is determined by the
following rules:

Ki(�(door -open [T,∞] → ¬door -closed [T,∞]))
Ki(�(door -closed [T,∞] → ¬door -open [T,∞]))

With the above timing, the result of their application is that the belief
formed at time 5, i.e., door-closed[6,∞] will be replaced by door-closed[6,8] plus
door-open[9,∞].

Below we extend TDLEK truth conditions so as to encompass the new mental
operation �(ϕI1 , ψI2). As before, M,wI |= [α]ϕI1 iff Mα, wI |= ϕI1 with Mα =
〈W ;Nα(i, wI); {Ri}i∈Ag;V 〉. Here, α represents �(ϕI1 , ψI2), with I2 ≤ I1 and
ϕI1 and ψI2 are atoms, affecting the sets of beliefs. Assume that in the long-
term memory we have Ki(�I3(ϕI1 → ¬ψI2), I3 ⊆ I. The new neighbourhood
N�(ϕI1 ,ψI2 )(i, wI) is defined as follows:
N�(ϕI1 ,ψI2 )(i, wI) =⎧⎪⎨
⎪⎩

(N(i, wI)\ ‖ ψI1 ‖M
i,wI

)∪ ‖ ψI2\I1 ‖M
i,wI

if M,wI |= Bi(ϕI1) ∧ Bi(ψI2)∧
Ki(�I3(ϕI1 → ¬ψI2))

N(i, wI) otherwise
Hence, after the perception of ϕ in I1, the agent i replaces previous belief ψI2

in the short-term memory with ψI2\I1 ; otherwise, if the intervals do not match,
the operation does not succeed and the set of beliefs remains unchanged.
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Note that, to simplify the description, we applied some abuse in notation
concerning the formula ψI2\I1 , because the set I2\I1 is not necessarily an interval.
Namely, the subtraction I2\I1 can produce two different results:

• if I1 ⊆ I2, I1 = [t0, t1], and I2 = [t2, t3], then I2\I1 = [t2, t0 − 1]∪ [t1 + 1, t3].
Thus, ψI2 is replaced by ψ[t2,t0−1] and ψ[t1+1,t3] (and similarly if t3 = ∞).
Hence, the notation ψI2\I1 has to be intended as the conjunction of ψ[t2,t0−1]

and ψ[t1+1,t3].
• Otherwise, I1 = [t0, t1], I2 = [t2, t3] with t3 ≤ t1. Is this case I2\I1 =

[t2,min(t3, t0 − 1)] and ψI2 is replaced by ψ[t2,min(t3,t0−1)] (and similarly
if t3 = ∞).

We have the following property: |=TDLEK (Ki(�I3(ϕI1 → ¬ψI2)) ∧ Bi ϕI1 ∧
Bi ψI2) → [�(ϕI1 , ψI2)] (Bi ψI2\I1) which means: if an agent i has ψI2 as one of
its beliefs, perceives ϕ in I1, and has Ki(�I3(ϕI1 → ¬ψI2)) in its background
knowledge, then after the mental operation �(ϕI1 , ψI2) the agent i starts believ-
ing ψI2\I1 .

3 Example

Let us consider the following scenario: the Program Committee of some Confer-
ence solicits submission of AI papers for the main track of the Conference. We
have an agent (Author) who is of course a resource bounded one, in the sense
that she has a certain background knowledge and explicit timed beliefs and forms
new explicit timed beliefs by means of the mental operations illustrated before.
Our agent i (author) has in her long-term memory the following rules:

1. Ki(�(read-guidelines ∧ submission-respect → fullPaper-ready)).

This rule indicates that if the author read the submission guidelines and her
paper fulfills them, then she can consider her paper ready. Such rule does not
have an explicit time constraints (the implicit interval of each sub-formula is
[0,∞]) and the formula describes something that is always true.

2. Ki(�[t0,t1](abstract-readyt → �[t+1,t1]submit-abstractta)).

This rule indicates that if the author has the paper’s abstract ready at any
moment t ∈ [t0, t1] then at the next moment until t1 she can submit the
abstract.

3. Ki(�[t0,t2]((fullPaper-readytc
∧ �[t0,t1]submit-abstracttb) →

�[tc+1,t2]submit-fullPapertd)).

The meaning of this rule is that it is always true within the interval [t0, t2]
that, if the agent has the full paper ready at some moment in time tc ∈ [t0, t2]
and had already submitted the abstract at tb ∈ [t0, t1], then from the next
moment of time tc + 1 she can submit the full paper (such that tb ≤ tc + 1);

4. Ki(�[t0,t4](�[t0,t2]submit-fullPaperte → �[t2+1,t4]receive-reviews
tf

)).

This rule indicates that if the author submitted the paper to the Conference
during the required interval of time [t0, t2] then she will receive a notification
of acceptance or rejection before time t4;
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5. Ki(�[t2+1,t5](�[t2+1,t4]receive-reviewstg → �[t4,t5]send-rebuttalth)).

This rule indicates that if the author receives reviews during the interval
[t2, t4] then she can respond at any moment during the interval [t4, t5];

6. Ki(�[t4,t6]((�[t4,t5]send-rebuttalth ∧ �[t4,t3]receive-acceptNotetj ) →
�[t3,t6]send-final-versiontv

)).

This rule indicates that if the agent receives an acceptance notification during
the interval [t4, t3] and she remembers that she sent the rebuttal in [t4, t5] then
she has to send the final version of the paper until t6;

7. Ki(�(paper-rejectedts → ¬assume-paper-acceptedty )).

This rule indicates that if an agent assumes that her paper is accepted and at
a certain point she receives a reject notification, she has to change her belief.

Let us now consider one of our authors (agents) A1, who has decided
to prepare a submission to this Conference. She writes an abstract for her
paper and believes that it is ready at moment tx. So, she has in her short-
term memory the belief BA1(abstract-readytx), where of course tx ∈ [t0, t1].
She can infer from the second rule, by performing the mental operation �
(abstract-readytx , submit-abstractta) that at any moment t, such that tx + 1 ≤
t ≤ t1 the abstract can be submitted. Let us assume now that our author has
submitted the abstract successfully at time tx + 1 ≤ ty ≤ t1. Then, she adds
to her beliefs BA1(submit-abstractty ). After that, she starts preparing the full
paper; she completes it after some time and so believes that it is ready at time
tz ≤ t2: therefore, BA1(fullPaper-readytz ) it is added to her beliefs. At this
point, our author has the new belief BA1(fullPaper-readytz ) and retrieves from
her memory the belief BA1(submit-abstractty ) then by performing the mental
operation ∩(submit-abstractty , fullPaper-readytz ) she can start believing that
BA1(submit-abstractty ∧ fullPaper-readytz ) is true where ty ∈ I1, tz ∈ [t0, t2]
and ty ≤ tz). Then, according to the third rule at the next moment in time
td ∈ [tz + 1, t2] she can submit the full paper. Finally, assuming that our agent
submitted her paper successfully at time td she adds BA1(submit-fullPapertd

)
to the short-term memory and waits for notification from the Conference Chairs.

To illustrate the effect of the performed actions on the agent’s beliefs
change, let us consider the case of an optimistic agent A2 which, after
submission, assumes the paper to be accepted and so forms the belief
BA2(assume-paper-accepted[ta,∞)) with ta ≥ t2. If the Program Chairs will send
notification of acceptance then as a consequence the paper will be believed to be
accepted and, vice versa, if there is a rejection. If at time t3 agent A2 received
a rejection note, she starts believing BA2(paper-rejected[t3,∞)); therefore, via
the mental operation � (paper-rejected[t3,∞), assume-paper-accepted[ta,∞)) and
since t3 >ta, she can replace the timed atom assume-paper-accepted[ta,∞) with
the more limited assume-paper-accepted[ta,t3−1] which indicates the actual inter-
val where the belief has remained in the short-term memory without being con-
tradicted.
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4 Axiomatization and Canonical Models

The logic TDLEK can be axiomatized as an extension of the axiomatization
of DLEK as follows. As seen before, knowledge/belief on an interval allow one
to draw inferences in intervals included therein, while upward and downward
reflection (corresponding to properties of the operator Ki) preserve the interval.
We implicitly assume modus ponens, standard axioms for classical propositional
logic, and the necessitation rule for each Ki. The TLEK axioms are:

1. Ki(�I1ϕI2) ∧ Ki(�I3(ϕI2 → ψI4)) → Ki(�I3ψI4) with I1 � I4 ⊆ I3 and
I1 ⊆ I3;

2. Ki(�I1ϕI2) → �I1ϕI2 ;
3. Ki(�I1ϕI2) → KiKi(�I1ϕI2);
4. ¬Ki(�I1ϕI2) → Ki¬Ki(�I1ϕI2);
5. BiϕI1 ∧ Ki(�I2(ϕI1 ↔ ψI1)) → BiψI1 .

The axiomatization of TDLEK as extension of DLEK is:

1. [α]f ↔ f where f = p or f = pt or f = pI ;
2. [α]¬ϕI1 ↔ ¬[α]ϕI1 ;
3. [α](ϕI1 ∧ ψI2) ↔ [α]ϕI1 ∧ [α]ψI2 ;
4. [α]Ki(�I1ϕI2) ↔ Ki([α](�I1ϕI2));
5. [+ϕI1 ]BiψI1 ↔ (Bi([+ϕI1 ]ψI1) ∨ Ki(�I2([+ϕI1 ]ψI1 ↔ ϕI1)));
6. [�(ϕI1 , ψI2)]BiχI2 ↔ (Bi([�(ϕI1 , ψI2)]χI2)∨

((BiϕI1 ∧ Ki(�I3(ϕI1 → ψI2)) ∧ Ki(�I3 [�(ϕI1 , ψI2)]χI2 ↔ ψI2)));
7. [�(ϕI1 , ψI2)]BiχI2 ↔ (Bi([�(ϕI1 , ψI2)]χI2)∨

((BiϕI1 ∧ Ki(�I3(ϕI1 → ¬ψI2)) ∧ Ki(�I3 [�(ϕI1 , ψI2)]χI2 ↔ ¬ψI2)));
8. [∩(ϕI1 , ψI2)]BiχI3 ↔ (Bi([∩(ϕI1 , ψI2)]χI3)∨

((BiϕI1 ∧ BiψI2) ∧ Ki(�I4([∩(ϕI1 , ψI2)]χI3 ↔ (ϕI1 ∧ ψI2))))
where I3 = I1 � I2;

9. ψI↔χI

ϕI↔ϕI [ψI/χI ]
.

We write TDLEK �ϕI1 which signifies that ϕI1 is a theorem of TDLEK. Both
logics TLEK and TDLEK are sound for the class of TLEK models. The proof
that TDLEK is strongly complete can be achieved by using a standard canonical
model argument.

The canonical TLEK model is a tuple Mc = 〈Wc;Nc; {Rci}i∈Ag;Vc〉 where:

• Wc is the set of all maximal consistent subsets of LTLEK ; so, as in [4], canoni-
cal models are constructed from worlds which are sets of syntactically correct
formulas of the underlying language and are in particular the largest consis-
tent ones. As before, each w ∈ Wc can be conveniently indicated as wI .

• For every wI ∈ W and i ∈ Ag, wIRcivI1 if and only if Ki�I2ϕI3 ∈ wI iff
Ki�I2ϕI3 ∈ vI1 ; i.e., Rci is an equivalence relation on knowledge; as before, we
define Rci(wI) = {vI1 ∈ W | wIRcivI1 with I ∩ I1 �= ∅}. Thus, we cope with
our extension from knowledge of formulas to knowledge of timed formulas.

• Analogously to [4], for wI ∈ W , ΦI ∈ LTLEK and i ∈ Ag, we define
AΦI

(i, wI) = {vI ∈ Rci(wI) | ΦI ∈ vI}. Then, we put Nc(i, wI) =
{AΦI

(i, wI) | BiΦI ∈ wI}.
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• Vc is a valuation function defined as before.

As stated in Lemma 2 of [4], there are the following immediate consequences
of the above definition: if wI ∈ Wc and i ∈ Ag, then

• given Φ = �I1ϕI2 with I1 ⊆ I and ϕI2 ∈ LTLEK , it holds that Ki�I1ϕI2 ∈ wI

iff ∀vI3 ∈ W such that wIRcivI3 we have �I1ϕI2 ∈ vI3 ;
• for ΦI1 ∈LTLEK with I1 ⊆ I, if Bi ΦI1 ∈wI and wIRcivI2 then Bi ΦI1 ∈vI2 .

Thus, while Rci-related worlds have the same knowledge and Nc-related
worlds have the same beliefs, as stated in Lemma 3 of [4] there can be Rci-related
worlds with different beliefs. The above properties can be used analogously to
what is done in [4] to prove that, by construction, the following results hold:

Lemma 1: ∀wI ∈ Wc and BiΦI1 , BiΨI2 ∈ LTLEK where I1, I2 ⊆ I, if BiΦI1 ∈
wI but BiΨI2 �∈ wI , it follows that there exists vI3 ∈ Rci(wI) such that either
ΦI1 ∈ vI3 but ¬ΨI2 ∈ vI3 , or ¬ΦI1 ∈ vI3 but ΨI2 ∈ vI3 . �

Lemma 2: ∀ΦI ∈ LTLEK and ∀wI ∈ Wc, ΦI1 ∈ wI iff Mc, wI � ΦI1 where
I1 ⊆ I. �

Lemma 3: If ΦI1 ∈ LTDLEK then there exists Φ̃I1 ∈ LTLEK such that
TDLEK � ϕI1 ↔ Φ̃I1 . �

Under the assumption that in every formula �IϕI1 the interval I is finite, the
previous lemmas allow us to prove the following theorems (whose proofs are
analogous to those in [4]). The limitation to finite intervals is not related to
features of the proposed approach, but to well-known paradoxes of temporal
logics on infinite intervals.

Theorem 1: TLEK is strongly complete for the class of TLEK models. �

Theorem 2: TDLEK is strongly complete for the class of TLEK models. �

5 Concluding Remarks

In this work we extended an existing approach to the logical modeling of short-
and long-term memories in Intelligent Resource-Bounded Agents by introducing
explicit time instants and time intervals in formulas. We considered not just
adding new beliefs, rather we introduced a new mental operation not provided
in DLEK, to allow for removing/restructuring existing beliefs. The resulting
TDLEK logic shares similarities in the underlying principles with hybrid logics
(cf., e.g., [21]) and with temporal epistemic logic (cf., e.g., [22]); as concerns the
differences, the former has time instants but no time intervals, and the latter
has neither time instants nor time intervals.

With regard to complexity, for DLEK it has been proved that the satis-
fiability problem is decidable and it has been conjectured to be in PSPACE.
It is easy to believe that our extensions cannot spoil decidability. In fact, on
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the one hand we employ metric temporal logic, which admits fragments having
widely differing complexities and can easily become undecidable [20,23]. On the
other hand however, in TDLEK metric temporal logic is actually used only for
controlling inferences, checking whether perceptions and pre-existing beliefs fit
into the specified intervals. Inference steps to derive new beliefs are analogous to
DLEK: just one modal rule at a time is used and a sharp separation is postulated
between the working memory, where inference is performed, and the long-term
memory. Future developments include a careful evaluation of the complexity of
the TLEK/TDLEK approach, the temporalization of Bi and Ki.
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Abstract. We propose an information model that describes which data
should be available, together with their relationships, in order to identify
accountabilities in a group of interacting parties. The model is intended
for use in multi-agent systems, and is expressed by means of Object-Role
Modeling, due to the relational nature of the concepts involved.
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1 Introduction

Many contexts, both in the human world and in software, are characterized by
the distribution of activities through a group of interacting parties: each member
in the group takes care of a part of the activity, and the desired overall result is
achieved only when each member behaves properly, and properly interacts with
the others. This happens both in human organizations, and in distributed sys-
tems like multi-agent systems (MAS). Such contexts often resort to the concept
of responsibility to refer to the assignment of a task (or a duty) to a member
in the group, e.g. [11,14,16,17]. Despite the centrality of the notion of respon-
sibility, and despite the many discussions and models proposed in philosophy,
psychology, law, etc. (among which the well-known triangle model of responsi-
bility by Schlenker et al. [30]), there is a lack of computational support to the
specification and the use of responsibilities inside information systems (that are
thought for the business world), as well as in MAS. Even widely used tools like
RBAC (role-based access control) or widely adopted agent organization plat-
forms (like JaCaMo [7]) do not provide an understanding of the concept.

A particularly relevant exception in this landscape is the ReMMo conceptual
model by Feltus [17], which proposes a conceptualization of how responsibility is
structured. Interestingly, this is also the first proposal in its field that brings into
the picture the notion of accountability: ReMMo, in fact, defines responsibility
as “a charge assigned to a unique actor to signify its accountabilities concerning
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a unique business task”. Accountability is considered a central concept in many
fields that study human interaction. In sociology (e.g., [15,18,25]) it is well-
known that social order, i.e. the functioning of a group of individuals, depends
on often complex relationships between the parties, relationships that the parties
accept, and that bring about expectations on each other’s behavior. From the
seminal work in [18], many studies identify in accountability the key notion on
top of which interaction is built. In political sciences, e.g. [1], accountability
is seen as a major driving force of individuals when it comes to decide about
their own behavior. Psychologists provide evidence that accountability increases
the salience of goals [27]. Ethnomethodologists postulate that social behavior is
configured by relying on the same mechanisms through which it is explained,
which indeed give meaning to social action, e.g. [18]. Management studies, e.g.
[29], consider it a framework for managing expectations. So, ReMMO is surely an
important proposal but still it leaves questions to be answered. In particular, it
does not provide an information model that ties the concepts to the environment,
capturing constraints on how data evolves. Such a layer is necessary both for
attributing responsibilities and, given a situation of interest, for identifying those
who answer for it (forward and backward responsibility, according to [26]).

This paper pursues three research aims. First, it refines the characterization
of accountability traced in [2,3]. In particular, relying on a wide literature on
accountability (including but not limited to [1,9,18,22,27,29,32]) we identify
the main concepts that come into play in the process of accountability deter-
mination, such as expectation and control, as well as the relationships between
them. Second, the paper proposes an information model for accountability, that
is, it describes which data need to be available to develop systems that, in any
situation of interest arising in a group of interacting agents, allow the identifi-
cation of responsibilities. The model, that we provide in Object-Role Modeling
(ORM1) due to the relational nature of the represented concepts, contributes to
the development of systems that support the governance of a group of interact-
ing parties. Third, the paper sets the ground for the development of approaches
to MAS programming where interaction, coordination, and exception handling
will rely on the sibling notions of responsibility and accountability.

The paper is organized as follows. Section 2 characterizes the concept of
accountability we rely upon. Section 3 outlines the main requirements that a
model of accountability should satisfy and, then, presents the accountability
model. Section 4 compares the proposal to other proposals for accountability.
Discussions end the paper.

2 Accountability and Responsibility

Responsibility, accountability, answerability, liability, causation, sanction are all
related terms, sometimes used as synonyms, some other times used to capture
different shades of meaning. A thorough ontological analysis of the term is not in
1 For an introduction to ORM, please check http://www.orm.net/pdf/

ORMwhitePaper.pdf.

http://www.orm.net/pdf/ORMwhitePaper.pdf
http://www.orm.net/pdf/ORMwhitePaper.pdf
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the scope of this work. We will provide just a minimal characterization, sufficient
to understand those facets of the notions, on which we rely. In essence, we
understand accountability as representing the deceivingly simple concept of one
principal holding another to account for his/her actions, both “good” and “bad”.
From this definition, we identify two integral pieces to accountability: (1) a
relationship between two entities in which one feels a liability to account for
his/her actions to the other; and (2) a process of accounting in which actions
are declared, evaluated, and scored. The mechanism of accountability contains
two sides that we call positive or negative accountability. Positive accountability
means that a principal is expected to act in a certain way and will be held to
account for that expectation’s fulfillment. Negative accountability, on the other
hand, means that a principal is expected to not impede social progress and
negatively impact others. The model that we propose captures the information
necessary to positive accountability.

Concerning responsibility, Feltus [17] sees it as a charge assigned to an agent,
which is always linked at least to one accountability. This view is compatible
with the triangle model [30]2, according to which the term bears two main under-
standings, each of which investigated at depth by philosophers: one amounting
to causation (who did it?), the other to answerability (who deserves positive or
negative treatment because of the event?). Schlenke et al. explain how responsi-
bility, as individuals perceive it, depends on the strength of three linkages, each of
which involves two out of three basic elements, that are prescriptions, events, and
identities. Prescriptions come from regulative knowledge and (broadly speaking)
concern what should be done or avoided. Events simply occur in the environ-
ment. Identities include but are not limited to roles of the individual that are
relevant in the context. The three linkages, thus, respectively capture whether
and to which extent: a prescription is considered to concern an event, an event
is considered relevant for an identity, a prescription is considered to concern an
identity.

Accountability has distinctive traits which do not allow making it a special
kind of responsibility. First of all it involves two agents, the one who gives the
account and the one who takes the account [9,22,27,30]. Indeed, following [30],
accountability is a pyramid, that comes into being when an accredited public
watches a responsibility triangle. The account taker can only be someone who
has some kind of authority on the account giver [12,29]. The origin of such an
authority may be various; for instance, it may be due to a principal-agent rela-
tionship, or to a delegation. The account taker is sometimes called the forum
[9]. Following ReMMO, accountability is in relationship with responsibility (it
concerns a responsibility), and a responsibility may be subject to many account-
abilities. Accountability may also involve a sanction, as a social consequence of
the account giver’s achievement or non-achievement of what expected, and of its
providing or not providing an account.

2 A psychological model by Schlenke et al. which is widely used in the context of
human resource management.
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All such considerations yield that, in order to properly tackle accountability
in a computational system, it is necessary to identify those data that are specific
to accountability and their relationships. We now summarize the key aspects
of accountability, that we rely upon in drawing the model, reporting also the
reference literature:

(a) Accountability implies agency. If a principal does not possess the qualities
to act “autonomously, interactively and adaptively”, i.e. with agency, there
is no reason to speak of accountability, for the agent would be but a tool,
and a tool cannot be held accountable [31].

(b) Accountability requires but is not limited to causal significance. The plain
physical causation (also called scientific causation in [30]), that does not
involve awareness or choice, does not even create a responsibility, let aside
accountability. This view is supported also by [9,10].

(c) Accountability does not hinder autonomy. Indeed, accountability makes sense
because of autonomy in deliberation [1,10,30,32].

(d) Accountability requires observability. In order to make correct judgments,
a forum must be able to observe the necessary relevant information. How-
ever, in order to maintain modularity, a forum should not observe beyond
its scope. For example, if a principal buys a product and the product is
faulty, that principal holds the factory as a whole accountable. The fac-
tory, in turn, holds one of its members accountable for shoddy production.
In other words, accountability determination is strictly related to a precise
context. In each context, the forum must be able to observe events and/or
actions strictly contained in its scope and decipher accountability accord-
ingly. As context changes, accountability will change accordingly. For this
reason, a mechanism to compose different contexts and decide accountability
comprehensively is essential.

(e) Accountability requires control. Without control decisions cannot be enacted,
the agent does not have an impact on the situation. It will be ineffectual. In
[21], control is defined as the capability, possibly distributed among agents,
of bringing about events. Due to our focus on positive accountability, i.e. on
bringing about a situation of interest, we follow this proposal and interpret
omissions (not acting) as non-achievements. [13] gives a slightly different
definition of control as the ability of an agent to maintain the truth value of
a given state of affairs. Alternatives where control amounts to interference
or constraint can be devised but are related to negative accountability.

(f) Accountability requires a mutually held expectation. Accountability is a
directed social relationship concerning a behavior, that serves the purposes
of sense-making and coordination in a group of interacting parties, sharing
an agreement on how things should be done [18]. The role of expectation is
widely recognized [1,18,32]. Both parties must be aware of such a relation-
ship for it to have value (the account-taker to know when it has the right
to ask for an account, the account giver to know when towards whom it is
liable in case of request).

(g) Accountability is rights-driven. One is held accountable by another who, in
the context, has the claim-right to ask for the account. Particularly relevant
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on this aspect the understanding of accountability that is drawn in tort law
[12], where the account-taker is the only recognized authority who can ask for
an account, and the account-giver has a liability towards the account-taker
(to explain when requested). Further analysis is carried out in [19].

3 Modeling Accountability with ORM

We have seen that accountability describes a relationship-centric approach, as it
is fundamentally defined through relationships that permit one principal to take
to account another. Without that relationship-permitting accounting, account-
ability would be reduced to a hybrid of traceability and blame-giving. To aid the
modeling endeavor, use of ORM becomes a natural choice because of its built-in
language advantage that places relationships at the center of its expressive power
[20]. Throughout the process of modeling, we made use of both ORM and OWL
(https://www.w3.org/TR/owl2-syntax/) to experiment with different tools and
found that our instrument of choice, ORM, allowed us a more easily compre-
hensible description of accountability than OWL. We found the centrality of
the relationship, rather than the entity, to be particularly apt at expressing our
desired concepts in ORM. In particular, the possibility to place constraints on
role groups in relationships proved invaluable for describing how relationships
interact with and depend on one another. We recall that in this paper we focus
on positive accountability, that is when principals do not act as they should
(rather than act as they shouldn’t in the case of negative accountability). In
other words, we are dealing with the regulation of task completion rather than
task interference.

3.1 Accountability Requirements

For accountability to function, there must be a base relationship because of which
a principal feels an obligation to account for his/her actions. The relationship
entails a nuanced approach to unexpected outcomes or actions. For instance, a
buyer may expect a seller to provide some goods and hold him/her to account
should the seller not do so, but not in absence of payment. In other words, an
unexpected action does not necessarily implicate wrongdoing, thanks to miti-
gating circumstances which circumscribe the scope of the accountability rela-
tionship – lack of payment is a mitigating circumstance. A straightforward case
without mitigating circumstances would be a principal who acts with full under-
standing of his/her action effects and expected social role, that clearly caused
the outcome/action in question, and could have chosen to act otherwise (i.e. has
control over the given state of affairs). Thus, a forum would look for, among
other qualities, causation as well as autonomy and understanding in action.

Due to the focus on positive accountability, a forum’s interest lies in assessing
possibility to act, that is, if a principal had complete potential and autonomy as
author of the outcome. We can also say he/she effectively caused the outcome
through inaction contrary to social expectations (e.g. a merchant who refuses

https://www.w3.org/TR/owl2-syntax/
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to provide goods that were paid as agreed). A forum must also determine a
principal’s situational knowledge of his/her expected agreed-upon role (e.g. the
merchant must be aware the client expects him/her to ship the purchased items).
Therefore, a model of positive accountability must respect the following require-
ments:

[R1] Identify relationships of account giving between principals for certain outcomes;
[R2] Account for mitigating circumstances;
[R3] Establish a principal’s qualities of:

.1 Agency

.2 Causal contribution to outcome;

.3 Possibility/opportunity to act;
[R4] Allow for the passing of judgment.

Requirement [R1] expresses the simplest: we must place in relationship two
principals (who are not necessarily individuals but may, for instance, amount to
organizations like a shipping company or an office) along with agreed expected
outcomes. Note that for us accountability relationships are always the result of
an act that was explicitly, deliberately, and voluntarily performed by the account
giver, and that amount either to the creation of the accountability relationship
by itself or to the acceptance some “rules of the game” – e.g. when enacting
some role.

[R2] refines the base relationship through context. Context contains a series of
conditions that stipulate when there are no mitigating circumstances. We reiter-
ate that we speak in the absence of negative accountability, and can consequently
discount interference from other system actors. Context, therefore, represents a
kind of precondition to outcome’s realization to be specified by the principal
on who the expectations lie. The specialized context also protects the principal
by disallowing unattainable obligations. The accountability relationship conse-
quently takes the form as described in [10].

[R3] presents us with a more complex modeling problem. For agency, we
adopt the definition given in [8], “The person is an autonomous, intentional, and
planning agent who is capable of distinguishing right and wrong and good and
bad”. A principal, arguably autonomous by design, satisfies the first part of the
agency condition when s/he stipulates the ability to bring about an expectation
from a context, that is, execute a plan, whether that be his/her own plan or a plan
to hold another accountable. In order to know “good” from “bad”, a principal
must have foreknowledge of his/her social expectations, whose completion for
all intents and purposes are “good” and “right”, and, in absence of negative
accountability, whose non-completion are the only “bad” and “wrong” actions.

Likewise, for causal contribution, in absence of negative accountability and
by declaring control over a context and expectation, a principal recognizes that
one leads to another thanks to some intermediate action on her/his part. As
a consequence, given context, the declared principal effectively causes either
the outcome in question or its absence. Though a principal can subcontract
out his/her plan, meaning another principal could be the “cause” of the first
principal’s outcome, from a modular viewpoint the first retains his/her causal
relevance for the outermost outcome as the “manager”.
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The possibility/opportunity to act condition completes a concept already
covered by the previously discussed requirements. Thanks to a principal’s control
in a specified context, if that context comes about, that principal can freely choose
to act or not act and bring about the desired outcome. Again, without negative
accountability, through his/her control, that principal has the possibility and
opportunity to act.

We choose to leave out the sanctioning piece, that is often yielded by account-
ability, to the requirement [R4], the passing of judgment, for future implementa-
tions of accountability. Our primary concern consists, indeed, in identifying the
information that is needed to support the passing of judgement and the possible
consequent sanction.

3.2 A Model Takes Shape

The accountability model is reported in Fig. 1 as an ORM model. Concerning
ORM, we report a little information for those who are not familiar with this
notation; for details about ORM notation, please see [20]. In ORM all elements
with the same name are the same entity/relationship. Entities/relationships can
play identifiable (often named, e.g., account-giver or subgoal) roles inside rela-
tionships, that are explicitly depicted in the model. Part (or all) of the roles that
make the relationship can be related to groups of roles inside another relation-
ship by a constraint. For instance, in Fig. 1 we use inclusion and exclusive or.
Relationships represent facts. They are denoted by a reading that gives an intu-
ition of the relationship, and can be characterized in many ways, for instance by
graphically denoting reflexivity, a-/anti-/simmetry, commutativity (e.g. contains
is asymmetric).

Central to the model lies the relationship of accountability (accountabil-
ity requirement [R1]) which contains two principals, one (account-giver) who
is accountable to the other (account-taker), for an achievement (... is account-
able to ... for ...). An achievement is a pair that is made of a context and an
outcome, meaning that the interest in the outcome raises in a specific context
–thus, the context limits accountability for an outcome. An Achievement can
be structured into subgoals. The asymmetric relation contains represents such
structure. The accountability relationship is further constrained so that a prin-
cipal who is accountable must be in control and that there must be a mutually
held expectation on that principal to act. The idea of contextual control is then
further specified by its two types: control that comes from one’s own efforts, and
control that comes from one’s ability to hold another accountable.

Based on the identified requirements, we identify the following key nouns,
which will take the shape of objects. Principal partially satisfies the agency
requirement [R3] by representing an autonomous individual or organization who
might potentially be thought of in legal terms as a persona juris. Context and
Outcome both represent sets of facts that characterize some states of interest.
They are always associated with one another in the model but the meaning of
such association depends on further information. An outcome represents a con-
dition to achieve, i.e. a set of facts that should be brought about and that can be
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Fig. 1. ORM model for the accountability relationship.

verified. Context corresponds either to mitigating circumstances (accountability
requirement [R2]), or to some preconditions under which a principal has the
possibility to pursue an outcome, or the conditions under which an expectation
that some outcome will be achieved is activated. The relationships between such
objects, based on the requirements that are explained in Sect. 3.1, are as follows:

1. Accountability: Principal is accountable to Principal for Achievement. Repre-
sents the actual atomic accountability relationship in which the first Principal
can be held to account to the second about Achievement. It has three roles
and is constrained by the presence of some of those elements both in a rela-
tionship of expectation (outgoing arrow towards ... is justly expected by ... to
bring about ...), and in one of control (outgoing arrow towards ... has control
over ...). This fact type satisfies both [R1] (relationship) and [R2] (mitigating
circumstances) requirements.

2. Expectation: Principal is justly expected by Principal to bring about Stipula-
tion. Partially satisfies the foreknowledge requirement of the agency condition
in order to distinguish right from wrong. By this relationship, the principal
recognizes that if given the opportunity, realizing the achievement is good and
not doing so is bad. With the word justly, we require that both principals are
in agreement over the expectation.

3. Control: Principal has Control over Achievement. Control expresses contex-
tual autonomy in that a Principal can effectively decide whether or not to
realize an Achievement. Control is then divided into two types of control:
Control from Self and Control from Other.

4. Control Originating from Self: Principal can realize Achievement. This type of
control represents a modularization of knowledge. If a Principal could realize
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Achievement (that is, given Context it could realize Outcome), that Principal
is effectively declaring knowledge and ability. We should also emphasize that,
as this model defines positive accountability, so does control define a positive
control. Control therefore speaks to intended consequences.

5. Control Originating from Others: Principal can hold another accountable for
Outcome. Similarly we can interpret a kind of implicit knowledge declaration
in which a Principal has control over an Achievement only if that Princi-
pal can hold another accountable for that Achievement (subset relationship
between Control Originating from Other and account-taker and achievement
in Accountability).

The model includes the following constraints between the above listed rela-
tionships. The subset constraint between relationships Accountability and Expec-
tation in Fig. 1 satisfies the “agency requirement” (Sect. 3.1, accountability
requirement [R3.1]) by ensuring that accountability is only possible in the pres-
ence of a previously established expectation. A Principal A, in order to be
accountable to Principal B for a given achievement, must be justly expected
by Principal B to realize achievement. In other words, it is not enough for a
Principal to exert autonomy, there must also be a socially established agreement
of expectation. Simply put, in order to be accountable, a Principal must not
only exert situational autonomy, but must also be expected to do so.

Subset constraint between account-giver and achievement in Accountability,
on one side, with Control, on the other side, instead satisfies both the “causal”
as well as the “possibility/opportunity” condition ([R3.2] and [R3.3]), as well as
links mitigating circumstances to a principal-specified context. The constraint
expresses in words that a Principal can be accountable for an Achievement only
if that same Principal also has control over that Achievement, which means over
an Outcome in same given Context. That is, in order to be accountable for an
Outcome, a Principal must exhibit causal relevance over, and have possibility to
realize, that Outcome and, thus, be a crucial influence in the truth value result
of Outcome in Context.

4 Comparison and Discussion

The 2002 December Report of the Auditor General of Canada [23] recognizes
accountability as a critical element of representative democratic government, and
proposes a well-known (and widely accepted) definition of accountability, that
takes recent developments in public management and governance into account.
Here, accountability is defined as “a relationship based on obligations to demon-
strate, review, and take responsibility for performance, both the results achieved
in light of agreed expectations and the means used”. All the elements of the def-
inition are explained in Exhibit 9.1 [24]. The model we propose captures this
understanding of accountability in a straightforward way. Of particular impor-
tance is the notion of agreed expectation stemming from either a formal or infor-
mal agreement as a key part of accountability. As underlined in our model, the
creation of a just expectation relationship requires an agreement between the



An Information Model for Computing Accountabilities 39

parties; an internal expectation, generated from one’s opinions, is not enough
to hold another accountable. Another important point is that the key focus of
accountability is on results accomplished or not accomplished, i.e. on outcomes,
for which principals explicitly take responsibility. Exhibit 9.2 explains that per-
formance should be clearly linked with each party’s capacity (e.g., skills) to
deliver. This is what we capture by control. Exhibit 9.2 also explains that besides
the accomplishments expected, also the operating constraints to be respected
should be explicit, understood, and agreed upon. Operating constraints amount
to those mitigating circumstances which, in our model, are explicitly captured
by the context and agreed upon by the principals involved.

In [10], the concept of accountability requirement is defined as a directed
relationship between two principals (account-giver and account-taker), an
antecedent, and a consequent, which together constitute the mutual and con-
ditional expectation between two parties. Should the antecedent become true,
account-giver becomes accountable for the expected consequent with account-
taker. An organization serves as a context for the accountability requirements.
Principals enter the organization by playing some of its roles. Accountability
requirements include commitments, authorizations, prohibitions, and empower-
ment. All the foreseen declinations of the accountability requirement only implic-
itly entail a notion of control.

[2–4] propose a protocol to ensure accountability as a design property in an
organizational setting. The authors distill five principles for supporting account-
ability, which make use of the same concepts from the definition of multi-agent
organizations (role, goal, power). A commitment-based protocol is, then, defined
with the aim of guaranteeing the aforementioned principles, both in the con-
struction of the organization and, through an enhanced monitoring functionality,
while it operates. The ORM model we proposed here is more general: it does not
explicitly include concepts like organization and role, but those concepts are still
derivable. Principle one states that all the collaborations subject to considerations
of accountability among principals occur within a single scope called organiza-
tion. Naturally, in order to properly identify relationships of accountability, all
agreements, including expectations and declarations of control, must belong to
the same scope to satisfy the subset constraints for accountability. The second
and third principles concern the process of enrollment of an agent into an orga-
nization. Specifically, a principal can enroll in an organization only by playing a
role that is defined inside the organization and a principal willing to play a role in
an organization must be aware of all the powers associated with such a role before
adopting it. As for [6], the ability to affect the institutional state is provided by
the acquisition of some powers associated with the role itself at enactment time.
The definition of a role delimits the range of actions an agent, who plays that
role, can perform (i.e. its powers) inside the organization, thereby encoding the
outcomes over which it has control. From the point of view of the ORM model, a
role is essentially a set of outcomes and contexts that are grouped together with
a purpose of organizing work. Playing a role, therefore, means having control
(through powers) over a set of outcomes associated with it, and being aware of
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the fact that there could be a social expectation related to their realization. The
forth principle states that a principal is accountable, towards the organization or
another agent, for those goals s/he has explicitly accepted to bring about. From
the declaration of just (i.e. mutually agreed) expectation, in conjunction with
the subset constraint from accountability, we can conclude that an agent must
agree to a goal (through the expectation relationship) before that agent can be
considered accountable. Finally, the fifth principle states that a principal must
have the leeway for putting before the organization the provisions s/he needs for
achieving the goal to which s/he is committing. The organization has the capa-
bility of reasoning on the requested provisions and can accept or reject them. By
specifying control, a principal stipulates contextual conditions under which s/he
can realize an outcome. Without a principal’s declaration of control, s/he cannot
be held accountable thanks to the subset constraint and will not be considered
committed to an outcome.

5 Conclusions

In the proposed information model of accountability, just expectation is a key
concept, because for an accountability relationship to hold, there must be a
fact stating an active and agreed expectation between two principals about an
outcome. The way in which this fact is determined is outside the scope of the
proposal. For a discussion of expectations and their use in practical reasoning
see, for instance [28].

The relationships, which in the model tie accountability, expectation, and
control, are versatile and can be used in many ways. The availability of account-
ability facts influences the behavior of the whole group of interacting agents, both
those who play the role of account-givers and those who play the role of account-
takers. For instance, a principal, knowing that another principal is accountable
for some achievement, and knowing that the account-giver is justly expected to
bring about the achievement, will draw expectations on the behavior of that
principal, and on the control exercised by that principal, and it will orient its
own behavior consequently. Another principal, knowing to be accountable for an
achievement, will likely take the outcome into account as a goal when the related
context holds. It will be possible for the principal to pursue the achievement
because, through one of the inclusion constraints, in order for an accountability
fact to hold, there is a control fact stating the principal has control over the
achievement. In case control of the outcome is from self, it will perform some
skill or power of its own. If, instead, its control is from other, the principal actu-
ally depends on accountability relationships involving some party. This recursive
view of accountability, through control from other, accommodates hierarchies of
authorities. For instace, a head of office is accountable over the office procedures
not because s/he realizes them directly, but because of the accountability rela-
tionships his/her employees have towards him/her. These examples explain how
accountability facts have an impact on future actions because in general they
will increase awareness, thus accommodating the views in [1,27]. Moreover, we
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discuss in [5], by relying on a practical example, how the proposed model over-
comes some weaknesses in tackling goal distribution in business processes. In
that context, the choice of a language, for expressing achievements, that allows
for temporal expressions, introduces requirements on the way in which condi-
tions are brought about, and shows how through the language it is possible to
account also for the means used.

Taking a different perspective, the model tells which information is to be
collected in order to support the identification of the responsibilities that are
involved in the realization of a state of interest. Here, we give to the term respon-
sibility the already discussed meaning provided by [17]. Recall that in that model
each responsibility has associated a number of accountabilities. Suppose that the
information conforms to our model and that its creation and evolution is col-
lected by some monitoring framework. When a situation of interest arises (in
particular, when some achievement is not satisfied), the availability of account-
abilities makes it possible to identify the involved principals; not only those
trivially involved in the last step that brought to the condition under scrutiny,
but also those who, with their choices and actions, drove the execution towards
its end. For instance, suppose the sellers in a shop share a view of the available
items, and that it is their responsibility to timely inform the other sellers when
some item is sold out. Seller Bob forgets to inform seller Alice that the last TV
set was sold. Alice is, then, asked by a client about the availability of TV sets.
She answers “yes” but when at some point of the sale she looks for the item,
it turns out there is none and the sale fails. Accountability will help to identify
Bob as the one who should answer. In this simple case only one is responsible
and nothing can be done to fix the situation. In other cases it will, instead, be
possible to activate compensation processes or to refine the executed processes,
based on collected evidence. In fact, the principals, that are connected by the
accountability and control relationships, are the executors of a network of related
activities, and each will possibly contribute to the undestanding of the situation
under scrutiny. Note that if we think of each principal as corresponding to a dif-
ferent process, such an uderstanding will be built across processes, by exploiting
the links that are captured by the accountability relationships.

On the other hand, the absence of a just-expectation fact will help to conclude
the principal is not liable. For instance, consider a company where help-desk
requests are a responsibility of some principal. A system administrator has access
to and can operate on what is recorded in the database –thus also on help-desk
requests, that are there stored– but is not expected to answer to such requests,
so if a request is not attended the administrator will not be held to account.
Similarly, a principal who is justly expected to satisfy some achievement, but
who has no control over that achievement will not be asked to account for the
achievement –for instance, a new help-desk operator who does not have the
proper access rights yet.

The availability of knowledge about the internal structure of an organization
would support the realization of mechanisms to reason about accountability at
different levels of granularities, as hoped for in Sect. 2. In other words, the model
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allows for modularity. So, for instance, a whole organization, acting as a princi-
pal, can be accountable for an outcome. That same organization, however, can
have internal accountability relationships to add further nuance. Along these
lines, it would also be interesting to combine the accountability model with a
representation of compensations, e.g. [33], that should be executed when an out-
come is not achieved. Related to these aims, further nuance could be added
by taking into account role power differences in collective accountability. For
instance, we might say that the director of the organization should assume more
accountability than individual parts because that individual pulls more weight
and has more decision power in the organization. We could then assign account-
ability weights to the various roles in the organization with values that reflect
power differences in order to keep accountability proportional to one’s pull in
the organization.
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Abstract. Process model comparison can be exploited to assess the
quality of organizational procedures, to identify non-conformances with
respect to given standards, and to highlight critical situations. Some-
times, however, it is difficult to make sense of large and complex process
models, while a more abstract view of the process would be sufficient
for the comparison task. In this paper, we show how process traces,
abstracted on the basis of domain knowledge, can be provided as an
input to process mining, and how abstract models (i.e., models mined
from abstracted traces) can then be compared and ranked, by adopting a
similarity metric able to take into account penalties collected during the
abstraction phase. The overall framework has been tested in the field of
stroke management, where we were able to rank abstract process models
more similarly to the ordering provided by a domain expert, with respect
to what could be obtained when working on non-abstract ones.

1 Introduction

Nowadays, many information systems adopted by organizations and companies
record data about the executed business process instances in an event log [15],
which stores the sequences (traces [15] henceforth) of activities that have been
completed at the organization, typically together with key execution parameters,
such as times, costs and resources. Event logs can be provided as an input to
process mining [15] algorithms, a family of a-posteriori analysis techniques able to
extract non-trivial knowledge from these historic data; within process mining,
process model discovery algorithms, in particular, take as input the log traces
and build a process model, focusing on its control flow constructs. Classical
process mining algorithms, however, provide a purely syntactical analysis, where
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activities in the traces are processed only referring to their names. Activity
names are strings without any semantics, so that identical activities, labeled by
synonyms, will be considered as different, or activities that are special cases of
other activities will be processed as unrelated. On the other hand, the capability
of relating semantic structures such as ontologies to activities in the log can
enable process mining techniques to work at different levels of abstraction (i.e.,
at the level of instances or concepts) and, therefore, to mask irrelevant details,
to promote reuse, and, in general, to make process analysis much more flexible
and reliable. Interestingly, semantic process mining, defined as the combination
of semantic processing capabilities and classical process mining techniques, has
been recently proposed in the literature, and the area is rather active (see Sect. 6).
However semantic process model discovery, in particular, needs to be further
investigated.

Following these considerations, we propose a trace abstraction mecha-
nism , able to map activities in the log traces to terms in an ontology, so that
they can be converted into higher-level concepts by navigating a hierarchy, up to
the desired level. Consecutive activities that abstract as the same concept are
also merged into the same abstracted macro-activity, properly managing delays
and other activities in-between. Abstracted traces are then given as an input to
process mining : in particular, we rely on classical algorithms embedded in the
open source framework ProM [16].

Once the process model of a given organization has been obtained, it is useful
to compare it to other organizations’ ones, as well as to existing standards. In
the medical field, for instance, the analysis of the patient management processes
actually implemented in practice supports quality of service evaluation. Eval-
uating the provided service is a key task in a competitive healthcare market,
where hospitals have to focus on ways to deliver high quality care while at the
same time reducing costs. Specifically, the actual process model, mined from the
organization event log, can be compared to the reference clinical guideline, to
verify the existence and the entity of changes, possibly due to local resource
constraints, or sometimes to medical errors. Moreover, a ranking of different
hospitals’ process models can support audit activities and resource assignment.
Sometimes, however, it is difficult to make sense of large and complex process
models, while a more abstract view of the processes themselves would be suffi-
cient for the comparison task. In order to address both the need for process model
comparison and the need for abstraction, we have then extended a similarity
metric we defined in our previous work [12], in order to allow for comparison
and ranking of models mined from abstracted traces as well. We also report
on our experimental work in the field of stroke care, where we were able to rank
abstract process models (i.e., models mined from abstracted traces) more simi-
larly to the ordering provided by a domain expert, with respect to what could
be obtained when working on non-abstract ones.
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2 Semantic Trace Abstraction

In our framework, semantic trace abstraction has been realized as a multi-step
procedure. The following subsections describe the various steps.

2.1 Ontology Mapping

The first step relies on ontology mapping. The ontology, which has been formal-
ized by using the Protégé editor, is partially depicted in Fig. 1, and comprises:

– a goal taxonomy, composed by a set of classes, representing the main goals
in stroke management, namely: “(Secondary) Prevention”, “Pathogenetic
Mechanism Identification”, “Brain Damage Reduction” and “Causes Iden-
tification”. Moreover, the class “Administrative Actions” collects procedures
related to the administrative aspects of health care, such as admission, dis-
charge, transfer, and so forth. These main goals can be further specialized
into subclasses, according to more specific goals (relation “is-a”; e.g., “Early
Relapse Prevention” is a subgoal of “Prevention”);

– an activity taxonomy, composed by all the activities that can be logged in
stroke management traces (in “is-a” relation with the general class “Activ-
ity”); activities are the atomic steps of stroke management, and do not need
further specialization;

– a set of “aimsTo” relations, which formalize that an activity can be executed
to implement a (sub)goal. Multiple “aimsTo” relations could connect a given
activity to different goals (e.g., CAT (Computer Aided Tomography) can
implement “Monitoring” or “Timing” even within the same guideline).

Fig. 1. An excerpt from the stroke domain ontology
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In the case of multiple “aimsTo” relations, the proper goal to be used to
abstract a given activity will be selected by a rule base, described in the following
subsection.

2.2 Rule-Based Reasoning for Disambiguation

As a second step in the trace abstraction mechanism, a rule base is exploited,
in order to identify which of the multiple goals of an activity in the ontology
should be considered for abstracting the activity itself. Rules cover therefore
a disambiguation task. Contextual information (i.e., the activities that have
been already executed on the patient at hand, and/or her/his specific clinical
conditions) is used to activate the correct rules. The rule base has been formalized
in Drools [10].

As an example, referring to the CAT activity mentioned above, the rules
reported below apply to patients who have experienced a severe brain damage
and suffer from atrial fibrillation. These patients must undergo a therapy that
starts with ASA (a class of anti-inflammatory drugs), and continues with daily
AC (anti-coagulant drug) administration. Before the first AC, a CAT is required,
to assess AC starting time, which could be delayed in case CAT detects a hem-
orrhagic transformation. After a few days of AC administration, another CAT
is needed, to monitor therapeutic results. Therefore, depending on the context,
CAT can implement the “Timing” or the “Monitoring” goal (see Fig. 1).

Forward chaining on the rules below (showed as a simplified pseudocode with
respect to the system internal representation, for the sake of simplicity) allows
to determine the correct goal for the CAT activity.

rule "SevereDamage"

when

(

Damage(value > threshold) &&

AtrialFibrillation(value=true)

)

then

logicalInsertFact (DamFib);

end

rule "Fibrillation1"

when

existInLogical(DamFib) &&

isBefore("CAT", "AC")

then

setGoalName("CAT", "Timing");

end

rule "Fibrillation2"

when

existInLogical(DamFib) &&

isAfter("CAT", "AC")
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then

setGoalName("CAT", "Monitoring");

end

2.3 Trace Abstraction

Once the correct goal of every activity has been identified, trace abstraction can
be completed. The level in the ontology to be chosen for abstraction (e.g., a
very general goal, such as “Prevention”, or a more specific one, such as “Early
Relapse Prevention”), has to be specified as an input by the user.

In this last step, when a set of consecutive activities on the trace abstract as
the same goal, they have to be merged into the same abstracted macro-activity ,
labeled as the common goal at hand. A macro-activity is an abstracted activity
that covers the whole time span of multiple activities, and is labeled as their
common goal in the ontology, at the specified abstraction level. As a special
case, the macro-activity can abstract a single activity as its goal.

This procedure requires a proper treatment of delays (i.e., of time intervals
between two activities logged in the trace, within which no other activity takes
place), and of activities in-between that implement a different goal (interleaved
activities henceforth).

Specifically, the procedure to abstract a trace operates as follows:

– for every activity i in the trace:
• i is abstracted as the goal it implements (at the ontology level selected by

the user); the macro-activity m i, labeled as the identified goal, is created;
• for every element j following i in the trace:

∗ if j is a delay, its length is added to a variable tot − delay, that stores
the total delay duration accumulated so far during the creation of
m i;

∗ if j is an interleaved activity, its length is added to a variable tot−inter,
that stores the total interleaved activities durations accumulated so
far during the creation of m i;

∗ if j is an activity that, according to domain knowledge, abstracts as the
same goal as i, m i is extended to include j, provided that tot−delay
and tot − inter do not exceed domain-defined thresholds. j is then
removed from the activities in the trace that could start a new macro-
activity, since it has already been incorporated into an existing one,
and will be skipped in the following iterations;

• the macro-activity m i is appended to the output abstracted trace which,
in the end, will contain the list of all the macro-activities that have been
created by the procedure.

The variables tot − delay and tot − inter, accumulated during abstraction,
are also provided as an output attribute of each macro-activity. As discussed
in Sect. 4, they will be used as a penalty in abstracted process model similarity
calculation.
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3 Process Mining

In our approach, process mining is implemented resorting to the well-known tool
ProM, extensively described in [16]. ProM (and specifically its newest version
ProM 6) is a platform-independent open source framework that supports a wide
variety of process mining and data mining techniques, and can be extended by
adding new functionalities in the form of plug-ins.

For the work described in this paper, we have exploited ProM’s Heuristic
Miner [17]. Heuristic Miner is a plug-in for process model discovery, able to
mine process models from logs. It receives as input the log, and considers the
order of the activities within every single trace. It can mine the presence of
short-distance and long-distance dependencies (i.e., direct or indirect sequence
of activities), with a certain degree of reliability. The output of the mining process
can be visualized as a graph with two types of nodes: activity nodes and gateway
nodes - these last ones representing AND/XOR join/fork points.

Currently, we have chosen to rely on Heuristics Miner, because it is known
to be tolerant to noise, a problem that may affect medical logs (e.g., sometimes
the logging may be incomplete). Anyway, testing of other mining algorithms
available in ProM 6 is foreseen in our future work.

4 Process Model Comparison

In our framework, we have extended a metric we described in [12], which worked
on models mined from non-abstracted traces, in order to permit the comparison
of models mined from abstracted traces as well.

In the following, for the sake of completeness, we will first summarize the
initial contribution [12] details, and then illustrate the extensions.

4.1 Initial Contribution

Since mined process models are represented in the form of graphs, we have
defined a distance that extends the notion of graph edit distance [2]. Such a
notion calculates the minimal cost of transforming one graph into another by
applying edit operations, i.e., insertions/deletions and substitutions of nodes,
and insertions/deletions and substitutions of edges. While string edit distance
looks for an alignment that minimizes the cost of transforming one string into
another by means of edit operations, in graph edit distance we have to look
for a mapping. A mapping is a function that matches (possibly by substituting)
nodes to nodes, and edges to edges. Unmatched nodes/edges have to be deleted
(or, dually, inserted in the other graph). Among all possible mappings, we will
select the one that leads to the minimal cost, having properly quantified the cost
of every type of edit operation. In particular, when considering node mapping,
activity nodes will only be mapped to activity nodes, while gateway nodes will
be mapped to gateway nodes.
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Formally, let G1 = (N1, E1) and G2 = (N2, E2) be two graphs, where Ei
and Ni represent the sets of edges and nodes of graph Gi. Let |Ni| and |Ei|
be the number of nodes and edges of graph Gi. Let M be a partial injective
mapping (see [6]) that maps nodes in N1 to nodes in N2 and let subn, sube,
skipn and skipe be the sets of substituted nodes, substituted edges, inserted or
deleted nodes and inserted or deleted edges with respect to M . In particular, a
substituted edge connects a pair of substituted nodes in M .

In our approach, the fraction of inserted/deleted nodes, denoted fskipn, the
fraction of inserted/deleted edges, denoted fskipe, and the average distance of
substituted nodes, denoted fsubn, are defined as follows:

fskipn =
|skipn|

|N1| + |N2|
where |skipn| is the number of inserted or deleted nodes;

fskipe =
|skipe|

|E1| + |E2|
where |skipe| is the number of inserted or deleted edges;

fsubn =
2 ∗ (

∑
n,m∈MA

dt(n,m) +
∑

x,y∈MG
dg(x, y))

|subn|
where MA represents the set of mapped activity nodes in the mapping M , MG

represents the set of mapped gateway nodes in M ; dt(n,m) is the distance
between two activity nodes m and n in MA, and dg(x, y) is the distance between
two gateway nodes x and y in MG; |subn| is the number of substituted nodes.

In detail, dt(n,m) is a proper knowledge-intensive distance definition, to be
chosen on the basis of the available knowledge representation formalism in the
domain at hand. Currently, we are adopting Palmer’s distance [13].

To calculate dg(x, y) we proceed as follows:

1. if x and y are nodes of different types (i.e., a XOR and an AND), their
distance is set to 1;

2. if x and y are of the same type (e.g., two ANDs), we have to calculate
the difference between their incoming/outgoing activity nodes. The distance
between a pair of activity nodes is still calculated exploiting Palmer’s distance
[13]. Further details can be found in [12].

Finally, the average distance of substituted edges fsube is defined as follows:

fsube =
2 ∗ ∑

(n1,n2),(m1,m2)∈M (|r(e1) − r(e2)| + |p(e1) − p(e2)| + |m(e1) − m(e2)| + |s(e1) − s(e2)|)
4 ∗ |sube|

where edge e1 (connecting node n1 to node m1) and edge e2 (connecting node n2
to node m2) are two substituted edges in M ; |sube| is the number of substituted
edges; r(ei) is the reliability of edge ei [17]; p(ei) is the percentage of traces
that crossed edge ei; m(ei) and s(ei) are statistical values (mean and standard
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deviation of the elapsed times) calculated over all the occurrences of the ni− >
mi pattern (i.e., ni directly followed by mi) in the traces, and normalized in [0, 1]
dividing by the duration of the longest ni− > mi pattern in the log. If one of
these parameters is unavailable (e.g., reliability is unavailable because Heuristic
Miner was not used), its contribution is simply set to 0. Different/additional
parameters learned by a miner could be considered as well in fsube in the future.

The extended graph edit distance induced by the mapping M is:

extedit(M) =
wskipn ∗ fskipn + wskipe ∗ fskipe + wsubn ∗ fsubn + wsube ∗ fsube

wskipn + wskipe + wsubn + wsube

where wsubn, wsube, wskipn and wskipe are proper weights ∈ [0, 1].
The extended graph edit distance of two graphs is the minimal possible dis-

tance induced by any mapping between these graphs. To find the mapping that
leads to the minimal distance we resort to a greedy approach, in order to limit
computational costs. It can be shown that the algorithm works in cubic time on
the number of nodes of the larger graph [6].

4.2 Extensions

The novel extensions we present in this paper basically lead to substitute fsubn
with a more complete definition, where average abstraction penalties are also
summed up when considering the mapping of two activity nodes (which, in this
new version, more properly represent macro-activity nodes). We introduce the
following definitions:

Delay Penalty. Let n and m be two macro-activities, that have been matched
in the mapping. Let averagedelayn

=
∑k

i=1 length(i)

numtraces be the sum of the lengths
of all the k delays that have been incorporated into n in the abstraction phase,
divided by the number of abstracted traces that include n (and let averagedelaym

be analogously defined). Let maxdelay be the maximum, over all the abstracted
traces, of the sum of the lengths of the delays incorporated in a macro-activity.
The Delay Penalty delayp(n,m) between n and m is defined as:

delayp(n,m) =
|averagedelayn

− averagedelaym
|

maxdelay

As for interleaved activities penalty, we operate analogously to delay penalty,
by considering the average lengths of the interleaved activities that have been
incorporated within the involved macro-activities in the abstraction phase.

Interleaving Length Penalty. Let n and m be two macro-activities, that
have been matched in the mapping. Let averageintern =

∑k
i=1 length(i)

numtraces be the
sum of the lengths of all the k interleaved activities that have been incorporated
into n in the abstraction phase, divided by the number of abstracted traces
that include n (and let averageinterm be analogously defined). Let maxinter be
the maximum, over all the abstracted traces, of the sum of the lengths of the
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interleaved activities incorporated in a macro-activity. The Interleaving Length
Penalty interLp(n,m) between n and m is defined as:

interLp(n,m) =
|averageintern − averageinterm |

maxinter

Then, formally, fsubn becomes

fsubn =
2 ∗ (

∑
n,m∈MA

ϕ(n.m) +
∑

x,y∈MG
dg(x, y))

|subn|
where

ϕ(n,m) =
dt(n,m) + delayp(n,m) + interLp(n,m)

3

Notably, the abstraction penalty contributions might also be weighted differ-
ently from dt(n,m), if the domain expert suggests to give more/less importance
to Palmer’s distance between macro-activities with respect to abstraction penal-
ties themselves.

5 Experimental Results

In this section, we describe the experimental results we have obtained, in the
application domain of stroke care. The available event log was composed of more
than 15000 traces, collected at the Stroke Unit Network (SUN) collaborating cen-
ters of the Lombardia region, Italy. The number of traces in the different Stroke
Units (SUs) of the network varied from 266 to 1149. Traces were composed of 13
activities on average. For our validation study, we asked a SUN stroke manage-
ment expert to provide a ranking of some SUs (see Table 1, column 1), on the
basis of the quality of service they provide, with respect to the top level SU. Such
a ranking was based on her personal knowledge of the SUs human and instrumen-
tal resource availability (not on the process models); therefore, it was qualitative,
and coarse-grained, in the sense that more than one SU could obtain the same
qualitative evaluation. The top level SU will be referred as H0 in the experiments.
The expert identified 6 SUs (H1-H6) with a high similarity level with respect to
H0; 5 SUs (H7-H11) with a medium similarity level with respect to H0; and 4
SUs (H12-H15) with a low similarity level with respect to H0. The ordering of
the SUs within one specific similarity level is not relevant, since, as observed, the
expert’s ranking is coarse-grained. It is instead important to distinguish between
different similarity levels. We then mined the process models of the 16 SUs by
using Heuristic Miner, both working on non-abstracted traces, and working on
abstracted traces. We ordered the two available process model sets with respect
to H0, resorting to the extended similarity metric presented in Sect. 4.2, globally
obtaining two rankings. In the experiments, we set all the weights (see Sect. 4) to
1, except for wskipn and wskipe, which were set to 2. Indeed, the domain expert
suggested to strongly penalize missing macro-activities or missing connections,
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with respect to substitutions. Moreover, in fsubn abstraction penalty contri-
butions were weighted 20% of dt(n,m) (abstraction penalties were simply set
to zero when comparing models mined from non-abstracted traces). As regards
abstraction thresholds (see Sect. 2.3), on the other hand, they were common to
all traces in the log, and set on the basis of medical knowledge. Results are
shown in Table 1. Column 1 shows the expert’s qualitative evaluation (similarity
with respect to the reference SU H0), and lists the corresponding SUs names;
columns 2 and 3 show the ranking obtained by relying on our distance definition,
mining the process models on non-abstracted and abstracted traces, respectively.
In particular, abstraction was conducted at level 2 in the ontology (where level
0 is “Goal”). When working on models mined from non-abstracted traces, we
correctly rate two process models in the high similarity group (33%), zero pro-
cess models in the medium similarity group (0%), and one process model in the
low similarity group (25%, column 2). When working on models mined from
abstracted traces, on the other hand, we correctly rate three process models in
the high similarity group (50%), three process models in the medium similarity
group (60%), and one process model in the low similarity group (25%, column
3). In summary, when working on abstracted traces, our extended distance defi-
nition, able to properly consider abstraction penalties as well, leads to rankings
that are closer to the qualitative ranking provided by the human expert, and
therefore allows to better classify the quality of service provided to patients by
the different SUs.

6 Related Works

The use of semantics in business process management, with the aim of operat-
ing at different levels of abstractions in process discovery and/or analysis, is a
relatively young area of research, where much is still unexplored.

One of the first contributions in this field can be found in [4], which introduces
a process data warehouse, where taxonomies are exploited to add semantics to
process execution data, in order to provide more intelligent reports. The topic
was also studied in the SUPER project [14], within which several ontologies
were created, such as the process mining ontology and the event ontology; these
ontologies define core terminologies of business process management, usable by
machines for task automation. However, the authors did not present any concrete
implementations of semantic process mining or analysis. The work in [5] focuses
on the use of semantics in business process monitoring, an activity that allows
to detect or predict process deviations and special situations, to diagnose their
causes, and possibly to resolve problems by applying corrective actions. Detec-
tion, diagnosis and resolution present interesting challenges that, on the authors’
opinion, can strongly benefit from knowledge-based techniques. In [5] the idea
to explicitly relate (or annotate) elements in the log with the concepts they rep-
resent, linking these elements to concepts in ontologies, is addressed. However,
the management of interleaved activities or delays is not addressed, and multiple
concept inheritance is not considered. Referring to medical applications, the work
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Table 1. Ordering of 15 SUs, with respect to a given query model. Correct positions
in the rankings with respect to the expert’s qualitative similarity levels are highlighted
in bold.

Qual. similarity - medical expert Non-abstract Abstract

High - H1 H2 H5

High - H2 H9 H2

High - H3 H7 H12

High - H4 H8 H3

High - H5 H13 H8

High - H6 H6 H13

Medium - H7 H15 H7

Medium - H8 H5 H6

Medium - H9 H1 H11

Medium - H10 H12 H10

Medium - H11 H4 H15

Low - H12 H3 H14

Low - H13 H11 H1

Low - H14 H10 H4

Low - H15 H14 H9

in [7] proposes an approach, based on semantic process mining, to verify the com-
pliance of a Computer Interpretable Guideline with medical recommendations.
In this case, however, semantic process mining refers to conformance checking
rather than to process discovery. More recently, an ontology-based approach has
been used to extract the event log from legacy systems [3]. Another research
direction adopts abstraction as a way to establish a relationship between the
events typically recorded in the log by the information system, and the high-
level activities which are of interest when mining business process models [1].
However, in our work we assume that traces are sequences of activities (i.e., with
respect to event traces, they have already been pre-processed). Therefore, both
lines of research are only loosely related to ours.

As regards process model comparison, our approach extends the one in [12],
which is based on the notion of graph edit distance [2]. Within the same area
of research, it is worth citing the work in [11], which makes use of a normalized
version of the graph edit distance. The approach is used to support workflow
modification in an agile workflow system, and takes into account control flow
information as well as activity information. However, [11] only makes use of
syntactical information in the definition of the edit operation costs. Closer works
to our approach are described in [6] and [9]. With respect to [6], we have moved
towards semantics in activity node substitutions, by allowing for the exploitation
of domain knowledge: the work in [6], in fact, just relies on the edit distance
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between activity node names; moreover, it does not consider the cost of edge
substitutions. With respect to the contribution in [9], that extends [6] by dealing
with gateway nodes, we explicitly use domain knowledge in this phase of distance
calculation as well, while [9] only calculates the fraction of the incoming/outgoing
activity nodes that were mapped. Finally, the novel extensions described in this
paper allow to deal with models mined from abstracted traces as well; to the best
of our knowledge, this issue has never been considered before in the literature.

7 Conclusions

In this paper, we have described a framework able to semantically abstract traces,
and provide them as an input to process mining. Models mined from abstracted
traces can then be compared and ranked, by adopting an extended process model
similarity metric, which can take into account abstraction phase penalties as well.
In the experiments, we mined the process models of some SUs by using Heuristic
Miner, both working on non-abstracted traces, and working on abstracted ones.
We then ordered the two available process model sets with respect to the model
of the best equipped SU in the SUN network, resorting to the extended metric.
We verified that, when working on abstracted traces, distance calculation leads
to a ranking that is closer to the qualitative one provided by a domain expert,
thus better classifying the quality of service provided to patients by the different
SUs. In the future, we plan to test the approach in different application domains
as well, after having acquired the corresponding domain knowledge. In those
domains, different aspects such as, e.g., the role of the actors implementing the
activities, may be considered as well, and exploited in the similarity metric, which
is easily extendable, given its modularity. Finally, an abstraction mechanism
directly operating on process models (i.e., on the graph, instead of the log), may
be considered, possibly along the lines described in [8], and abstraction results
will be compared to the ones currently enabled by our framework.
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1 Context and Motivation

The assessment of vascular complexity in the lower limbs provides relevant infor-
mation about peripheral artery diseases; in fact, vascular collaterals act as a sort
of natural bypass system, sustaining tissue perfusion downward of vascular occlu-
sion [1]. Intuitively, they can exert a protective impact on limb ischemia, thus
reducing symptoms and improving the outcome in patients with Peripheral Arte-
rial Occlusive Disease (PAOD) [2]. This is why assessing the collateral vascular
network in patients with PAOD has a significant impact on both therapeutic
decisions and on prognostic estimation.

Different clinical studies for the estimation of vascular collateral growth in
PAOD patients resulted in conflicting results, mostly because of the technical
difficulties in the quantification of vascular network and its flow capability. Such
an evaluation is currently carried out by human operators via visual inspection
of cine-angiograms, resulting in scorings that are largely operator-dependent.
The task is particularly hard not only because of the intrinsic difficulty, for
human operators, in obtaining objectively measurements, but also because of
some significant technical issues: (i) the vascular system, consisting of vessels
of highly variable shape and size, irregularly fills a 3-D Euclidean space; (ii)
the information is obtained from a sequence of image frames, each one covering
a fraction of the anatomical district, while the scoring must refer to the whole
scanned area; (iii) the Field Of View (FOV) might include external objects, such
as surgical instruments and tools, electrode cables, catheters, etc.

In this work we define a new methodology for automatic vessel tree iden-
tification, with the goal of fostering more reliable clinical assessments in the
described scenario. In particular, we aim at making use of Convolutional Neural
Networks (CNNs) for the segmentation of the vascular tree over a single image
encompassing the whole FOV and obtained by stitching each contiguous frame
of the cine-angiogram. Interestingly, to the best of our knowledge, this is one of
the first attempts to segment vessels in the ilio-femoral district on 2-D projec-
tive images. In fact, the method presents several challenges: (i) non-trivial image
pre-processing operations and feature detection are needed in order to elaborate
and convert the cine-angiography video into a whole static image with a larger
FOV; (ii) fine-tuning of CNN parameters in each layer, in order to reach high
segmentation accuracy.

The remainder of the paper is structured as follows. In Sect. 2, we provide a
detailed description of our approach. Section 3 presents our experimental analysis
and evaluation of results. Eventually, in Sect. 4 we draw our conclusion.

2 Proposed Approach

The main goal of this work is to provide a new approach for automatic ves-
sel segmentation from cine-angiography images. The workflow of the proposed
framework, illustrated in Fig. 1, can be divided into two steps: (i) a feature-
detection method is used to build a static image with lager FOV, by stitching
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Fig. 1. Workflow of the proposed framework.

contiguous frames of cine-angiography videos and minimizing the overlapping
error, and (ii) an adaptation of U-Net [3] fully convolutional deep neural net-
work architecture is used to segment the vascular tree from the stitched image.

In the following, we briefly describe the background techniques and methods,
and provide further details on the proposed approach.

2.1 Image Stitching

In order to have a single image on which the vessel tree segmentation can be
performed, frames belonging to each cine-angiography are stitched together; as
a result, a single static image inducing a larger FOV is obtained. To accom-
plish such a task, in the preprocessing phase the 2-D images acquired over time
are extracted from the video file (in DICOM format) and adaptive histogram
equalization is performed on the negative of each image; then, each frame t is
geometrically aligned with the frame t + 1 by matching corresponding fiducial
points extracted from each image. This strategy is iterated over all the available
frames and, finally, the stitched image is smoothed by a median convolution filter
with a 3×3 kernel size. More in detail Speeded Up Robust Features (SURF) [4],
Maximally Stable Extremal Regions (MSER) [5] and corner features are used to
identify fiducial points. Once corresponding points between consecutive frames
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are found, in order to stitch the images together, the rigid geometrical trans-
formation that makes the corresponding points overlapping is applied. In this
context, the amount of points used to compute the transformation represents a
crucial aspect for the accuracy of the alignment and the resulting images that
will compose the training dataset for the vessel segmentation. Then, we per-
formed several experimental tests with the aim to discover a better combination
of preprocessing operations to maximize the amount of fiducial points detected
for each frame. Therefore, the matching features are computed on images pre-
processed by the following workflow:

1. negative image computation
2. adaptive histogram equalization
3. non-uniform illumination estimation
4. edge-detection using Canny filter [6].

Fig. 2. Example of stitched image obtained by merging a sequence of cine-angiography
frames.

The entire algorithm is written in Matlab; an example of a stitched image
obtained by means of the methodology described above is depicted in Fig. 2. The
quality of the image is pretty high, except for some artifacts derived from the
stitching process that interested mostly small vessels. Being the first study of
automatic segmentation of the vascular tree on cineangiography, it is not possible
to precisely quantify the impact of such artifacts on the diagnosis outcome.
However, usually small vessels are ignored by visual inspection. So, the proposed
method is at least comparable with the current clinical practice.

2.2 Network Description

Several studies investigated neural-network based methods for automatic vessel
segmentation of medical images [7,8], especially for retina segmentation [9,10];
state-of-the-art solutions are capable to provide accurate segmentation of the
structure of interest over static and well-contrasted images. Nevertheless, to
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the best of our knowledge, no work investigated, to date, the problem of seg-
menting vascular tree on 2-D projective images acquired over time (e.g., cine-
angiography). In this work, we decided to make use of the U-Net model; this
network structure outperformed other existing methods in binary segmentation
applications, such as satellite image analysis [11], medical image analysis [12],
and other [13].

The U-Net model is a fully convolutional network with symmetrical struc-
ture, composed of a contracting and an up-sampling part. The contracting path
consists of the repeated application of two 3 × 3 convolutions and a 2 × 2 max-
pooling operation with stride 2 for downsampling. The expansive path consists
of an upsampling of the feature map followed by a two 3 × 3 convolutions. In
the final layer, a 1 × 1 convolution is used to map all 64 component feature
vectors to the desired number of classes [3]. All layers use Rectified Linear Unit
(ReLU) [14], except for the last layer, where Softmax [15] is used in order to
select the best scoring category; hence, for each pixel it returns the probability
to be part of a vessel or not.

Fig. 3. U-Net architecture adapted from [3].

In order to adapt the basic U-Net architecture to the requirements of our
setting, we introduced several modifications (Fig. 3):

1. the output segmentation layer is expanded from 1 to 2 feature maps to enable
multi-class segmentation;

2. dropout [16] of 0.5 is used after each convolutional layer for addressing the
overfitting problem;

3. batch normalization [17] is used in all layers to improve learning;
4. the number of feature maps in all layers is reduced in order to accelerate deep

network training.



Using CNNs for Vascular Segmentation of Biomedical Images 65

The network has been trained with the categorical cross-entropy loss func-
tion [18], which is defined as follow:

L = − 1
N

N∑

i=1

[yilog(ŷi) + (1 − yi)log(1 − ŷi)] (1)

where yi are true labels, ŷi are predicted labels and N is the number of
classes.

3 Experimental Analysis

In the literature, automatic segmentation performance is commonly scored
against ground truth (GT) manual segmentation, carried out by an expert clin-
ician [19]. In this paper, our approach is evaluated by means of two common
metrics: (i) Receiver Operating Characteristic (ROC) analysis [20]; (ii) Dice
Similarity Coefficient (DSC) [21].

Table 1. Confusion matrix for vessel classification.

Vessel present Vessel absent

Vessel detected True Positive (TP) False Positive (FP)

Vessel not detected False Negative (FN) True Negative (TN)

Taking Table 1 into account, a ROC curve is a plot of true positive fractions
(Se = TP

TP+FN ) versus false positive fractions (Sp = 1− TN
TN+FP ) by varying the

threshold on the probability map. The closer a curve approaches the top left
corner, the better the performance of the system. The Area Under the Curve
(AUC), which is 1 for a perfect system, is a single measure to quantify this
behavior [22]. DSC measures the overlap and similarity between Ground Truth
(GT) and Automatic Segmentation (AS) by means of the formula 2 |GT∩AS|

|GT |+|AS| .
Results can range from 0 to 1, with 0 indicating no overlap and 1 indicating
complete overlap [23].

Dataset. The proposed approach is tested on a dataset including 30 cine-
angiographies acquired at the Interventional Cardiology Units of Magna Graecia
University Hospital (Catanzaro, Italy) and at Federico II University Hospital
(Naples, Italy); patients have previously given explicit informed consent to the
use of their anonymized data for research purpose. For each cine-angiography, a
stitched image is generated according to 2.1. The resulting images represent the
entire ilio-femoral district for each patient. The vessel-to-background contrast is
jeopardized by the presence of catheters, surgical tools, screws and other anatom-
ical structures, especially bone; furthermore, the acquisition method reduces the
quality of images that are characterized of various lighting effects and motion
blur.
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Table 2. Results in terms of ROC and AUC for 12 subjects.

DSC AUC

Case 0 0.591 0.984

Case 1 0.645 0.991

Case 2 0.646 0.986

Case 3 0.633 0.992

Case 4 0.726 0.997

Case 5 0.627 0.992

Case 6 0.561 0.974

Case 7 0.648 0.987

Case 8 0.737 0.992

Case 9 0.494 0.990

Case 10 0.686 0.986

Case 11 0.601 0.987

Mean 0.633 0.988

Standard deviation 0.067 0.006

GT segmentations of the input images are manually drawn by an expert
clinician on the large field of view image generated by the stitching step. The
entire dataset is split in training set (80%) and testing (20%); in particular, the
20% of the training set is used as validation set in order to monitor the training
process and prevent overfitting. We also train and evaluate U-Net model using
four-fold cross-validation (folds are split into disjoint sets of patients).

Training Phase. The input image and their corresponding segmentation maps
are used to train the network. Since images are defined on a grayscale, the
framework is used with the grayscale parameter enabled, so that only one input
channel was used during the operation. The network is implemented in Tensor-
Flow [24] using the Keras [25] wrapper and trained for 800 epochs, using the
Adadelta [26] optimizer with default parameters. In order to match the input
shape of the network, the training/validation images are subdivided into 30600
tiles with a resolution of 128 × 128 pixels. For the network training we us only
24480 tiles (80%), while the remaining 6120 (20%) are used for validation.

All experiments are performed on a machine equipped with a 12 x86 64
Intel(R) Core(TM) CPUs @ 3.50 GHz, running GNU/Linux Debian 7 and using
CUDA compilation tools, release 7.5, V 7.5.17 NVIDIA Corporation GM204 on
GeForce GTX 970.

3.1 Results and Discussion

The experimental results from the test set are presented in Table 2. For each of
the 12 subjects selected for testing on the given database, DSC and AUC are
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Fig. 4. ROC curve for the two best and the two worst results according to Table 2

Fig. 5. Results produced by U-Net. The picture shows (from top to bottom) anatomical
images, ground truth, automatic segmentations.

computed and are used as a measures of the performance. It is worth noting that,
in order to improve visual inspection, post-processing is applied with the aim of
removing small objects of size less than 400 pixel representing the 1 × 10−4 of
the entire image from obtained results; this operation does not cause significant
changes in terms of accuracy. The herein proposed approach achieves a DSC
mean value of 0.633 ± 0.067 and an AUC mean value of 0.988 ± 0.006. Taking
into account the two best and worst results obtained (i.e., AUC values of 0.997,
0.992 and 0.984, 0.974, respectively), Fig. 4 shows ROC graphs in terms of True
Positive Rate (TPR) on Y axis and False Positive Rate (FPR) on X axis. ROC
curve is close to the top-left corner, and it implies that the model agrees very
well with the GT.

Illustrative segmentation results, along with the manual segmentations and
anatomical images, are shown in Fig. 5. Results show that the network is able
to distinguish between catheter and vessel with high precision, confirming the
overall positive performance. In order to highlight the similarity between the
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Fig. 6. Example image featuring the presence of catheters (left) and the associated
automatic segmentation (right). The red line circumscribes the catheters which appear-
ance is very similar to the vessel (not marked in this image). (Color figure online)

vessels and the catheters and to show the correctness of automated segmentation,
a more detailed view of the central case of Fig. 5 is depicted in Fig. 6.

Although very good ROC results are obtained, visual inspection shows some
typical errors; in particular, false detection of noise and other artifacts are present
close to bones or in areas with excessive brightness.

Furthermore, besides the high segmentation accuracy obtained by the pro-
posed methodology, it is worth to underline robustness regarding the anatomi-
cal district and the type of images. This allows a potential interesting transfer-
learning applications. Indeed, even if trained on the cine-angiography ilio-femoral
database, its application to the DRIVE database [27] (composed of pictures of
retina) results in an high score among all experiments (mean AUC equals to
0.97).

4 Conclusion

In this work we presented a novel ilio-femoral vessel segmentation approach,
which is based on the conversion of cine-angiographies into images with large
field of view and the subsequent application of a properly improved U-Net for the
detection of details and hard examples in the segmentation tasks. We presented
the results of an experimental activity aimed at assessing the effectiveness of our
proposal, which turns out to be comparable to current state-of-the-art meth-
ods; it proved to be effective and robust, and the resulting automated vessel
segmentation approach can be a suitable tool to be integrated into a complete
prescreening system for PAOD assessment.

As future work is concerned, we plan to improve the quality of the approach
in order to obtain segmentations even closer to manual ones; to this aim, a
combination of multiple human-generated segmentations will be necessary in
order to establish a ground truth and avoid, or further limit, human errors [28].
Furthermore, it is worth noting that our approach currently takes into account
only information that is local to each pixel; one might think of including, in
the training phase, useful information from shapes and structures present in
the entire image. The automated vessel segmentation from ilio-femoral district
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provides the basis for automated assessment of pathological condition. Resulting
segmentation images of the vessel pattern can be mathematically analyzed via
nonlinear methods, such as fractal analysis [29], in order to provide quantitative
indicators of the extent of neo-vascularization.

Acknowledgments. The authors gratefully acknowledge the support of NVIDIA Cor-
poration with the donation of GPUs that were used in this research.
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Abstract. Pedestrian behavioral dynamics have been growingly inves-
tigated by means of (semi)automated computing techniques for almost
two decades, exploiting advancements on computing power, sensor accu-
racy and availability, computer vision algorithms. This has led to a
unique consensus on the existence of significant difference between
uni-directional and bi-directional flows of pedestrians, where the phe-
nomenon of lane formation seems to play a major role. This collective
behavior emerges in condition of variable density and due to a self-
organization dynamics, for which pedestrians are induced to walk fol-
lowing preceding persons to avoid and minimize conflictual situations.
Although the formation of lanes is a well-known phenomenon in this
field of study, there is still a lack of methods offering the possibility to
provide an (even semi-)automatic identification and a quantitative char-
acterization. In this context, the paper proposes an unsupervised learning
approach for an automatic detection of lanes in multi-directional pedes-
trian flows, based on the DBSCAN clustering algorithm. The reliability
of the approach is evaluated through a inter-agreement test between a
human expert coder and the results of the automated analysis.

Keywords: Pedestrian dynamics · Lane formation · Analysis
Clustering

1 Introduction

Pedestrian dynamics have been growingly investigated by means of
(semi)automated computing techniques for almost two decades, exploiting
advancements on computing power, expressiveness of languages and models,
sensor accuracy and availability, computer vision advances. We are witnessing a
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transition from time-consuming manual counting and/or post-processing tasks
(e.g. [6,13]) to computer supported analyses involving automated tracking algo-
rithms such as [1], characterization of the pedestrian population (e.g. group
identification [15]), identification of typical trajectories for the definition of ori-
gin/destination matrices [10].

A relevant example of useful outcomes of this kind of analyses is represented
by [17], which deeply discusses the physics of bi-directional flows of pedestrians
in corridor settings: in particular, it is quantitatively observed that the dynamics
significantly differ for uni- and bi-directional flows at least for densities between
1 and 2 ped/m2, in contrast with previous studies. While this experiment brings
relevant findings about the bi-directional dynamics, it does not fully explain
how the lane formation phenomenon emerges, how it can converge to a stable
state and whether the dynamics differ at a very microscopic level depending
on, e.g., the lane width. The dynamism of the phenomenon, on the other hand,
increases the difficulty of defining tools or formulas for its analysis. Counter-flow
movements represent thus one of the situations that can be further fruitfully
investigated by means of computer supported analyses.

Currently, besides intuitive characterizations of the lane formation phe-
nomenon, some mathematical formulations for aggregated analysis of lane for-
mation have already been defined in the literature [14]. A well-known criterion
is described by the order parameter [3], which is achieved by superimposing a
discrete representation of the observed environment to aggregate the number of
pedestrians moving in each direction for each row of the grid (overall direction
of movements are supposed to be parallel to the x axis of the grid). Values of
this observable close to 0 indicate overall chaotic dynamics in the analyzed time
window. Vice-versa, an order parameter equal to 1 means that the dynamics is
perfectly ordered and each row of the grid only contains pedestrians moving in
the same direction. This metric, however, is of limited applicability due to the
need of discretising the analyzed environment and assuming that lanes and flows
are perfectly aligned with the corridor.

Another kind of analysis of the lane formation phenomenon is based on the
notion of rotation, or turbulence of trajectories in a given time interval [5]. This
aggregate observable increases its value with the number of changes in direction
of tracked pedestrians and it can be considered an aggregated indicator of the
quantity of head-on conflicts in the observation.

These mathematical formulations, on one hand, are already able to quantita-
tively describe the dynamics observed in controlled situations (e.g. bidirectional
flows in straight corridors), but they provide aggregated indicators not actu-
ally very informative on the number of lanes and their relevant features, such
as width, number of included pedestrians, duration. This kind of more detailed
characterization can be employed as an additional element for the validation of
simulation models.

A more generally applicable approach, based on a technique from the machine
learning area, has been proposed in [9]. In the paper, authors describe performed
experimental observations and analyses employing a clustering algorithm to sup-



Characterization of Lanes in Pedestrian Flows Through Clustering 73

port the identification of pedestrian lanes in the video. The approach is a simple
customization of the well-know DBSCAN algorithm [4] (Density Based Cluster-
ing Analysis) and it aggregates the instantaneous information about the position
and velocity of pedestrians to form the clusters. Although results are preliminary,
the adoption of an unsupervised machine learning technique seems particularly
suited to this kind of problem. Moreover, a similar approach providing an auto-
matic characterization of the flows in the scene is proposed in [10]. The described
algorithm is capable of aggregating positions and velocity vectors of pedestrians
and identify origins and destinations of main pedestrian flows in the scene, but
the scope of the analysis is not as microscopic as to characterize the possible
pedestrian lanes.

The present paper builds on these results trying to provide both a general
method for the analysis of the lane formation phenomenon as well as an approach
to evaluate its effectiveness. To estimate the precision and reliability of the pro-
posed algorithm for the automated characterization of lanes, we use the video
and tracking results collected during the execution of controlled experiments
focused on pedestrian counter flows dynamics described in [2,7]. More precisely,
we tested the level of inter-rater agreement between the results achieved by the
automated tool and by an expert human coder through a series of Cohen’s Kappa
statistical analysis [11].

The paper breaks down as following. Section 2 described the methodology
and the clustering algorithm, with details on the two steps of the process; Sect. 3
presents an overview of results, and describes reliability test procedure. The
paper concludes with final remarks and future works.

2 A Clustering Algorithm to Characterize Lane
Formation

In the vein of [9], we propose a novel clustering-based approach able to identify
lanes in arbitrary settings. The algorithm is based on a hierarchical two-steps
application of DBSCAN, with distance metrics and respective parameters specif-
ically tailored to deal with this problem. The aim is to achieve clusters that are
in tune with the intuitive conception of the lane formation phenomenon.

We briefly introduce the main concepts of DBSCAN to enable the reader
grasping the main concepts of the proposed approach. The algorithm identifies
an arbitrary number of clusters of any given shape in the data-set (also concave,
which are generally not suitable for simpler algorithm as, e.g., K-means). While
the fact that the number of lanes and therefore clusters is unknown could be
managed by applying iteratively K-means increasing K and evaluating the sil-
houette index [12] to select the best value, the domain of application makes the
presence of potentially concave shapes of lanes quite plausible.

The adopted approach is aimed at identifying “dense” and well separated
zones according to three elements:

– the assumed distance metric φ(−→xi ,
−→xj) between two vectors;
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– a threshold θ of distance to define the neighborhood;
– the minimum size of a cluster minPoints.

While the first element relates to the choice of a function to compute dis-
tance between pair of points, the other two are the actual parameter of the
algorithm for the final identification of clusters. For the computation of the out-
put, DBSCAN assigns a label to each point specifying whether the point is of
type noise, border or core. The first label is assigned to points which do not
have enough neighbors (less than minPoints) and which are not neighbors of a
core point. Otherwise, a point is labeled as border point if it is neighbor of a
core point but that does not have enough neighbors. A point is labeled as core,
then, if it has at least minPoints neighbors and, thus, defines a dense area of
the data-set. Finally, according to DBSCAN a cluster is composed with the set
of all neighbor core points, plus their neighbor border points.

In the customization of DBSCAN proposed in this paper, the characterization
of the lane formation phenomena is computed with a hierarchical approach in
which two distinct distance metrics are applied with different thresholds. For
the context of application, we assume that the parameter minPoints is shared
in the two procedures. Furthermore, this parameter is set to 3 to allow the
characterization of lane for a situation in which three persons walk in a river-like
pattern, that we consider as the simplest case of lane. The choice of a hierarchical
approach is mainly motivated by the need of knowing the average flow direction
for the final identification of lanes: this information is eventually used to identify
clusters which describe queuing pedestrians in the observed scenario.

A intuitive description of the two-steps of the algorithm is shown in Fig. 1.
In the first step velocity vectors from the input raw data are used to identify
big clusters associated to the main directions of flow, using a distance func-
tion which accounts for the angular distance between vectors. A second step of
DBSCAN is further performed on the output clusters, considering the global
average velocity of pedestrians within the cluster and the coordinates of pedes-
trians to finally characterize the lanes. In this second step, the distance metric is
more complicated, since it must consider additional information, and it will be
formally described in Sect. 2.2, but it basically considers pedestrians’ positions
with respect to the positions of neighboring members of the same flow-cluster.

Fig. 1. Workflow of the hierarchical clustering algorithm to characterize the lane for-
mation.
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The algorithm works on almost instantaneous data, potentially allowing the
implementation on real-time systems: by means of an aggregation with mobile
average, mean positions and velocity vectors of pedestrians related to short time
windows (less than half second) are calculated. The two sequential procedures
will be now discussed in the following subsections.

2.1 Recognition of Main Directions of Movement

Predominant directions of flow are recognized to identify the potential counter-
flow situation and also to achieve relevant information for the second step of
the procedure, where the average velocity of pedestrians walking in the same
direction is relevant for the computation of distance.

This process takes as input the set of velocity vectors −→vi of observed pedes-
trians in the current frame and analyze the differences in their orientation. The
magnitude of the vector is not influencing the result in this case: the emergence
of locally higher densities in counter-flow situations, in fact, can lead to sensible
differences among the speeds of pedestrians, and then to errors in the clustering
process. To avoid this bias, the distance metric φ for a pair of velocity vectors
(−→vi ,−→vj ) is defined as:

θ(−→vi ,−→vj ) = arccos

( −→vi · −→vj
‖−→vi‖ · ‖−→vj‖

)
(1)

where the numerator denotes the dot-product between the two vectors. This
distance describes the inner (i.e. minimum) angle between −→vi and −→vj and a unique
threshold θv ∈ [0, 180] is introduced to calibrate the range of neighborhood. In
the results presented in the next section, θv is configured to about 50◦.

While this could be considered as a rather high value, two considerations must
be introduced. On one hand, given the hierarchical structure of the process we
prefer a looser definition of neighborhood at this stage and refining the output
in the next task. Secondly, a thorough calibration on the parameters of the
algorithm is still an ongoing work and the results later presented are referred to
a calibration that was chosen because it generated visually stable and plausible
results (fact that is also endorsed with the Kappa analysis shown in Fig. 4).
As shown in Fig. 1, this process outputs clusters describing pedestrians headed
towards the same direction of movement.

2.2 Characterization of Lane Formation

The second step works sequentially on the individual clusters identified with the
previous task, by performing density-based clustering using only their points. It
takes as input the actual positions of pedestrians −→xi and the average velocity
vector of the clustered pedestrians

−→
v∗ which is used for the computation of

distance. The aim is the final identification of pedestrian lanes in the given
frame, and this objective is pursued with the definition of a particularly tailored
distance metric to compose clusters describing pedestrians which are not only
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relatively close, but also in an arrangement that can be associated to a form
of queuing situation. With this purpose, in fact, a function able to differentiate
distances according to the movement direction of the pedestrian is required. We
then configure a function φl for a pair of points (−→xi ,

−→xj) as to compute distance
values asymmetric with respect to the axis of the representation of the analyzed
environment; the rational is that this measure grows more substantially along
one of the axis of the 2-dimensional space (we consider the y-axis by assumption):

φl(−→xi ,
−→xj) =

√(
x̂ij

ξl

)2

+ (ŷij)
2 (2)

where x̂ij and ŷij are the x- and y-coordinates of the relative position of
pedestrian j with respect to i (the evaluated point), after being rotated according
to the average velocity

−→
v∗ of clustered pedestrians at the first step. ξl is the

calibration parameter of this function. The vector rotation is performed to align
pedestrian positions according to the average direction of movement, for which
the distance grows slower in order to aggregate positions describing queuing
pedestrians. Formally, it is described with the following equation:

(x̂ij , ŷij) =
⊙ (−→xj − −→xi , −�

(−→
v∗, (1, 0)

))
(3)

⊙
is an operator that rotates in counter-clockwise direction the vector

according to the given angle. � is a function computing the counter-clockwise
angle between two vectors and (1, 0) is a unit vector introduced to align the
orientation of the movement direction

−→
v∗ along the x-axis, by rotating neighbor

points accordingly: in this way, relative positions of pedestrians are rotated in
order to change the reference system to the trivial case in which the average
direction of movement is along the x-axis (this is achieved using the negative
angle in the second part of Eq. 3) and the ellipse is described as in Fig. 2.

The functioning of this part of the algorithm is also graphically exemplified
in Fig. 2. The function φl defines the neighborhood of points with an elliptical
shape, whose long side is aligned toward the average direction of movement

−→
v∗:

this allows pedestrians that are walking in a river-like formation to be consid-
ered as members of the same lane although there is a certain distance between
them, whereas if they walk in a line-abreast formation the same distance might
be considered more relevant. The dimensions of the ellipse are provided by the
threshold θl and the parameter ξl, which acts as a multiplier to define the pro-
portion of the long side. In this way the algorithm provides clusters with a shape
that follows the direction

−→
v∗ and aggregate points referring to queuing pedestri-

ans.

3 Reliability Test of the Clustering Algorithm

In order to validate the reliability (i.e. internal validity) of the above described
tool for the automated characterization of lanes, we use the video and track-
ing results collected during the execution of controlled experiments focused on
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Fig. 2. Example of neighbourhood of a pedestrian according to the distance metric φl.
The limits of the neighbourhood are indicated by the drawn ellipse, configurable with
parameters θl and ξl as described. For simplicity, it is assumed that the direction of
flow is (1, 0).

pedestrian counter flows dynamics, thoroughly described in [2,7]. In particular,
we focused on one of the performed experiments, based on the analysis of fully-
balanced bidirectional pedestrian flows. Moreover, we execute a cross-checking
analysis between the results achieved through a preliminary calibration of the
algorithm1 and the results achieved by a human coder, expert in the field of
pedestrian crowd dynamics.

Although the formation of lanes is a well-known phenomenon in this field of
study, there is still a lack of formal definition for its quantitative characterization.
Thus, we started from drafting a common-sense definition of the lane formation
phenomenon for sake of human coder analysis, as follow: “a pedestrian lane is a
group of three or more pedestrians, walking in the same direction with a river-like
spatial arrangement, avoiding collision with counter flows”.

Then, the human coder was asked to analyze the video images of the exper-
iments, comparing them with a video-clip composed of No.570 frames related
to the trajectories of pedestrians (see Fig. 3): the video clip has been prepared
with the trajectories of the tracked pedestrians participating the above described
experiments, annotated with a numerical identifier to allow human coder to iden-
tify pedestrians walking in lanes. To facilitate manual annotation procedure of
ID lane, the coder was asked to analyses the images of the two synchronized
videos starting from the bottom-right part of the screen. To more thoroughly
evaluate all these indicators the coder was asked to rewind the video and take
the necessary time to characterize pedestrian lanes.

According to the above described methodology, the video of one experimental
procedure (fully-balanced bidirectional flows) was analyzed by annotating the
situation one frame every 30 and by describing the lane formation phenomenon

1 Results are achieved with parameters θv = 25◦, θl = 0.6 m, ξl · θl = 2.4 m,
minPoints = 2.
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Fig. 3. (a) A frame of the video images of the experiment. (b) Numerical identifiers
and positions of pedestrians after the tracking process. Granular classification of lanes
by our algorithm (c) and by the human coder (d) in the particular frame (arrows
indicating the movement direction have been added afterwards).

observed in the last second. Pedestrians have been classified with a numerical
identifier considering:

– their condition of “walking out of any lane” or “walking in a lane” (i.e. gross
classification);

– their belonging to a certain lane (i.e. granular classification).

More in details, the coder was asked to annotate the following information
for each second of the video: (i) time of the video; (ii) numerical identifier
of pedestrian; (iii) numerical identifier of lane. The conventional value −1 was
assigned to identify the condition of “walking out of any lane” while greater or
equal to 0 were used to assign the ID of the lane the pedestrian belonged to in
that time frame.

The described data analysis procedure had the objective to cross-check the
results about lane formation phenomenon achieved through the clustering algo-
rithm and the support of a human coder, aiming at measuring the level of relia-
bility of the tool. To do so, we tested the level of inter-rater agreement between
the two rating methods by means of a series of Cohen’s Kappa statistical analysis
[11]. The Kappa statistics measures the level of inter-rater agreement between
two raters in classifying a certain object/subject by using categorical variables.
It has a maximum value of 1, when agreement is perfect, 0 when agreement is
no better than chance. Other values can be roughly interpreted as:
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– 0.00 < K ≤ 0.20 - poor agreement ;
– 0.20 < K ≤ 0.40 - fair agreement ;
– 0.40 < K ≤ 0.60 - moderate agreement ;
– 0.60 < K ≤ 0.80 - good agreement ;
– 0.80 < K ≤ 1.00 - high agreement.

Results (see Figs. 4 and 5) showed an average high inter-rater agreement
between the two independent coding methods in both gross classification (K =
0.837, SD 0.144) and granular classification (K = 0.841, SD 0.139), confirming
the consistency of results and empirically corroborating the reliability of the
automated clustering algorithm.

Fig. 4. Level of agreement between the algorithm and the human rater in gross classi-
fication (black line) and granular classification (red line). The chart illustrates also the
three phases of the observed lane formation phenomenon. (Color figure online)

As introduced by other works in the literature, the lane formation phenomena
can be characterized into different phases [5,8]. In this work, we analyzed the
observed pedestrian counter flow situations as subdivided into three phases:

1. lane generation: from the first frame in which pedestrians are separated
according to their movement direction, to the moment in which the two flows
physically interact and lanes start to emerge;

2. lane fingering : bidirectional flow characterized by the consolidation of the
emerged lanes;

3. lane dissolution: lanes are being dissolved.

According to this consideration, Cohen’s Kappa show a lower level of inter-
rater agreement in case of lane generation and lane dissolution situations (see
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Fig. 5. Results about Cohen’s Kappa analysis among gross and granular classification.
The Box and Whisker plot reports: local maximum value, 75th percentile, mean, median
(highlighted in red), the 25th percentile and the local minimum value. (Color figure
online)

Fig. 4), due to an effectively more ambiguous situation among the observed phe-
nomenon. Moreover, the trend within the central time window although always
over the moderate agreement threshold (and almost always above the good one)
is not stable, but it rather reflect transient turbulences in which the number of
lane and their positions in the corridor was changing.

Fig. 6. A comparison between the number of lanes identified per second by the clus-
tering algorithm and by the human coder.
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To more fruitfully evaluate the level of reliability of the automated cluster-
ing tool, we performed also a paired sample t-test comparing the number of
lanes identified per second by the clustering algorithm and by the human rater.
Results (see Fig. 6) showed a slight significant difference between the two rat-
ing methods, t(18) =−2.137, p = 0.047, in situation of lane generation and lane
dissolution. This seems reasonable, since these transient situations represent a
sort of phase change between more stable configurations, that the human coder
can foresee, also being able to rewind and look back at the past, a situation
similar to automated trackers taking a global perspective on the analyzed video
compared to those based on a limited-temporal-locality assumption [16].

4 Conclusions

The paper presented an unsupervised learning approach for an automatic detec-
tion of lanes in multi-directional pedestrian flows, based on the DBSCAN clus-
tering algorithm. We also presented a method for the evaluation of its reliability
employing an inter-rater agreement test between a human expert coder and the
results of the automated analysis. Achieved results are promising and they will
support a further calibration of the overall work-flow, that will also consider
additional data-sets from the literature and potentially consider multiple human
coders.

Event though there are many future works in this line of research (first of
all, the impact of the presence of groups on the overall phenomenon, which
is considered a potentially relevant factor [2]), the central goal is to achieve a
characterization of lanes throughout the whole analyzed video and time frame,
whereas the current approach only considers relatively small time windows. The
basic idea to aggregate current results into a global description of identified lanes
is to connect local lanes within different time windows whenever the Jaccard
distance among them (considering them as sets of pedestrians identifiers) is
greater than a certain threshold. This will allow us to have a more comprehensive
characterization of a lane, granting the possibility to evaluate its persistence in
time, average cardinality, length, and potentially other aggregated measures.
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Abstract. Aging population ratios are rising significantly. Meanwhile,
smart home based health monitoring services are evolving rapidly to
become a viable alternative to traditional healthcare solutions. Such ser-
vices can augment qualitative analyses done by gerontologists with quan-
titative data. Hence, the recognition of Activities of Daily Living (ADL)
has become an active domain of research in recent times. For a system to
perform human activity recognition in a real-world environment, multi-
ple requirements exist, such as scalability, robustness, ability to deal with
uncertainty (e.g., missing sensor data), to operate with multi-occupants
and to take into account their privacy and security. This paper attempts
to address the requirements of scalability and robustness, by describing
a reasoning mechanism based on modular spatial and/or temporal con-
text models as a network of ontologies. The reasoning mechanism has
been implemented in a smart home system referred to as Arianna+. The
paper presents and discusses a use case, and experiments are performed
on a simulated dataset, to showcase Arianna+’s modularity feature, inter-
nal working, and computational performance. Results indicate scalability
and robustness for human activity recognition processes.

Keywords: Activities of Daily Living · Ontology network
In-home healthcare

1 Introduction

In recent times, there is a rise in population of elderly individuals, as it is esti-
mated that approximately 20% of the world’s population will be age 60 or older
by 2050 [8]. This motivates the research community and technology companies to
provide, at home, healthcare services for the elderly, such that they can live safely
and independently for longer periods of time. The ability to perform Activities
of Daily Living (ADL) without assistance from other people can be considered
as a reference for the estimation of the independent living level of the elderly
individuals [12]. Nowadays, geriatrists judge the well being of elderly individuals
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by observing them while they perform ADL, such as walking and dressing. When
possible, they measure variations in both space and time domains, needed to per-
form particular ADL. This is done in sessions at certain time intervals, e.g., each
year, to make quantitative judgments. But for some ADL, e.g., eating, they rely
on qualitative judgments of how the activity is performed, based on question-
naires. Instrumental ADL (IADL) are taken into account as well, with similar
qualitative observations, since they require a certain level of planning capabilities
and social skills, such as housekeeping, cleaning, and cooking.

A quantitative assessment of such qualitative data can be provided by a
smart home specialized for elderly care, as it can recognize activities performed
throughout the day and report to geriatrists. This would enable accurate health
assessments based on continuous evaluations. As presented in [5,13], depending
on the kind of sensors employed in the smart home, activity recognition (AR) can
be performed using data originating from vision, inertial, distributed sensors or a
combination of them. However, AR is enabled by a priori AR modeling, and for
this the approaches used in the literature are mostly of two types, one being data-
driven, and the other being knowledge-driven. A discriminative (e.g., Support
Vector Machines and Artificial Neural Networks) type, data-driven approach is
used when complex, multi-modal data streams are involved, e.g., data originat-
ing from cameras [17] and accelerometers [3], for posture recognition and fall
detection. When simpler data are involved (e.g., while using distributed sensors)
either a generative (e.g., Hidden Markov Models and Dynamic Bayesian Net-
works) type, data-driven approach is taken [9], or a knowledge-driven approach
is adopted [6,16]. Although some sensors (e.g., cameras) provide high accuracy
for monitoring individuals; due to privacy issues, simpler sensors (e.g., Passive
Infrared (PIR), light, and Radio-Frequency Identification (RFID)) are largely
used.

Learning (or development) of AR models, in data-driven approaches, happens
by training over datasets, whereas in knowledge-driven approaches it is done by
explicitly encoding knowledge, typically in the form of set of axioms, used for AR
based on sensor data. In terms of modularity with activity models, the former
approach is not friendly since, if a new activity is to be introduced into the
system, a new dataset has to be collected and the entire training process has
to be performed. Whereas the latter approach is modularity friendly as a new
activity model’s knowledge can simply be added as a set of axioms and rules.

In this paper, we describe a knowledge-based approach for domain modeling
(i.e., of context/activity) and reasoning (i.e., context/activity recognition), which
is currently part of our Arianna+ smart home framework. The approach adopts:
(1) Ontology Web Language (OWL), based on description logics (DL) [4], which
is a fragment of first order predicate logic, designed to be as expressive as possi-
ble while retaining decidability. It allows to describe a given domain by defining
relevant concepts (in the terminological box or TBox), and by asserting prop-
erties of individuals that are instances of those concepts (in the assertional box
or ABox). Reasoners can then be used to derive facts, i.e., make implicit knowl-
edge explicit, by reasoning mechanism [10] based on subsumption of concepts
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and instance checking. (2) Rules based on the Semantic Web Rule Language
(SWRL) [11], which allow the system to perform query and manipulations as a
unique operation based on logic conjunctions.

Due to issues of language expressivity, OWL-DL reasoners do not perform
temporal reasoning. Nevertheless, the idea of using OWL for AR can be found in
the literature and [14] highlights that when ontological techniques are extended
with even simple forms of temporal reasoning, their effectiveness increases. More-
over, symbolic temporal concepts have been used for AR [7], and this is usually
done using Allen’s algebra [2], which allows DL reasoners to consider instances of
time belonging to particular intervals. In the literature, some attempts [6,16] at
ontology-based AR take temporal reasoning into account but accumulate tempo-
ral instances. Hence, their search space grows exponentially [15] with respect to
the number of axioms in the ontology, which is an issue for large-scale, real-time
applications. In this paper, we take basic temporal aspects for AR into account,
without accumulating time instances within ontologies.

In a real-world environment, we argue that AR systems must carefully guar-
antee scalability and robustness requirements. On the one hand, scalability can
be achieved when (i) the system is modular with respect to activity models and
(ii) types of sensors, as well as, (iii) is able to manage computational resources
and memory. On the other hand, robustness, which is a more strict requirement
to be achieved, strongly depends on the design of the activity models. We also
argue that a redundancy of models, with which we can assess the same activity,
can increase the overall system’s robustness. The above-listed requirements lead
respectively, to the issues of: (i) designing modular activity models as part of
an ontology network, which is able to infer activities based on the occurrence of
events, (ii) designing a system’s architecture that incorporates distributed sen-
sors data, and (iii) designing the activity models such that they represent the
context over time, and evaluate them with the most suitable behavior (e.g., with
a scheduled frequency).

This paper extends the work presented in [6], wherein we propose to use a
hierarchy of ontologies, that decouple logic operations for semantically describing
the context and support modular composition of reasoning behaviors for online
activity recognition. Here, we present an AR-enabled smart home system from a
software architecture perspective, and an implementation of a relevant use case,
which is tested based on simulated data from distributed sensors. Furthermore,
we address the issues presented above and highlight the modularity features and
performance of Arianna+, while reasoning over an ontology network.

The paper is organized as follows. Section 2 discusses the modular ontology
network. Arianna+’s architecture is presented in Sect. 3, whereas Sect. 4 discusses
an implementation of a use case. Finally, conclusions follow.
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2 Activity Detection

2.1 Dynamic Ontology Networks

In [6], an ontology network is defined as a graph G, wherein the set of nodes N
are ontologies (each with an independent DL reasoner) containing statements of
the form (1), i.e., having a Boolean state s and a generation timestamp t:

Statement �=1 hasState(s)� =1 hasTime(t) (1)

and are used to describe a specific part of the context, while the set of directed
edges E are communication channels used for sharing statements between the
nodes. Hence G is of the form:

G = {N,E} (2)

where, N = n1, n2, . . . , nn, such that each node specializes in reasoning within
a particular context, and E = e12, e13, . . . , e1n, e21, e23, . . . , e2n, . . . , emn, such
that the index of each edge signifies the direction of flow of statements, e.g.,
in e12 statements flow from n1 to n2. Consider an event, indicating that water
is flowing from the sink in the kitchen. It can have different interpretations for
a system aimed at recognizing activities such as cooking or cleaning. Instead
of recognizing them actively from the same representation, with an ontology
network it is possible to decouple their models in order to reason upon them
based on an event or set of occurring events. Where, an event occurs based on
rules that aggregate statements by logical conjunction. We show in the following
Sections that this approach enforces system’s modularity with respect to activity
models, and if the network is such that it evaluates only the models related to a
specific part of the overall context, then it also decreases the computation time.

The system checks the statements in the network with a given frequency and,
when an event is detected, specific external procedures are executed in order
to: (i) move statements from one node to another via edges, and (ii) evaluate
models for activity recognition. For instance, statements could be generated from
distributed sensors (e.g., detecting that Adam is in the kitchen at 8:00 am), then
the system aggregates this information with prior knowledge to detect events
(e.g., Adam is in the kitchen in the morning). When such an event occurs, the
model for detecting that Adam is having breakfast gets evaluated by checking
statements and their temporal relations within the model.

Moreover, activity models can generate statements, e.g., indicating that
Adam had (or did not have) breakfast at a certain time, and hence can trig-
ger new events, which can further be used to describe the context and evaluate
models via procedure executions. A formal algebra of statements, used for defin-
ing events that execute procedures based on the context, has been proposed in
[6].

2.2 A Network of Activity Detectors

For the sake of description, we consider a simplified ontology network O as
shown in Fig. 1. In it there are 6 nodes; n1 is a location-based contextual-
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event: 

event:  
Human.isIn (Kitchen)

Fig. 1. A simplified ontology network O.

izing model called Place Ontology P and n2, . . . , n6 are called activity mod-
els Ai, where i = 1, . . . , 5 respectively. Nodes are designed such that state-
ments within P take into account the spatial aspect, and statements within Ai

take into account the spatial and temporal aspects of AR. Ai are listening for
particular events that P generates, and the edges that link them are the fol-
lowing E = e12, e13, e14, e15, e16. The nodes communicate and statements flow
between them via edges, such that, Ai get activated and then evaluated by
their independent reasoners, when a particular event occurs, as depicted by the
graph in Fig. 1. If the evaluation of an activity model gets satisfied, its proce-
dure generates a new statement to notify the recognition of an activity, e.g.,
WatchingTV.{hasState(True), hasTime(19:28)}.

Within activity models, particular statements and temporal relations, must
get satisfied for successful activity recognition. These are shown for A2, which
recognizes the activity WatchingTV, in Fig. 2. In it, statements are vertical
arrows pointing upwards to indicate a True state and downwards for False.
These statements are either transferred from another node (e.g., dashed arrows
represent statements coming from P), or are generated by this node (e.g., solid
arrows are the statements generated by A2) and are indicated along with a name
and an index or a range of indexes. A name is denoted by a capital letter and

Fig. 2. Visual representation of statements that make up the A2 model: statements are
shown as vertical arrows where dashed arrows indicate information from P, and solid
arrows indicate statements generated by this model. Statement indexes indicate sensors
influencing the state of that statement, while the temporal restrictions are shown as
black lines. (Color figure online)
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the sensors related to it are shown as the index. Statements are annotated along
a relative x-axis, in order to restrict their temporal relations through black lines
ending with a circle. In the Figure, we can see 4 statements: (i) statement Rp2,
which is a dashed arrow of green color, is information coming from P; it signi-
fies isIn LivingRoom.{hasState(True), hasTime(19:25)}, where the index
p2 indicates that the sensor PIR2 influences the state of this statement; (ii) state-
ment Sp2, which is a dashed arrow of orange color, is information coming from P;
it signifies that there is some motion in the living room after δ2 time units, naively
representing the idea that, if Adam is sitting on the sofa then he is not sitting
still; this statement can be replaced by a much robust statement, for instance,
sitting.{hasState(True), hasTime(19:26)}, given that there may be other
sensors in the system (e.g., wearable sensors, pressure sensors in the sofa); (iii)
statement Sb, which is a dashed arrow of blue color, is information coming from
P; it signifies highBrightnessTV.{hasState(True), hasTime(19:28)}, where
the indexes b indicates that brightness sensor influences the state of this
statement; (iv) statement W , which is a solid arrow of red color, is generated
when the overall model is satisfied, it signifies WatchingTV.{hasState(True),
hasTime(19:28)}; this happens when statements Sp2 and Sb are generated after
δ2 time units with respect to the Rp2 statement.

With respect to the AR system presented in [6], the difference in the imple-
mentation of Arianna+ is two-fold. Firstly, in [6] time-related instances get accu-
mulated in the models for the purpose of temporal reasoning, and after an activ-
ity is recognized, the statements are removed to reduce the increasing complexity
of the ontologies. In Arianna+, when Ai receive statements from P the values of
old instances get updated, if they are available. This has the effect of not accumu-
lating statements in Ai, i.e, the procedure related to it is in charge of updating
and evaluating it, without accumulating time-related instances. Such a proce-
dure performs temporal reasoning using both symbolic relations (inferred by
the DL reasoner) and numerical/logical operations on the timestamps (inferred
externally). This approach of using an external reasoner has the affect of over-
coming DL limitation, such as the issue of finding the minimum value in a set
of numbers under the open world assumption. Secondly, events are queries that
return Boolean value when certain statements are satisfied, or not, in an ontol-
ogy of the network. In [6] events are semantically defined in an upper-ontology
that schedules related procedures if their query is verified. Whereas in Arianna+

rather than having an upper-ontology, we have designed a system’s architecture
that incorporates the object-oriented programming (OOP) paradigm to execute
Ai procedures with an event-listener pattern.

3 Arianna+’s Architecture

3.1 From Sensing to Context Awareness

Figure 3 shows the system’s architecture. It recognizes activities with O as
described above; it comprises of the sensing, aggregation, reasoning and appli-
cation layers. In this Section, we focus on the interfaces between those layers,



Scalable Activity Recognition by Reasoning with a Network of Ontologies 89

DB

ias

Reasoning LayerAggregation Layer

Communication 
middleware

ML 
techniques

Sensing LayerLocalization 

A
ccelerom

eter

Physical Sensors

Application Layer

Geriatricians

rsd ias

asdsasds

PIR
 / B

rightness

Suggestions to
user

Fig. 3. Arianna+’s architecture where the link rsd signifies the flow of raw sensor data,
asds signifies the flow of aggregated sensor data in the form of statements, ias signifies
inferred activity statements and f signifies frequency.

which enable the modular features of Arianna+ as highlighted in Sect. 2. Firstly,
in the reasoning layer, O is used over time for recognizing activities based on
data taken from the database (DB), which is getting accumulated with the lat-
est sensor values and timestamps by the aggregation layer, which in turn is
connected to the physical sensory layer. Finally, the application layer is used
to easily interface geriatricians, other medical staff, assisted people and their
relatives with Arianna+’s services.

The reasoning layer is Arianna+’s core. It is made up of O and its internal
working is as described in Sect. 2.2. There are two components in the working of
this layer. The first is the initialization of O (i.e, TBox of ontologies are defined
as nodes. While procedures and events are defined as edges). The second is the
frequency fo with which, in O, the procedure of P takes in aggregated sensor data
statements (link asds) from the database, updates the ABox, reasons (spatially)
with knowledge within P, and declares occurrence of an event, if any. If the
declared event is being listened for by one or many Ai, then their procedures get
activated. Once an activity model’s procedure is active, it takes in statements
from P and updates its own ABox, then reasons (spatially and temporally) with
knowledge within the model and declares the recognition of a user activity. This
completes a chain of reasoning processes (i.e., P plus an activity model), and
if an activity is recognized in the process, then the procedure associated with
the model saves the inferred activity statement (link ias) back in the database.
As the reasoning process has not negligible computational time, if it is simply
performed every time new sensor data statements arrive in the database, and
if the frequency with which the new data arrives is faster than the reasoning
process, then the system would not meet the near real-time constraint. Hence,
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we need fo to have control over such a process. It deals with the computational
complexity issue of the DL reasoner which performs the reasoning in O.

From the application layer, on the one hand, geriatricians could visualize
statistics related to the activities performed and explore further details in terms
of statements (link ias), if necessary. On the other hand, the elderly individual
could be stimulated with suggestions based on activity recognition, for instance,
through dialogue-based interfaces via virtual coaches. Furthermore, the database
also contains detailed logs of statements that were in O, and therefore assistive
or medical staff can access those statements to provide online services to the
assisted individuals. For instance, a future scenario of in-home healthcare would
be such that, if Adam is asked by his doctor about the number of times he visits
the bathroom during the night, Adam’s reply can be augmented by quantitative
data from the smart home, which can help the doctor in making healthcare-
related decisions.

The aggregation layer takes raw sensor data (link rsd) from heterogeneous
sensors in the sensing layer and by using dedicated perception modules, pro-
cesses the raw data to generate statements of the form (1). Then, it stores
aggregated sensor data statements (link asds) in the database. This layer relies
on a communication middleware module to channel all the Boolean data the
sensors generate, and stores them in the database, if simple distributed sensors
are considered. Furthermore, it relies on classification modules (e.g., obtained
via machine learning approaches) that can provide statements with semantics
(e.g., sitting down, lying down, etc), and stores them in the database, i.e, if sen-
sors generating more complex data streams are considered. Remarkably, having
a formal structure for a statement not only assures a modular evaluation of
activity models, but also enables the overall AR system to take heterogeneous
sensors into account. Statements are stored in the database at a frequency fs,
and moreover each perception module in this layer can have its own frequency
at which it processes the raw sensor data to generate statements and store them
in the database.

It is noteworthy that the frequencies fs and fo are independent of each other,
such that, (i) the aggregation layer stores latest aggregated sensor data state-
ments in the database at a frequency fs, which can be unique for different
perception modules, and (ii) the reasoning layer reasons based on the latest
statements that are available to it from the database, with a frequency fo.

4 Use Case Setup

4.1 Activity Models and Simulation Setup

The use case considered in this paper utilizes all Ai in O, as shown in Fig. 1. Their
description is as follows. A1 infers Making breakfast, lunch or dinner. It is listen-
ing for the event ∃ Human.isIn(Kitchen). It generates one of the statements,
Making breakfast or Making lunch or Making dinner, when the assisted per-
son uses furniture (e.g., the kitchen cabinet), after being present in the kitchen
for a minimum time period of 60 s, and if that time period is inside one of the a
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priori defined intervals of the day, i.e., morning, afternoon or evening. A2 infers
Watching TV. It is listening for the event ∃ Human.isIn(LivingRoom). It gen-
erates the statement Watching TV when the occupant uses furniture (e.g., the
TV), after being present in the living room for a minimum time period of 60 s,
during any time of the day. A3 infers Taking a nap in morning, afternoon or
evening. It is listening for the event ∃ Human.isIn(BedRoom). It generates one of
the statements Taking a nap in morning or Taking a nap in afternoon or
Taking a nap in evening, when the assisted person uses furniture (e.g., the
bed), after being present in the bedroom for a minimum time period of 60 s,
and if that time period is inside one of the intervals of the day, i.e., morning,
afternoon or evening. A4 infers Movement during nap. It is listening for the
event ∃ Human.isIn(BedRoom). It generates the statement Movement during
nap when the person uses furniture (e.g., the bed) and the PIR associated with
the bed remains active even after 60 have passed on the bed, during any time
of the day. A5 infers Bathroom visit in morning, afternoon, evening or night.
It is listening for the event ∃ Human.isIn(BathRoom). It generates one of the
statements Bathroom visit in morning or Bathroom visit in afternoon or
Bathroom visit in evening or Bathroom visit in night, when the assisted
person uses furniture (e.g., the toilet seat), after being present in the bathroom
for a minimum time period of 60 and if that time period is inside one of the
intervals of the day, i.e., morning, afternoon, evening or night.

The use case is implemented by generating a simulated dataset with values
and timestamps of a set of PIR sensors and a brightness sensor. It depicts a
scenario where an assisted person performs stereotypical activities that are held
for eight minutes. The dataset is kept small so as to do extensive in-depth per-
formance testing. The simulation is performed by updating the database with
simulated sensor data in the form of statements (mimicking the link asds con-
necting the aggregation layer and the database). As shown in Fig. 4, Adam enters
the kitchen, and after spending a minute in the kitchen, he opens the door of
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Fig. 4. The simulated dataset used in implementation of the use case.
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the kitchen cabinet and then closes it. He is in the kitchen for a total duration
of 2 min. Next, he goes to the living room. After a minute in the living room, he
switches on the TV and then switches it off after 30 s. He is in the living room for
a total duration of 2 min. Next, he goes to the bedroom and simulates sleeping
on the bed. He does not stay still in the bed, rather is constantly in motion. He
is in the bedroom for a total duration of 2 min. Finally, the person goes to the
bathroom. He is in the bathroom for a total duration of 2 min.

Among open source ontology reasoners that exist, e.g., Fact++, Pellet, Her-
mit and ELK. We use Pellet as it has more features in comparison [1] and is able
to pinpoint the root contradiction or clash when inconsistency occurs. Experi-
ments have been performed on a workstation with the following configuration:
IntelR© CoreR© i7 2.6 GHz processor and 8 GB of memory. For assessing the sys-
tem’s performance, two types of evaluations are performed and compared. The
first is the Contextualized Activity Evaluation (CAE), and the second is the
Parallel Activity Evaluation (PAE). The CAE case represents the working of
O as described in Sect. 2.2, where P behaves as a contextualizer such that an
activity model gets activated based on the context. In the PAE case, P is no
longer made to behave as a contextualizer, hence Ai are active in all contexts.

An evaluation (CAE or PAE) is performed as an experiment by setting a
particular frequency fo (of the reasoning layer). An experiment is performed
with 5 iterations, with each iteration an extra activity model is added to O to
increase the system’s complexity. Each iteration is repeated 10 times to assess
the reasoner’s average computational time, and the maximum and minimum
variance, from among 10 values. In total four experiments are performed, their
process and results are described in the following Section.

4.2 Performance Assessment

Performance results are shown in Fig. 5, where x-axis shows the increasing num-
ber of ontologies in O (i.e., the number of activities Arianna+ attempts to recog-
nize), with each iteration of an experiment. In relation to this, the y-axis shows
the reasoner’s computational time (i.e, the sum of the reasoning time spent in
the ontologies of O). A thread with a unique color represents a unique exper-
iment conducted with a particular scheduled frequency fo. A black dot on a
thread marks the reasoner’s average (10 repetitions of an iteration for an exper-
iment) computational time, and vertical lines in the positive/negative direction
(from a black dot) show the maximum/minimum variance, respectively, from
the average computational time. The simplest network has two ontologies, the
Place Ontology P and A1, while the most complex network we tested has six
ontologies, i.e., P and A1,A2, . . . ,A5.

Considering the CAE case, the reasoning layer is set to run with a time period
of 500 ms (i.e., fo is 2 Hz), with the hypothesis that recognizing activities within
500 ms is satisfying soft real-time constraint. Represented by the blue thread, the
reasoner’s computational time is high and increases linearly with the increase in
system’s complexity. Following the success of the previous test, and considering
the PAE case, fo is kept the same, i.e, 2 Hz. However, this case is not represented
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Fig. 5. System’s complexity versus reasoner’s computation time. On x-axis are the
number of ontologies, where 2 means (P + A1), 3 means (P + A1 + A2), etc. (Color
figure online)

by any thread, as an undefined amount of time was being taken by the reasoner
to finish the reasoning process. Following the drawback in the previous case,
and considering the same case, i.e., PAE, the reasoning layer is set to run with a
higher time period of 3000 ms (i.e, fo is 0.3̄ Hz), to make sure that the reasoning
process completes within the frequency fo, a condition which is satisfied with
that time period. Represented by the red thread, the reasoner’s computational
time is initially low but then behaves exponentially, with the increase in system’s
complexity. Finally, following the success of the previous case, and considering
the CAE case, fo is kept the same, i.e, 0.3̄ Hz. Represented by the green thread,
the reasoner’s computational time is initially low and remains low, as it increases
linearly with the increase in complexity of the system.

More in the discussion of the results:

1. Comparing the two CAE cases with frequencies 2 and 0.3̄ Hz, respectively,
against each other, and against the PAE case with frequency at 2 Hz, we see
that, with the approach described in Sect. 2.2 (i.e., represented by the CAE
cases), it is possible to have activity recognition with a high frequency. This
shows Arianna+’s ability to serve near real-time applications.
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2. In case of PAE, when there are 6 ontologies in O, a high variance is seen with
the reasoner’s average computational time on the higher end, thus confirming
an exponential behavior. In case of CAE when there are 5 ontologies in O, a
high variance is seen with the reasoner’s average computational time on the
lower end, thus confirming a linear behavior.

3. The PAE case (wherein, even if multiple smaller ontologies are used, all their
reasoners are running in parallel), represented by the red thread; shows an evi-
dent exponential behavior and can be compared to using one large ontology in
the system. As We know from the literature that (see Sect. 1), with an increase
in the number of axioms in an ontology the search space increases exponen-
tially. Therefore in comparison, the CAE case, with its linear behavior, shows
clearly the advantage of Arianna+’s modularity feature with respect to activ-
ity models and their contextualized evaluation. Furthermore, such claim is
supported by the fact that our system does not accumulate instances within
ontologies as it uses an external reasoner to deal with temporal aspects of
reasoning (as described in Sect. 2.2) and stores the recognized activities in a
database (as mentioned in Sect. 3).

5 Conclusion

In this paper, we present the activity recognition structure of our smart home
framework Arianna+, whose core is a reasoning layer based on an ontology net-
work, which is grounded on ontology models, statements, procedures, and events-
listeners, for which we provide general-purpose definitions. A use case scenario
comprising of 5 activity models was implemented and experimentally evaluated
for assessing its behavior and computational performance. Results (with CAE)
indicate that an AR system which exploits the modularity feature of a network
of ontologies in a contextualized manner, and in which temporal instances are
not accumulated, has near real-time AR capability and it addresses the scalabil-
ity and robustness requirement. Limitations of the presented use case are that
it considers a single occupant in the environment and although extensively, it is
tested with a simulated dataset. Hence, future work involves testing with data
from a real distributed sensor scenario and incorporating perception modules
in the aggregation layer, such that the network of ontologies can take state-
ments related to human gestures and postures. Nevertheless, this paper provides
a general-purpose discussion about ontology networks for AR. While the full
evaluation of this approach awaits further investigation and user feedback, our
initial results provide a base for building real-world use cases.
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Abstract. The paper discusses an approach for teleoperating a mobile
robot based on qualitative spatial relations, which are instructed through
speech-based and deictic commands. Given a workspace containing a
robot, a user and some objects, we exploit fuzzy reasoning criteria to
describe the pertinence map between the locations in the workspace
and qualitative commands incrementally acquired. We discuss the mod-
ularity features of the used reasoning technique through some use cases
addressing a conjunction of spatial kernels. In particular, we address the
problem of finding a suitable target location from a set of qualitative spa-
tial relations based on symbolic reasoning and Monte Carlo simulations.
Our architecture is analyzed in a scenario considering simple kernels and
an almost-perfect perception of the environment. Nevertheless, the pre-
sented approach is modular and scalable, and it could be also exploited
to design application where multi-modal qualitative interactions are con-
sidered.

Keywords: Robot teleoperation · Fuzzy spatial relations
Multi-modal robot interaction

1 Introduction

Nowadays, robots are being deployed in daily-life environments with health-care
and assistive purposes. Those applications usually exploit distributed environ-
mental sensors, which provide information about a user’s state and activities
for experts that evaluate the well-being of a person. In some scenarios, care-
givers might use telepresence robots to communicate with the person and ask
for assessments that sensors do not provide. Those robots are required to inter-
face smoothly with persons, especially elderly adults, taking into account social
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and spatial cognition. In other similar scenarios, pet-like robots, such as Miro
[12] have been developed as companions for a long-term motivation of users
with interaction and mobility difficulties. For both scenarios, the navigation of
the robot should allow different degrees of autonomy to meet different users’
needs [11]. In this paper, we address the issue of locating a mobile robot with a
high degree of autonomy, controlled through qualitative incremental commands.

In these scenarios, robots should be able to navigate in an environment shared
with humans, who might like to naturally issue commands that drive the robot
to specific areas of the room, with no high precision requirements. For instance,
if a child stays in the bedroom for a long time during a sunny day playing with
his or her pet-like robot, the mother could ask the robot to go close to the exit
door, trying to motivate the child to play in the garden. On the other hand, if
an older adult is on the sofa and receives a call from the doctor; he or she might
ask a telepresence robot to locate itself in a comfortable position, for instance,
in front of the television and on the right-hand side of the table. Generally, we
consider the teleoperation based on qualitative commands all the times that a
user cannot give either geometrical or velocity references.

Robot teleoperation is a largely investigated problem in the literature, espe-
cially for exploration and manipulation tasks, where a certain precision is
required. Several types of systems exploit different interfacing devices such as
joysticks, smartphones, Leap Motions, smartwatches, eye-tracking technology,
etc. Different applications lead to different approaches; for instance, a reacting
control is suitable for low-level interacting behaviors. Instead, a high-level inter-
action usually requires that the user provides additionally informations; typically,
velocity or geometrical references, e.g., go slower, go forward, etc. Remarkably,
while the user is issuing those commands, he or she is required to continuously
operate the robot, since its behavior also depends on the states it had at previous
instances of time. In other words, the robot has a memory, and the users operate
it by giving differential references, which could be based on previous positions
or speeds.

We designed an interaction pattern that relies on a robot having in memory a
set of commands that restrict the possible target position in space. These restric-
tions are described qualitatively concerning the robot and generic objects, seen
from the user’s viewpoint. The perception of such knowledge from visual and
auditory channels is an extremely challenging problem, especially for general-
purpose systems. Due to a large number of uncontrolled variables influencing
the experiments, human-robot interaction applications are typically designed
through the iterative developing process based on the (i) developing, (ii) test-
ing, and (iii) evaluating phases, which are performed in an iterative manner.
During ii and iii, some measurement of the interaction, as used in [9], can guide
further developments to be undertaken during the i phase of the next iteration.
Remarkably, to do not bias experiments outcomes with developers beliefs, it is
suggested that the i phase tries to improve the system with minor changes, i.e.,
the evaluation frequency should be high.
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If verbal commands are used to guide the robot to a target position, symbolic
representations are required to understand the user’s sentences and find a target
pose suitable for the given commands. Typically, in such cases, systems exploit a
map between geometrical positions (or velocities) and symbols, for each known
location, based on the user’s inputs [10,13]. During verbal interaction, users also
communicate through other modalities, such as deictic gestures. In many works
multi-modal robot interaction is investigated – for instance, [5] proposes to use
Reinforcement Learning and applied associative memories – for fusing audio
and gestures, and instruct the robot on qualitative commands for picking and
place tasks. For merging such interaction modalities, a Markov Decision Process
in [8], Recurrent Neural Networks in [1], and a Dynamic Bayesian Network in
[7], have been used. Remarkably, not only do such methods allow dealing with
uncertainties, but they can also be used for learning behaviors in a data-driven
manner. However, the models generated by these techniques are typically not
modular, since the introduction of a new behavior might affect the probability
distribution of all the other states). Thus, the system can not always scale among
iterative development steps.

Fuzzy logic formalism, mainly developed to be used with natural language,
can be used for representing the robot position with respect to shape, posi-
tion and orientation of general objects. In particular, [15] proposes a mapping
function between sentences (containing spatial relations) and a fuzzy member-
ship value associated with a physical location, while [14] uses fuzzy membership
functions for fusing gestures and natural language. Moreover, [3] proposes math-
ematical morphology for describing north, south, east and west points of objects
or rooms. Fuzzy morphology has also been developed for image processing. [6]
presents a kernel-based approach for classifying spatial relationships between
hand-drawn symbols, where such kernels are generated through a data-driven
approach based on Support Vector Machines.

In this work, we developed a system that allows symbolic teleoperation of
a mobile robot based on fuzzy spatial relations between objects issued through
multi-modal commands. Our main contribution is a software architecture defin-
ing the required components and interfaces to be used during the steps under-
taken in an iterative development process. Our objective is to start designing
and testing a modular and scalable reasoning technique that can be used in
dynamic environments and with a broad set of qualitative commands, possibly
customized for each user and scenario. We present our architecture through a
preliminary implementation suitable for the i phase of the first iteration (i.e.,
concerning a simplified, but real use case shown in Fig. 1), and we discuss its
scalability and modality features achieved through fuzzy reasoning and Monte
Carlo simulations.

In particular, we address the problem of representing qualitative spatial ref-
erences and finding a suitable target position that the robot should reach. In
this scenario, we assumed a robot that perfectly knows its location, the loca-
tions of referenced objects and their identifiers. Also, it can perfectly translate
the user’s voice in text, and detect his or her pointing gestures. Moreover, in the
presented use case, the user interacts only though combinations of five spatial
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relations (i.e., in front of, behind of, on the right of, on the left of, and near to).
Nevertheless, the paper shows how the architecture can accommodate and merge
different spatial relation models, based also on some different input modalities,
in a modular manner.

Fig. 1. The referencing scenario.

Section 2 gives an overview of our system, while in Sect. 3 we introduce the
user interfacing pattern for the referenced use case. In Sect. 4 we present a fuzzy
spatial reasoner based on fuzzy kernels, which are further detailed in Sect. 5.
Section 6 presents our experimental evaluation and discusses preliminary results.
Conclusion follows in Sect. 7.

2 Software Architecture

Figure 2 presents the proposed interaction patterns from a Component-Based
Software Engineering (CBSE) perspective, graphically shown through a struc-
tural Unified Modeling Language (UML) diagram. In the Figure, boxes rep-
resent software components, which provide and require interfaces to operate.
The latter are graphically identified with the ball-socket notation. All interfaces
are described by a specific message defining the data type exchanged among
components through ports (i.e., data communication channels). We specify the
proposed components for the widely adopted Robot Operating System (ROS)
framework. Therefore, we assume a component to be a node or a service, the
former characterized by a spinning rate, while the latter provides services on
demand.

Within an area monitored by a motion capture system, the Rigid Body Detec-
tor component provides to the robot the position of all the elements of our ref-
erencing scenario. The robot process inputs coming from the Speech Processor
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component, that parses sentences to providing semantic tags for specific words,
which are used for identifying qualitative regions in space that contain the target
position.

When the user says a sentence containing a valid command (i.e., meaningful
semantic tags are found in the text translation of the person’s voice), and eventu-
ally performs a deictic gesture, the relative inputs are provided to the Command
Logic component, implemented as a finite state machine. In particular, the robot
is initially in a (i) ready state and when a command is issued, to the Command
Logic goes to a (ii) listening state. It can lead to an (iii) invalid state if the
command is not understood, or to a (iv) computing state, which holds until a
suitable target position is found. When this occurs, the robot starts moving and
returns to the ready state; otherwise an (v) inconsistent state emerges, and the
spatial beliefs of the robot are erased.

The Command Logic maintains in the memory the user’s instructions that
the robot should take into account for finding a suitable target point. Such
a memory is implemented as a buffer that contains all the vocal and gesture
commands of the user until either the target position is found, or an inconsistent
state is reached, or the user explicitly asks for a new interaction pattern. In all
those cases the buffer is cleaned and the interaction restarts.

Fig. 2. The ROS-based software architecture.

Each element of the memory buffer is a representation of the suitable posi-
tions that respect a single command, i.e., a fuzzy kernel, provided by the Kernel
Generator component. The Spatial Reasoner component merges all represen-
tations in the buffer to find an overall fuzzy landscape, which describes the
degree of pertinence of each location in the workspace with respect to the given
commands. Since we design the system for accommodating commands based on
generic spatial relations, we consider the fuzzy pertinence map to be a general
function spanning in values between [0, 1], where the higher the pertinence value
represents the most suitable target candidate point.
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The Monte Carlo Simulator component solves the problem of findings a suit-
able target in such a generic landscape. It evaluates the pertinence of randomized
locations until certain conditions are met. As heuristic conditions, we posed (i)
a very high threshold after which the simulations are terminated, (ii) upper and
lower pertinence bounds for which the target position is generated, although the
simulations continue looking for improvements, and (iii) a limit on the maxi-
mum number of simulations. When the Monte Carlo Simulator produces a tar-
get point with fuzzy pertinence value higher than in the previous simulation,
the new target is provided to the Path Planner component, implemented using
the Rapidly-Exploring Random Tree (RTT*) algorithm, which consequentially
provides waypoints, used as references for the low-level Robot Controller.

This architecture allows a continuous interaction, since new commands are
stored in a buffer and are evaluated as soon as previous computations ends, i.e.,
as soon as Monte Carlo simulation provides a suitable point. Therefore, while
the robot is moving towards a target, the user can guide it reactively. In this
paper, we evaluate such property through the estimation of the time spent in the
computing state, especially as far as the complexity of the Kernel Generator and
the Spatial Reasoner are concerned. However, it is important to highlight that
for a real application the complexity of finding a path and perceiving the envi-
ronment might introduce not negligible delays before the robot starts moving,
and consequently affect user’s reaction time.

3 Multi-modal Interface

In this section we show how a user can interface with the robot in our simplified
scenario. In particular, he or she can instruct the robot using five types of spatial
relations, each associated with a specific fuzzy kernel. We design an interaction
pattern where the user mainly uses sentences to guide the robot. However, he
can further enforce and enhance his command by pointing to a specific location.

We suppose that the commands are always between the robot and a well-
defined object, e.g., go in front of box number 1. For understanding these types of
sentences, we used the Concept-Action Grammar Generator (CAGG) [4] which,
given a text resulting from the speech-to-text process, returns the semantics of
the sentence through tags associated to specific keywords. Such association is
based on rules encoded on a Backus-Naur Form (BNF) grammar of the form:

<go> : <relation> <object>, (1)

where each identifier between angled brackets is associated to a specific set of
keywords to be matched in a sentence for obtaining the related semantic tag
(e.g., [front, 1]).

Moreover, through simple sentences is also possible to give other directives to
the robot, such as to mark the task done (when the interaction is complete), and
to reset the buffer (to clean the commands memory). These types of commands
are recognized through a different grammar that allows changes of the Command
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Logic state, as detailed:

<directive> : <go> | <reset> | <done>. (2)

Therefore, for recognizing a user sentence we use a hierarchy of grammars, where
Rule 2 is on the top layer and Rule 1 is evaluated only if the go directive is found.

Last but not the least, the motion caption system tracks the orientation of a
stick that the user holds in his hand (Fig. 1) while performing deictic gestures.
When the user performs a pointing gesture, we compute the intersection point
of the line generated by the stick orientation and the ground plane containing
the robot and objects. The robot is instructed to be near a point computed
as above. It is to be noted that pointing is typically a not precise source of
information, especially when the user is standing at a distance from the scene.
We thus consider the identified point in the ground to be qualitative as an explicit
spatial relation given through a spoken sentence (e.g., go near box 2 ). In other
words, the near spatial relation generated by a pointing gesture accounts for
non-negligible pointing errors by the user.

4 Spatial Reasoner

Within a workspace W ⊆ R2, we assign the robot goal position by maximizing
the qualitative fuzzy values represented in the landscape of possible target posi-
tions. For our use case, we divided the workspace into discretized rectangles of
equal size. For each unit rectangular element, we select the center point P as
its location. Thus, we have a set of possible locations {Pi, ∀i ∈ [1, n]} ⊂ W .
In this scenario, the fuzzy landscape M ⊂ R3 is a pertinence map that assigns
to each point in the workspace a fuzzy membership M(Pi) = μi ∈ [0, 1], which
represents how pertinent a location is with respect to all the spatial restrictions
contained in the robot’s memory. As we mentioned before, for each command
issued by the user, the system computes a fuzzy spatial kernel K ⊂ R3 which
represents the fuzzy membership of each point of the workspace for just for a
single command. Therefore, a generic kernel Kj embeds for each point of the
workspace, a fuzzy membership value Kj(Pi) = μji ∈ [0, 1], that describes its
pertinence for a single spatial relation, as shown in Fig. 3.

Fig. 3. Three fuzzy spatial kernels applied to the same object Oh (3b, 3a, and 3c) and
their conjunction, i.e., the pertinence map (3d).
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Given m commands in the robot memory, a set of B = {Kj , ∀j ∈ [1,m]}
kernels are generated. The system then computes an overall pertinence map
through fuzzy conjunctions considering the minimum value of the fuzzy mem-
bership among all kernels in B. This is done for each point Pi of the workspace.
Formally,

M(Pi) =
m⊗

j =1

Kj(Pi) = min
j∈B

(μji) , (3)

represents the fuzzy pertinence of the i-th point to satisfy all the m commands.
For example, Fig. 3d shows the intersection between relations (K1) left, (K2)

behind, and (K3) near, applied to the same object Oh located in the center of
the workspace. Brighter regions of the workspace indicate consistent locations
of a target point that respects all three given commands. Remarkably, with
this formalization, it is possible to see kernels as generic modules that repre-
sent the intersection of different spatial relations, applied in different contexts.
From a general perspective, all kernels can (i) represent fuzzy membership values
between 0 and 1, (ii) for each point of the workspace.

If we consider a robot that evaluates the pertinence map Mt(Pi) (containing
fuzzy membership values μt

i) for each time instance t when a new command is
issued, the computation of Eq. 3 can be simplified and evaluated as:

Mt+1(Pi) = Mt(Pi) ⊗ Km+1(Pi) = min
(
μt

i, μm+1,i

)
, (4)

which denotes a computation complexity of O(n) since it requires an element-to-
element comparison between two sets of size n. This assures reasoning scalability
because Eq. 4 computes the pertinence map in an incremental manner and its
computation cost does not increase with the size of commands in the robot
memory, but always remains constant if the workspace is fixed. Nevertheless,
with this approach, we lose information concerning previous instances in time.
Hence, backtracking to previous valid pertinence landscape (i.e., removing the
effects of Kj from Mt) remains an open issue.

In the pertinence landscape M, we can define a target position T∗ as a
location with high fuzzy value, formally:

T ∗ = argmax
Pi

M(Pi) ≡ {Pi : M(Pi) = μi → 1} ⊂ W . (5)

Unfortunately, for generic kernels, this problem is not well-posed since there
might exist many points with the same high pertinence value. Indeed, even if
in the referenced scenario we used simple kernels based on heuristics (discussed
in the next section), Fig. 3d shows more than one suitable target point with
sufficiently high fuzzy pertinence.

To address this issue and choose a quantitative target position T with a fuzzy
pertinence similar to T ∗, we used the randomized Monte Carlo simulation app-
roach introduced in Sect. 2. At the end of each q-th simulation, new randomized
locations Pi are evaluated. Among them, the point with the best pertinence is
elected the new target T q, iff it represents a more pertinent solution than the
one selected during the previous simulation, i.e., M(qt) > M(T q−1).
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5 Spatial Kernel

Figure 3b and a show the kernels used for commands left and behind respec-
tively. We adopt a simplification of the formalization proposed in [2], which
defines fuzzy pertinence of spatial relations between objects with a general shape.
In this work, we reason on the spatial relations in a scene having w point-like
objects Oh, i.e., a set of occupied locations {Oh, ∀h ∈ [1, w]} ⊂ W . Through a
command that satisfies Rule 1, the user specifies an object Oh and, if specific
relation are used (i.e., left, behind, right, and front), he or she specifies also an
orientation û. Thus, we posed

Kj(Pi) = max
(

0, 1 − 2
π

β

)
where β = arccos

#        »

OhPi · û

|| #        »

OhPi||
, (6)

where û represents a unit vector along direction of kernel orientation with respect
to a global frame x̂y fixed as in Fig. 1. Throughout the paper, our global ŷ axis
is always directed from south to north in the images of fuzzy landscapes.

The user orientation is fixed along the ŷ axis. The û direction is initially fixed
along the x̂ axis. Figure 3a shows the kernel representing the behind relation,
which is computed for û rotated anticlockwise by π

2 with respect to the x̂ axis.
Figure 3b shows the left relation, computed for û rotated by π. Consequently,
inverse relations such as front and right are computed for û rotated by 2

3π and
0 respectively. Remarkably, while we consider spatial relations between point-
like objects, we also describe their encompassing bounding box, and force all the
kernels to have μji = 0 for all Pi points within the w boxes.

The above kernel formulation cannot be used for representing a relation such
as near, since Eq. 6 does not take into account the distances between Pi and
Oh, but only the orientation of the connecting vector

#        »

OhPi. For representing a
spatial pertinence related to the distance between the object Oh and a possible
target point Pi, we used a Gaussian kernel (Fig. 3c) defined as

Kj(Pi) = e− A2

2σ2 where A = || #        »

OhPi||, (7)

where σ has been set as the width of the workspace divided by four; if W is
considered to represent a square space, σ =

√
n
4 .

Notably, the near restriction is the only relation of the referenced use case
associated with the pointing gesture. In particular, if the user pointed to a specific
location G ⊂ W in the ground, we merely apply the kernel in Eq. 7, centered in
G instead of the center of an object, i.e., Oh ≡ G.

6 Use Case

Figure 1 shows the scenario in which we test the system using a Miro robot [12]
that navigates in an squared workspace of 5.76m2 discretized into n = 576 unit
blocks of size 0.01m2. Within the workspace, four objects (identified through
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Fig. 4. Four different instructions based on two kernels (shown by columns), centered
in an object (enumerated boxes) or in a pointed location (purple cells). The third
row shows the initial and target position (yellow and red cells respectively), and the
followed path (green cells). (Color figure online)

an enumeration) are statically located in such a way to have the center in a
discretized position (i.e., Oh ≡ Pj ∀h ∈ [1, w]), and to occupy a given number
of cells (Figs. 4 and 5). A user looks at the scene and instructs the robot using
a microphone and a pointer. The global reference x̂y is fixed from the user’s
orientation, as shown in the figure.

We design an experimental script divided into three parts. Initially, we
explain to the user the types of sentences understood by the robot, and how
to perform valid pointing gestures. During the second phase, the user decides a
target point T ∗ (that we record) and begins instructing the robot to try to reach
that position. The test is performed again with a different target point before
moving on to the third phase, which is a repetition of the second phase, with
the difference being that T ∗ is imposed on the user by us. The navigation ends
when the user believes that the robot’s target position T is qualitatively close
enough to the intended location T ∗; in this case, he is supposed to issue a done
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Fig. 5. Two instructions given through three commands (shown by rows), where the
last column shows the robot navigation as in Fig. 4. (Color figure online)

command (Rule 2). The whole experiment took about half an hour. Here, we
present some preliminary results collected with five volunteers.

Figures 4 and 5 show some interesting behaviors of the robot when the mem-
ory buffer contained two and three commands respectively. Both figures show
the kernel independently, as well as their conjunction (i.e., the pertinence map),
in which we superimpose the path traversed by the robot. Particularly, Fig. 4c
shows the robot behavior in a case where the user said “Miro, go on the right
of box 3” (Fig. 4a)“and on the left of box 2 please” (Fig. 4b). In the second col-
umn, Fig. 4f shows the robot’s final location when the user said “go on the left
of box 2” and pointed to G, while Fig. 4i shows a solution found if the robot
is constrained to be on the right of O3 and close to O4. Figure 4l illustrates a
case where the conjunction of the user’s instructions was almost inconsistent.
Similarly, Fig. 5d demonstrates a case where the user later decided to provide a
relation concerning object O2 to move the robot more towards it, while remain-
ing on the left of O1, and on the right-hand side of O4. Finally, Fig. 5h presents a
scene where a pointing gesture is used to correct an erroneous previous instruc-
tion (near O3) given by the user which caused the robot to move to the north
of O3, while she actually intended to move the robot to the south of O3 (i.e.,
closer from her viewpoint).

During all the experiments (performed with a processor IntelR© CoreTM i5-
460M 2.53GHz and 4GB of memory), we compute Eq. 4 137 times with a buffer
size spanning in m ∈ [1, 9]. For each times we compute the pertinence map the
Spatial Reasoner spent 6±2 ms, while the Monte Carlo simulator (which had an
upper pertinence threshold of 0.95) spent 4 ± 2 ms for identifying a sufficiently
high value. The generation of the navigation path is one of the most expensive



An Architecture for Qualitative Robot Navigation 107

tasks, which lasts for 4789 ± 1958 ms. In accord with Eq. 4, the computation
where no affected by the number of commands and scales linearly with the
number of point in the workspace.

During the third phase of our experiments, we propose to the user some
target T ∗ complex enough to be described given the five supported relations and
the objects’ locations (such as the one perfectly reached in Fig. 5h). We observed
that the user spent time thinking about the correct command to issue (in average
40 ± 36 s). During all the experiments the robot memory was reset 34 times, in
average every 4 commands, and we computed M with m = 1 for 54 times, with
m equal to 2, 3, 4 for 39, 24, 12 times respectively, and with m ∈ [5, 9] less than
3 times. For all those maps, before to meet one of its terminating condition,
the Monte Carlo simulations retrieved a fuzzy pertinence value of 0.82 ± 0.17.
Particularly for the target points that the users tagged with a done command
(T ), we compute a distance of 0.080 ± 0.034 meters between that point and the
initially intended target position T ∗; reached with a fuzzy pertinence found by
Monte Carlo of 0.78 ± 0.20.

7 Conclusions

We presented a preliminary evaluation of a mobile robot that can locate itself
based on qualitative conjunctions of spatial relations concerning specific objects,
issued through speech-based and deictic commands. Our architecture relies on
fuzzy kernels that are used to represent a landscape indicating the pertinence
of each point of the workspace to satisfy a set of the qualitative commands
expressed by a user. We computed the robot position based on combinations
of kernels and Monte Carlo simulations, and we observed a real robot navigate
toward qualitative targets within a simplified scenario.

We described the scalability feature of our ROS-based architecture1, as well
as the modularity of its reasoning approach. We discussed the types of kernels
that can be adopted and evaluated for more complex interaction semantics and
modalities. In particular, we described its components and interfaces with the
aim of reusing them during further iterative development steps, toward a natural
interaction in real applications.

The current implementation is limited due to the fact that the representation
of the pointing gestures, the verbal commands and the objects orientation might
depend on the user interpretation. Moreover, similarly to navigation algorithms
based on potential fields, our approach relies on a one-to-one spatial mapping
between a fuzzy representation and the workspace. Therefore, the inclusion of
information which is not directly mappable to spatial semantics (e.g., voice vol-
ume) is an open issue in the reasoning process. Nevertheless, other interaction
modalities (e.g., based on gaze) can be supported by the adopted fuzzy reasoning
technique.

1 available at https://github.com/EmaroLab/mmodal teleop.

https://github.com/EmaroLab/mmodal_teleop
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Since the number of users is not adequate for evaluating the naturalness of
the interactions, we are currently collecting further data through more struc-
tured experiments. From a preliminary interaction assessment, we noted that
the presented kernels are not always exhaustive, especially if no other spatial
relations are included in the reasoning process, e.g., between, far, etc. Our future
objective is to design additional kernels and perception modules to be evaluated
through experiments involving the presented architecture.
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Abstract. We present a conversational system that aims at calcu-
lating the amount of consumed carbohydrates in a meal by diabetic
patients. Through a chat input, users can freely describe foods, which
are first semantically interpreted and then matched against a nutritionist
database for the final calculation of carbohydrates. Specific issues that
have been addressed include: large-scale food recognition in Italian, with-
out any restriction; interpretation of fuzzy quantities in relation to food
(e.g. a portion of, a dish of, etc.); exploitation of dialogue strategies to
revise system mis-interpretations and failures. CH1 integrates innovative
neural approaches to language interpretation with rule-based approaches
for ontology reasoning. In the paper we provide both experimental eval-
uations for the main components of the system, as well as qualitative
user tests.

Keywords: Conversational agents · Utterance interpretation
Neural models

1 Introduction

There is now a high expectation for a new generation of conversational systems
that are able to naturally interact and assist humans in a number of scenarios,
including virtual coaches, personal assistants and automatic help desks. How-
ever, replicating human conversation abilities requires technological progresses
which are still challenging. Recent research in this area addresses challenges
that include the realization of full end-to-end approaches (e.g. [3]), the capac-
ity to incorporate structured knowledge sources into neural architectures [7],
the use of zero-shot learning techniques to mitigate effort of domain portability
[4,14], and the use of transfer learning to exploit general knowledge for slot-
filling approaches [2]. This paper investigates the application of state-of-art tech-
nologies to a concrete task-oriented conversational scenario, and evaluate their
impact. We restrict our attention to scalable and portable approaches for the
interpretation of textual utterances.
c© Springer Nature Switzerland AG 2018
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The application scenario is provided by CH1, a conversational system that
aims at calculating the amount of carbohydrates consumed in a meal by diabetic
patients. Through a chat input, users can freely describe foods and the amount
eaten for each of them. Both foods and quantities are first semantically inter-
preted and then matched against a nutritionist database for the final calculation
of carbohydrates. An example of such interactions is provided in Table 1.

Table 1. An example of CH1 conversation.

CH1: Cosa hai mangiato nel tuo ultimo pasto?
(What did you eat in your last meal?)

USER: Canederli in brodo
(Soup with canederli)

CH1: Hai mangiato: canederli in brodo. Consulto ora il database
(You have eaten: soup with canederli. I am now consulting the database)

CH1: Non conosco i valori nutrizionali di canederli in brodo. Quale dei seguenti
cibi é il piú simile: canederli con pancetta; tortellini in brodo; canederli?
(I do not know the nutrition values for soup with canederli. Which of the
following foods are more similar: canederli with bacon; soup with
tortellini; canederli?)

USER: Canederli
(Canederli)

CH1: Quanti grammi di canederli hai mangiato?
(How many grams of canederli did you eat?)

USER: 150

CH1: Con il tuo pasto composto da 150 g di canederli hai assunto un totale di
63.97 grammi di carboidrati
(With your meal of 150 g of canederli you have assumed a total of 63.97
grams of carbohydrates)

CH1 aims at substituting the current procedure used by the patients, who,
through their mobile phone, have to send a message with their meals to a medical
doctor, who, in turn, has to calculate the amount of consumed carbohydrates.

2 The CH1 Conversational Agent

CH1 is a conversational agent based on OpenDial [5], an open-source, modular
platform for building spoken dialogue systems implemented in Java. CH1 is
based on four main components (see Fig. 1): (i) utterance interpretation, based
on a neural model for entity recognition; (ii) a dialogue manager, which defines
the behaviour of the system in response to certain user actions; (iii) an ontology
mapping component, which provides a mapping among the entities expressed in
the user utterance and the concepts of the domain Knowledge Base (e.g. food,
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Fig. 1. CH1 architecture.

quantities, as well as the amount of carbohydrates for unit of food); and (iv) a
component for utterance generation, based on templates.

Such components communicate among each others by accessing the content
of four OpenDial primitives: the user’s utterance, the user’s action, the system’s
action, and the system’s utterance. We now introduce the four components.

2.1 Utterance Interpretation

The Utterance Interpretation module is at the core of CH1, as it performs the
semantic interpretation of user’s utterance, recognizing entities and relations
and allowing users to interact with CH1 in a natural way. The module casts
utterance understanding as a sequence labelling task, identifying sequences of
tokens corresponding to the following five domain entity types:

– MEAL: indicates the occasion of meal, like breakfast, lunch, etc.
– FOOD : indicates the name of a single food, like smoked salmon, spaghetti

carbonara, etc.
– QUANTITY : indicates a quantity associated to a food, like a dish of, 80
grams of, etc.

– DRESSING : indicates the use of a dressing served for the food, like olive oil,
vinaigrette, etc.

– COURSE : indicated the course of a dish, like main course, appetizer, etc.

Entity names are labeled using the IOB (Inside-Outside-Beginning) notation
[12], as shown in Table 2. Lack of punctuation, improper use of grammars, lack
of capitalization for proper names, make this task even more challenging. On
top of this, in many cases quantities are not present for each food, and, even
when they are present they tend to be described in a fuzzy way (e.g. “un piatto
abbondante di”) that need a proper mapping onto precise weights.

Details about the neural model at the core of the CH1 approach, and about
the gazetteers used in our experiments, are provided, respectively, in Sects. 3 and
5.1.
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Table 2. IOB annotation of entities in a user utterance.

Pasta al pomodoro e grana , una fetta di formaggio

B-FOOD I-FOOD I-FOOD O B-DRESS O B-QUANT I-QUANT O B-FOOD

2.2 Dialogue Manager

CH1 is a task-oriented, mixed initiative, dialogue system. At each turn, the
dialogue manager selects the appropriate dialogue state among those defined
in the dialogue flow (see Fig. 4). The core user intent is to provide food and
quantities for which CH1 has to calculate carbohydrates. Additional intents allow
the user both to refine quantities, and to select candidate foods provided by
the mapping algorithm. Intent recognition is based on pre-defined templates, a
rather effective approach given the limited number of intents required by the
CH1 dialogue. The coverage of the templates is increased by using techniques
based on synthetic generation.

More details about the dialogue manager, as well as a complete dialogue
schema, are provided in Sect. 4.

2.3 Ontology Mapping and Domain KB

Once foods and quantities have been recognized, they need to be mapped onto a
food ontology for computing carbohydrates. Here, we briefly present the knowl-
edge component underlying CH1, providing an overview of the HeLiS ontology.
More details about the resolution of the mapping through dialogue are provided
in Sect. 4.2.

Fig. 2. The HeLiS ontology.

The main concepts of the HeLiS ontology are shown in Fig. 2 and are
organized in four main branches: (i) Food, (ii) Activity, (iii) Monitoring, and
(iv) User. Further details about the ontology are provided in [1] and online.1

1 http://w3id.org/helis.

http://w3id.org/helis
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The Food branch is responsible for modeling the instances macro-grouped under
the BasicFood and Recipe concepts. The former includes also Nutrients’ infor-
mation (carbohydrates, lipids, proteins, minerals, and vitamins). The latter is
used to describe complex dishes composition (such as Lasagna) through a list of
〈BasicFood, Quantity〉 pairs. The User branch contains the conceptualization
of user specific information. The goal is to enables the representation of users’
events that might be relevant for the dialogue, for instance to record amounts
of food consumed. Users’ events are represented via the Meal and Consumed-
Food concepts. The last concept is a reified relation, enriched with attributes for
representing the fact that a user consumed a specific quantity of a food.

The HeLiS ontology has been integrated within CH1 with the aim of going
beyond the mere access to the resource for informative purposes. So while CH1
can query the HeLiS ontology with 〈Food, Quantity〉 pairs to obtain the cor-
responding amount of carbohydrates, the User branch is also updated with the
current food and quantities for future interactions (e.g. the mapping of a fuzzy
quantity to a specific weight).

2.4 Utterance Generation

The utterance generation component is activated by the dialogue manager in
order to compose textual messages to be presented to the user. The component
makes use of a number of textual templates (instantiated using information
maintained in the dialogue states) in order to construct appropriate system’s
utterances, e.g. instructions about how to proceed, answers to user clarification
questions, greetings, etc.

3 Neural Utterance Interpretation Module

We are interested into approaches to entity recognition that make use of as lit-
tle training data as possible. In this perspective, our approach, called gazetteer
neural model, assumes that a small amount of annotated utterances is integrated
with features obtained from, possibly large, Gazetteers as additional knowledge
for each entity class. The intuition is that obtaining Gazetteers for a certain cat-
egory is typically cheaper than manually annotating sentences. However, con-
ventional approaches of gazetteer integration (e.g. single-token or multi-token
lookup), while effective for named entities, do not capture the complexity of
compositional entities, like for instance FOOD names. For this reason, we propose
to integrate two neural models: the first model considers entities in their context
of occurrence, and it is trained on traditional annotated data; the second model
considers entities out of their context, and it is trained on gazetteers. Then, the
second model, that we call NNg, is used as a feature by the first model, and com-
bined into a CRF layer (see Fig. 3). More specifically, the first model is based
on the NeuroNLP2 model presented in [6], while the second model is based on
the NNg classifier presented in [4]. We call the combined approach NeuroNLP2
+ NNg.
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The core of the NNg classifier is a 3-layer bidirectional LSTM, with 128 units
per layer and with a single dropout layer (with a dropout probability of 0.5),
between the third BLSTM and the output layer (a softmax layer). We used the
NNg last layer BLSTM output as a feature to be integrated in the NeuroNLP2
system through a fully connected layer, in order for the main model to better
learn how to use it. For NNg, a fully connected layer with 32 nodes and a ReLU
has been substituted to the original SoftMax layer (in red in Fig. 3).

Fig. 3. NeuroNLP combined with NNg.

4 Dialogue Structure

At every interaction turn the system tries to understand the user utterance,
extracting all the information directly related to the question and also any con-
textual information that can be used in subsequent steps of the dialogue or to
profile the user. For example, at the beginning of the conversation CH1 asks to
the user “What did you eat in your latest meal?” The expected answer involves
foods (the information needed to complete the task), but, as described in Sect. 3,
CH1 extracts also quantities, meals, dressings and courses (that are additional
information usable to profile the user or to have a more precise result).

Considering the schema in Fig. 4, we can see that when the user answers the
first question (“What did you eat in your latest meal?”) CH1 performs several
operations, including resolving fuzzy quantities and food mismatches.

4.1 Resolving Fuzzy Quantities

Since the amount of carbohydrates intake defines the quantity of insulin that a
diabetic user has to inject, a precise computation of the weight of each food eaten
by the user is needed. Analyzing the DPD dataset (see Sect. 5.1), we found that
in many cases users do not provide quantities for food, or, even when they are
provided, they tend to be represented as fuzzy concepts (e.g. “un piatto abbon-
dante di”). In order to properly query HeLiS, we need to map such quantities
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Fig. 4. The overall structure of the CH1 dialogue.

onto precise weights. One viable solution could be to map fuzzy quantities onto
prototypical weights; still, in our scenario we need to map them to the meaning
intended by each user (i.e. different users can have a different concept of “piatto
abbondante”). So, whenever a fuzzy quantity is detected the system asks for the
grams of that quantity. In order to enhance user experience, if the fuzzy quantity
was already encountered in previous dialogues with that user, the system asks
for the confirmation of the mapping that was already provided. In Table 3 we
provide a dialogue excerpt on how CH1 deals with fuzzy quantities in case they
where already used.

4.2 Resolving Food Mismatches

Food is a crucial type of entity to complete the CH1 task. However, recognizing
food expressions in user’s utterances and having a knowledge base entry for that

Table 3. A dialogue excerpt of CH1 handling a fuzzy quantity.

CH1: Cosa hai mangiato nel tuo ultimo pasto?

USER: un piatto abbondante di pasta al pomodoro

CH1: Hai mangiato: pasta al pomodoro - un piatto abbondante. Consulto ora il database

CH1: Posso considerare che ‘piatto abbondante’ corrisponda a 150 grammi, come al solito?

USER: S̀ı

. . .
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food is not always possible. In fact, although the entity recognition algorithm
can recognize a large variety of food expressions, these entities often are not
represented in the food KB (only 30% of the food entities of the DPD dataset are
present in the HeLiS ontology). As an example of the mapping problem, assuming
that the entity “pasta al ragù” has been recognized by the Neural Semantic
Interpretation, and that HeLiS contains the entity “pasta alla bolognese”, CH1
can not directly map the two entities and needs to find the best mapping for
“pasta al ragù”.

This task is far from being trivial. We decided to use an approach based on
semantic similarity, which selects the five most similar HeLiS entities to the food
entity recognized. CH1 then uses dialogue templates to ask the user if some of
them is similar to the food entity recognized. Although this strategy is reasonable
in most of the cases, there are specific situations in which this assumption is not
the best solution. For example the vegetarian version of a meat-based dish is
semantically similar to it (e.g. “pasta alla carbonara” and “pasta alla carbonara
vegetariana”), but from the nutrition point of view they differ significantly. To
extract the most similar entities we calculate the average vector (centroid) of the
vectors of the tokens that compose the food entity ; in the same way we calculate
the vectors of all the entities in HeLiS and we select the five with the higher cosine
similarity with the food entity vector. Some preliminary experiments shows that
using Glove [11] as word embedding performs slightly better than Word2Vec [8].

5 Experiments and Evaluation

In this Section we report and discuss the results obtained evaluating the CH1
utterance interpretation component on the DPD dataset.

5.1 Dataset

DPD – Diabetic Patients Diary2 – is a data set in Italian, made of diary entries
written by diabetic patients. Each day the patient has to annotate what s/he
eats in order to keep track of his/her dietary behavior. In this dataset, all entities
of type FOOD, MEAL, QUANTITY, DRESSING and COURSE have been manually anno-
tated by two annotators (inter-annotator agreement is 96.75 dice coefficient).
The dataset contains 1043 sentences, 4082 entities and 8878 tokens. Sentences in
the dataset have a telegraphic style, e.g. the main verb is often missing, substan-
tially resulting in a list of foods, often enriched with dressing and with quantities.
Table 4 reports counts about the five entity types annotated in DPD.

Gazetteers – Independently from the DPD dataset, we created one gazetteers
for each of the five entity types. In Table 5 we describe each gazetteer, reporting
its size in terms of number of entity names, the average length of the names (in
number of tokens), plus the length variability of such names (standard deviation,
2 The DPD corpus is freely distributed under a CC-BY license at http://hlt-nlp.fbk.

eu/technologies/dpd.

http://hlt-nlp.fbk.eu/technologies/dpd
http://hlt-nlp.fbk.eu/technologies/dpd
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Table 4. Count of entities in DPD according to the entity type.

#entities #unique

MEAL 14 8

FOOD 3254 974

QUANTITY 741 164

DRESSING 68 21

COURSE 5 5

SD). We also report additional metrics that try to grasp the complexity of entity
name in the gazetteer: (i) the normalized type-token ratio (TTR), as a rough
measure of how much lexical diversity there is for the nominal entities in a
gazetteer, see [13]; (ii) the ratio of type1 tokens, i.e. tokens that can appear
in the first position of an entity name but also in other positions, and type2
tokens, i.e. tokens appearing at the end and elsewhere; (iii) the ratio of entities
that contain another entity as sub-part of their name. With these measures
we are able to partially quantify how difficult it is to recognize the length of
an entity, how difficult is to individuate the boundaries of an entity (ratio of
type1 and type2 tokens), how much compositionality there is starting from basic
entities (i.e. how many new entities can be potentially constructed by adding
new tokens).

Table 5. Description of the gazetteers used in the experiments.

Gazetteer #entities #tokens length± SD TTR type1 (%) type2 (%) sub-entity (%)

MEAL 14 17 1.21± 0.41 - 14.29 07.14 07.14

FOOD 23472 83264 3.55± 1.87 0.75 17.22 22.97 11.27

QUANTITY 173 230 1.33± 0.47 0.69 06.20 10.85 10.98

DRESSING 49 104 2.12± 1.32 0.49 04.00 24.00 28.57

COURSE 10 13 1.30± 0.45 - 11.11 33.33 20.00

5.2 Experiments

In order to assess the performances of our approach on entity recognition (i.e.
the gazetteer neural model described in Sect. 3), we compared it with state of
art approaches, which are listed in this section.

CRF + Multi-token Gazetteer. Conditional Random Field (CRF) has been
proven to be among the more effective learning algorithm for sequence labelling.
We use the following features of the current token in a sequence: (i) lowercase
representation of the token, (ii) 3-characters prefix of the token, (iii) 3-characters
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suffix of the token, (iv) if the token is a digit, (v) if the token contains any digit,
(vi) if the token is a punctuation character, (vii) a gazetteer specific label (if the
consecutive tokens are present in two or more gazetteers, a new label is created
in order to represent the membership of those gazetteers combined). If the token
is not present in any of the gazetteers, a label representing the total exclusion
is used, (viii) the id of the embedding cluster that contains the token embed-
ding (the algorithm used is mini-batch K-mean searching for 500 clusters, the
embeddings are created from an Italian Wikipedia dump with the Glove model).

NeuroNLP2 No Gazetteers. This is the last Pytorch [10] implementation of the
Ma and Hovy [6] system.3 NeuroNLP2 reaches near state of the art performance
on named entity recognition for English. In this configuration, no gazetteer has
been used.

NeuroNLP2 + Single-token Gazetteer. This is NeuroNLP2 with additional fea-
tures considering the presence of a single token in the gazetteer, see for example
[9]. To do that, we extract the gazetteer vocabulary and we provide a Boolean
value to every token in the sentence, which indicates the presence or absence
of the token in the gazetteer. If the number of gazetteers in the domain is n,
corresponding to the number of entity classes, a single token takes a vector of
n-dimensions: if the vocabularies of the different gazetteers do not overlap this
is one-hot vector, otherwise we can have multiple positive dimensions.

NeuroNLP2 + Multi-token Gazetteer. The second approach uses the same fea-
ture space as the single-token method, but instead of checking the presence of a
single token in the gazetteer, it looks for the longest entity name in the gazetteer
contained in the sentence. If we consider the example in Table 2, “I would like
to order a salami pizza and two mozzarella cheese sandwiches”, and assume a
gazetteer for the class FOOD composed by two entries: mozzarella pizza, salami
sandwiches, with the multi-token approach none of the tokens would have the
gazetteer feature equal to true, while with the single token approach both moz-
zarella pizza, salami and sandwiches would have the presence set to true. This
technique provides more consistent usage of gazetteers, especially in case of noisy
entity names, although a possible drawback is a lack of generalization.

NeuroNLP2 + NN g Gazetteer. This is our approach, based on the NNg gazetteer
model integrated in NeuroNLP2, and described in Sect. 3.

In Table 6 we report the results on the DPD test-set after training the various
approaches using the train and dev partitions of the dataset. The experiments
are conducted using a 10-fold cross validation setup and the averaged results
are reported for each method. Additionally, in Table 7 we report the intersection
among entities in the various folds (i.e. how many entities in the test set can
be found in the training set or the gazetteers). These percentages are a rough
indicator of (i) how a perfect match baseline using gazetteers can perform, and
(ii) how much the NeuroNLP2 system can take advantage of already seen entities
during training phase.
3 https://github.com/XuezheMax/NeuroNLP2.

https://github.com/XuezheMax/NeuroNLP2
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Table 6. Results on DPD entity recognition. NNg trained only to recognize FOOD
labels. NeuroNLP2 + token and multi-token use gazetteer only for FOOD entities.

Approach Accuracy Precision Recall F-1

CRF + multi-token gazetteer 92.99 89.18 88.73 88.95

NeuroNLP2 no gazetteer 93.27 88.83 89.90 89.35

NeuroNLP2 + single token gazetteer 93.30 88.47 89.69 89.07

NeuroNLP2 + multi-token gazetteer 93.53 89.44 89.91 89.67

NeuroNLP2 + NNg gazetteer 93.49 89.68 89.94 89.80

Table 7. Entities overlap between various sets averaged across 10-fold setup. The
percentage refers to the count of entities in the test data set.

Total Overlap Unique overlap

Test ∩ Train Test ∩ Gaz Test ∩ Train Test ∩ Gaz

All Entity Types 79.90 47.88 66.75 36.13

FOOD Entity Only 78.39 51.48 64.88 38.22

Interestingly, while NeuroNLP2 is able to outperform the CRF approach,
adding the NNg output to the former boosts its performances, indicating that
the ability to represent the compositional nature of food names is fundamental
for a better recognition and segmentation of user’s input.

Finally, Table 8 shows the per category results of the NNg approach, showing
high robustness on the FOOD category.

Table 8. Results on DPD for NeuroNLP2+NNg over the five categories.

Entities Precision Recall F-1

MEAL 33.33 25.92 28.52

FOOD 88.85 89.97 89.40

QUANTITY 94.50 94.58 94.46

DRESSING 85.92 61.58 70.68

COURSE 00.00 00.00 00.00

6 Qualitative Evaluation

We also run a qualitative analysis of CH1 interactions with human users to
get a broader understanding of its functioning and of the perceived quality of
experience. This analysis was used both for improving the current version of the
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system and to get better insights on how to further develop it. The qualitative
evaluation has been performed in two ways:

Overall evaluation, using a questionnaire administered to 6 users (volun-
teers that used CH1 for some interactions) with the following questions:

– Which are the most useful aspects of CH1?
– Which are the less useful/intuitive aspects of CH1?
– Which aspects you wish were present in CH1?

In-line evaluation, giving to another group of 6 volunteers the possibility
to interact with CH1 and leave in-line comments (using a specific tag #COMMENT)
during the interaction so to signal the specific point of interest (either something
that was really appreciated or that was problematic according to the user).

With regard to the positive aspects, the answers pointed to easiness and
clarity of the agent, speed (in obtaining the desired information), precision in the
provided answers, the ability to remember previous foods/quantities provided by
the user. The possibility to use fuzzy quantities when a precise weight was not
known was also appreciated. Regarding problems that were signaled we found
a consistent issue in coverage of the DB (3 out of 6 in the questionnaire and
several in-line comments), and in general some suggestion to improve interaction.
Among these we find: (i) the final y/n question should include also the possibility
to directly input additional food, (ii) having an easier recovery strategy if a food
is not correctly recognized, (iii) having a ‘same food’ strategy to save interaction
turns (e.g. “risotto ai funghi” can be mapped to “risotto coi funghi” without
asking for confirmation) (iv) the ability to handle more fuzzy quantities.

In general this qualitative analysis clearly indicates that the overall structure
of the dialogue and the interaction is appreciated and that further work should
include refinement of the resources (Helis and quantities DB).

7 Conclusion and Future Work

We described CH1, a conversational system that aims at calculating the amount
of consumed carbohydrates in a meal by diabetic patients. Through a chat input,
users can freely describe foods, which are first semantically interpreted and then
matched against a nutritionist database for the final calculation of carbohy-
drates.

Experimental results on a corpus of real users utterances show that the neural
approach with the use of gazetteers outperforms simpler models. More specifi-
cally, we showed that nominal entities (food names in the DPD corpus) recog-
nition based on gazetteer features extracted by the NNg classifier are more sig-
nificant that conventional features based on presence-absence of tokens. As for
future work, we plan to carry on deeper investigation and experiments on the
entity mapping issue, trying to exploit linguistic features of entity names (e.g.
the semantic head of a nominal phrase).

Acknowledgments. This work has been partially supported by the AdeptMind schol-
arship. The authors thank the anonymous reviewers for their help and suggestions.
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Abstract. The technologies of communication, such as forums and
instant messaging, available in the social media platforms open to the
possibility to convey and express emotions and feelings, besides to facil-
itate interaction. Emotions and social relationships are often connected,
indeed, emotions and feelings can make the users favorable or reluc-
tant to socialize, as well, experiences of socialization can influence the
behaviors. Being personal, emotions and feelings can be crucial in the
dynamics of social communities, perhaps more than other elements, such
as events and multimedia items, because the individuals tend to interact
with the users with who have particular affinity or with who share sensa-
tions. In this paper we introduce the problem of tracking users who share
emotional behavior with other users. The proposed method relies on a
cyberspace based on emotional words extracted from social media posts.
It builds emotional trajectories as sequences of points of the cyberspace
characterized by highly similar emotions. We show the viability of the
method on Twitter data and provide a quantitative evaluation and qual-
itative considerations.

1 Introduction

The widespread of social media has been one the main contributors to stimulate
the formation of new forms of collectives. Individuals overcome the diffidence to
establish face-to-face relationships with new modalities of interaction based on
online boards, forums and chats. The communication language becomes essen-
tially textual, but this does not obstacle the individuals to convey typical verbal
expressions, feelings and emotions. Interactions and emotions are therefore inter-
related and inherently variable. The emotional state of an individual can change
because of the interaction with others, as well as personal sensations and expe-
riences can limit the use of social media platforms and can even change the
relationships with users with who there is already interaction. Relationships and
emotions can be also co-active [7], in the sense that, at the same time, indi-
viduals can have affinity with someone and aversion with some others. Thus,
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it emerges that the study of the emotions and feelings can play a relevant role
in the dynamics of the social communities, especially because, being personal
and intimate, emotional affinities can guide the individuals in the choice of the
users with who socialize and communities to follow. Technologies able to carry
on this study can turn out to be useful in the development of online communi-
ties platforms, cyber-bullying monitoring systems and social media campaigns
services.

In this paper, we introduce the problem of following the evolution of the
emotions manifested by micro-blogging posts. However, studying the behavior
of single individuals could not be particularly effective and not informative for
the analysis of collectives, while it seems promising [6] to consider the collectives
for first and then examine an individual in depth. Thus, we propose to track
emotions expressed by the users over time and build collectives on the basis of
similar emotions. To do that, we could group users with analogous emotional
states, but this would disregard possible interactions, therefore, we consider the
simplest form of interaction, that is, a pair of users. Thus, collectives are built
by grouping pairs of users with similar changes of the emotional states. The
analysis of the pairs may provide evidence of the existence of interactions, while
the analysis of the pairwise changes may be evidence of the correlation between
interactions and emotions.

The computational solution relies on a cyberspace in which the emotions of
pair of users are moving around. The cyberspace is built by processing micro-
blogging posts through natural language processing technologies. The emotional
trajectories are determined as sequences of pairwise points of the cyberspace
characterized by highly similar emotions. This perspective revises the idea of
concrete objects (e.g., vehicles or pedestrians) that move in a physical space
and form trajectories, which often are the subject of analysis of many studies in
trajectory mining. We evaluate the viability of the method on Twitter messages
in English and provide quantitative results and qualitative insights.

2 Basics

The notion of cyberspace follows the one of physical space, in which objects
move around and produce sequences of geo-referenced positions. In this work,
the cyberspace is structured in two levels, termed as posting-space and feature-
space. The posting-space has three dimensions, two are associated to two
main classes of emotions, positive emotions and negative emotions, respec-
tively, while the third one corresponds to a discrete time axis. We denote as
p(u) : 〈(p1, τ1), (p2, τ2), . . . , (pm, τm)〉 a succession of points associated to the
user u in the posting-space (pi ∈ R2 is the emotional point at the time-instant
τi of the user u). The posting-space describes only punctual information on the
emotions, whilst we are interested in representing interactions and emotions.
This is the reason why we introduce a level of cyberspace upon the posting-
space. The feature-space has four dimensions, three dimensions are associated
to three new features, while the fourth one correspond to interval-based time
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axis: each four-dimensional point refers to a pair of users observed in two con-
secutive time-instants. The three new features are specifically defined to cap-
ture the interactions and emotions of pairs of users and therefore describe
the interaction of two users and emotions they express over two consecutive
time-instants. In particular, a feature maps the points of two users ur and
us, observed at the time instants 〈τi, τi+1〉, into a numeric value zl (formally
Fl|〈τi,τi+1〉(p(ur), p(us)) → zl). In the following, we report a description of the
features:

– Emotional Displacement. This feature is introduced to describe the emo-
tional variability of two users over time and, more precisely, denotes the
quantity of emotional cyberspace covered by two users over the two time-
instants 〈τi, τi+1〉. We determine it as the Euclidean distance computed on
the two middle points that the users draw in two time-instants respectively
(see Fig. 1(a)). The feature has values in the range (0,

√
2]. Intuitively, the

larger the greater variation of the emotions of the pair, compared to the past.
– Emotional Distance. This feature is introduced to describe the emotional

difference of two users u and v in the time-instants 〈τi, τi+1〉. We compute
it as the distance between the two angles formed on the straight lines (each
drawn on the two points of an user) and positive axis (see Fig. 1(b), Emotional
Distance is θv–θu). The feature has vablues in the range [0,90]. Intuitively,
the larger, the closer a user is to the positive (the other user is approaching
the negative).

– Emotional Ratio. This feature is introduced to describe the divergence of two
users and, more precisely, denotes the variation of the inter-distance over
two time instants 〈τi, τi+1〉. We compute it as the ratio between the two
inter-distances, that is, the Euclidean distance between the two points at the
second time instant τi+1, divided by the Euclidean distance between the two
points at the first time instant τi (see Fig. 1(c), Emotional Ratio δi+1/δi). The
feature has values in the range (0,+∞). Intuitively, the larger the greater the
divergence.

In the following, we introduce notions necessary to define the concept of emo-
tional trajectory.

Fig. 1. Representation of the posting-space (positive, negative and time) and compu-
tation of the features.
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A Pair Set G = {(ur,R) | ur /∈ R} is a set of pairs that have one user in common
(ur).

Definition 1. [Pair Cluster] Let G be a pair set, [zllower
, zlupper

] be a value
range for the feature Fl, 1(·) be an indicator function which, when applied to Fl,
returns true if the argument falls in [zllower

, zlupper
], false otherwise: G is a pair

cluster iff there exist time-instants τi s.t. ∀(ur, us) ∈ G the indicator function
1(Fl|〈τi,τi+1〉(p(ur), p(us))) returns true.

Intuitively, a pair cluster (PC) comprises all the pairs for which the values
of the feature Fl fall in the same range.

A pair cluster is refined by the concept of a similarity-based pair cluster
(SPC) as follows:

Definition 2. [Similarity-based Pair Cluster] Let G be a pair set, [zllower
,

zlupper
] be a value range for the feature Fl, 1(·, ·) be an indicator function which,

when applied to Fl, returns true if the two arguments fall in [zllower
, zlupper

],
false otherwise: G is a similarity-based pair cluster iff there exists a sequence
of time-instants 〈τi, τi+1, . . . , τh, τh+1〉 s.t. ∀(ur, us), (ur, ut) ∈ G, the indicator
function 1

(
Fl|〈τj ,τj+1〉(p(ur), p(us)), Fl|〈τj ,τj+1〉(p(ur), p(ut))

)
returns true (τj =

τi, . . . , τh), for all the three features Fl.

Intuitively, a similarity-based pair cluster (SPC) comprises all the pairs for
which the values of the three features fall in three ranges respectively over a
sequence of consecutive time-instants. It is worth of noting that a pair set cannot
be involved in more than one SPC simultaneously, therefore the pairs of a SPC
cannot have at the same time-instants different ranges of a feature, while a subset
of the pair set can be involved in others SPCs since they can have different
emotional behaviour with other users.

Definition 3. [Emotional Trajectory] A collection E of similarity-based pair
clusters is an emotional trajectory iff the relative pair sets are identical.

An emotional trajectory (ET) is centered on one user (the user ur of the pair
set) and combines it with other users, resulting in a collective of pairs having
similar emotional behaviors. Not all the ETs are interesting, but only those with
a number of users greater than a minimum threshold (minU) and a distance
between time-instants smaller than a maximum threshold (maxT ).

3 The Computational Solution

The computational solution to discover ETs adapts a method we originally
designed for moving objects [13] to the case of microblogging users. It has two
main modules. The first module processes micro-blogging posts and projects
posts into the cyberspace. The second module relies on a hierarchical cluster-
ing algorithm working on the points projected in the cyberspace. The clustering
algorithm outputs similarity-based pair clusters, which are combined together
to discover valid ETs.
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3.1 Projection of Microblogging Posts into Cyberspace

As said, the cyberspace is the structured in two levels. The posting-space is
used to account for the presence of positive and negative emotions in the micro-
blogging posts. The distinction in positive and negative is not novel and has
been encoded in the lexical database WordnetAffect [21], in which positive and
negative are affective labels to which are associated synsets (sets of synonyms)
respectively.

To recognize emotions two main alternatives can be found in the literature
[11,20], (i) language processing approach and (ii) machine learning. The first
approach relies on lexical resources and spots emotional key-words in the text,
while the second approach asks for more, in that it needs a tagged corpus to
derive a model, which is then used to classify an untagged corpus. The per-
formance of such model strongly depends on the quality of the tagged corpus,
indeed it should have well-formatted and correctly written sentences, which is
a condition very difficult to guarantee in the social textual corpora, such as
micro-blogging posts, often characterized by typos and abbreviations. More-
over, the use of machine learning algorithms would force us to handle only
qualitative-categorical information by overlooking that quantitative-numerical.
Indeed, supervised classifiers address the emotion recognition by mapping a sen-
tence into a categorical item, that is, a emotion label, which neglects the presence
of multiple emotions in the same sentence or the will of an user to emphasize
specific emotions (for instance, by repeating different emotional words). These
are the reasons why we adopt a language processing approach.

In this work, we detect emotions by spotting emotional key-words associated
to the synsets corresponding to the categories positive and negative in Word-
netAffect. The mentions are then used to quantify the presence of emotions in
the posts. More precisely, we consider the relative frequency of the positive (neg-
ative) emotions for an user and compute it as the number of the occurrences of
the key-words out of the number of messages authored by the user and posted in
a pre-determined time-interval. If a message has more emotional key-words, it is
counted just as many. Procedurally, for each noun, verb, adverbs and adjective
appearing in the text, we first search for the synsets in the database Word-
netAffect by using the lemmatized form and pos-tagging annotation, then, we
take the emotion category associated to the synset. In the case the word has
more synsets, we consider the most frequent synset, according to the ordering
computed in WordNet.

The first component of the proposal builds also the temporal dimen-
sion of the posting-space, in which the time-instants are equally spaced.
In particular, it maps a time-interval (from the temporal dimension of the
posts) into a time-instant of the posting-space. For instance, the time-
intervals [Sept 9th 2012,Sept 11th 2012] and [Sept 12th 2012,Sept 14th 2012]
are mapped into two consecutive time-instants τi and τi+1. This way, a point of
the posting-space denotes an aggregation of the posts authored by an user and
published in a time-interval.
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Once the temporal dimension has been built and the relative frequencies of
the emotions have been computed, the points of the posting-space are generated
and mapped into the feature-space by using the features introduced in Sect. 2.
The time-instants of the feature-space are not overlapped, that is, there are no
points with a time-instant in common (〈τi, τi+1〉 and 〈τi+1, τi+2〉).

3.2 Tracking Emotional Trajectories

The second module is in charge of discovering ETs from the fourth-dimensional
points of the feature-space. It should be noted that those points depict the
smallest form of interaction (two users) over the shortest time-interval (two
consecutive time-instants). This gives us some hints on how designing the method
for the second module. Starting from the consideration that a ET involves more
than two users and that may cover more than two time-instants, the key idea is
to consider the points of the feature-space as building blocks and build valid ETs
by grouping the points and combining together these groups along the time axis.
To do this, we first find out pair clusters (PCs), then generate similarity-based
pair clusters (SPCs) and finally build the ETs from SPCs.

Clustering Pairs of Users. To find out PCs, we propose a hierarchical clus-
tering algorithm that groups points based on the similarity of the three features.
It does not rely on costly functions of distance, as instead many clustering algo-
rithms do, but decides the membership of an element to a cluster by means of
a test performed on the values of the features, which requires less computation.
The algorithm resorts to the principle of decision trees, traditionally used for
predictive tasks, and induces a tree-like structure from the points of the feature-
space. In the following, we describe the structure of the tree, while later on we
explain the procedure.

The nodes of the tree are associated to subsets of points: the points contained
in the root have similarity with respect to one feature, while the points contained
in the leaves have similarity with respect to all the three features. An internal
node is characterized by (i) a feature, (ii) a pair cluster L (Definition 1), (iii)
a threshold value c (whose range is included in the co-domain of the feature).
Moreover, an internal node is connected to other nodes by means of two-way
branches. A branch goes from a “starting node” to an “ending node” and encodes
the clustering function through a test of the threshold value c against the values
of the feature of the points contained in the starting node. More precisely, a
branch guides a subset of the pairs of the PC of the starting node towards the
ending node, that is, the set of the points that satisfy the test. Thus, the points
of an ending node represent the pair of users (ur, us) for which the indicator
function 1(·, ·) is true for the associated feature. The feature we assign to a node
is selected with a criteria based on the (dis)similarity of the points reaching the
node. More precisely, we select the feature that maximizes the reduction between
the dissimilarity computed on the points of the node and dissimilarity of two
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subsets, as formulated in the following

DissReduction = σ2(L)F − σ2(left)F ∗ |left| + σ2(right)F ∗ |right|
|L| , (1)

where σ2(L)F (σ2(left)F , σ2(right)F ) is the dissimilarity computed on the val-
ues of the feature F for the points of L (left, right), which is defined as

σ2(L) =
n∑

i=1

pi ∗ (vi − v̄)2, where, vi(i = 1 . . . n) are the values of the feature

F in the set L, pi is the probability of observing vi in L and v̄ is the mean of
the values v1, . . . , vn.

Procedurally, the tree is built by means of an algorithm that recursively
splits the initial set of the points into subsets of decreasing size. The algorithm
starts from the root (which contains the complete set of the points) and, moving
downwards, creates new (ending) nodes, to which assigns subsets of the points
of the previously created (starting) node. The ending nodes of an execution
of the algorithm become the starting nodes of next execution. More precisely,
after having appended new nodes to the tree, the algorithm examines one node
at a time. It builds two-by-two subsets of points for each feature, but takes
only those that maximize the dissimilarity reduction DissReduction (Eq. 1).
The selected subsets are identified by a threshold value, which splits the values
of the feature in two ranges. Thus, one subset covers one range and comprises
the points whose values of the feature fall in that range (Definitions 1 and 2).
The recursive procedure terminates when the initial dissimilarity (computed
on the root) has been reduced for the features by a factor fixed by the user
(required reduction ∈ [0, 1]) or when all the leaves have a number of pairs of
users smaller than the square of minU . In the latter case, the tree might not
have all the features.

Discovering Emotional Trajectories. To discover ETs we should use
similarity-based pair clusters (Definition 3). These can be sought in the leaves of
the tree before built. Indeed, by the effect of the dissimilarity reduction (Eq. 1),
the features of the points of the leaves fall in the same value ranges, compared
to the features of the points of the internal nodes. Procedurally, we search for
SPCs in each leaf by gathering the three elements of an SPC, that is, (i) pair sets
(pairwise users), (ii) ranges of the features [zllower

, zlupper
] and (iii) sequences of

time-instants 〈τi, τi+1, . . . , τh, τh+1〉. We first group the points of a leaf by pair
sets (that is, pairs having an user in common) and then select the ranges of the
features and sequences of the time-instants. The ranges are obtained from the
tree by following the path from the leaf upwards the root and taking the list
of the features and relative ranges. The sequences of time-instants are obtained
by taking the time-instants associated to the points of the pair set. It is worth
of noting that the SPCs are maximal, thus there are no two SPCs which are
contained in each other and which contain the same points. The discovery of
an ET is completed with an operation that takes SPCs, with the same pair set,
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from different leaves and sorts the corresponding time-instants by increasing
order. Not all the SPCs are considered, but only those that satisfy the threshold
of the minimum number of users minU and maximal gap between consecutive
time-instants maxT .

4 Experimental Evaluation

The proposed computational solution has been applied to microblogging posts of
the Twitter platform. The original dataset concerns the 2012 U.S. Presidential
Election and collects tweets posted between August 1, 2012 and November 6,
2012 that mention the words “Obama” and/or “Romney”1. We considered an
excerpt that covers the period November 1, 2012 – November 5, 2012. For each
tweet, we took the text of the tweet, time-stamp when the message was written
and nickname of the author, then we removed URLs, emoticons and hash-tags,
discarded messages that had only social tagging and no textual content. Finally,
we kept the tweets that were longer than 35 chars. The working dataset has
a daily average of almost 47000 tweets (standard deviation equal to 48461),
comprises almost 236.000 tweets and almost 117.000 users.

Experiments were performed at the different widths of the time-intervals in
which the posts were aggregated. Considering that the dataset covers a time-
duration of 124 h we chose the values of 30, 60, 120, 240 min. The threshold
maxT was triple times the value of the time-interval width, therefore 90, 180,
360, 720 min, while the threshold minU was manually tuned.

Empirical comparisons were conducted with the algorithm TRACLUS orig-
inally designed for clustering physical trajectories [9]. The algorithm partitions
sequences of points into a set of line segments at characteristic points, and then,
groups similar line segments in a dense region (cluster). Further details can
be found in [9]. The specific parameters of TRACLUS were configured as indi-
cated by the implementation available at the link http://dm.kaist.ac.kr/jaegil/#
Publications. As to the comparison, we do not force TRACLUS to work on the
feature-space, which would represent an environment different from its original
one, but we applied it to the points of the posting-space, which, like those of the
physical space, have two coordinates (positive and negative axis). The results of
the two solutions were evaluated with a cluster-based validation measure, Sil-
houette index [19], which estimates the similarity of an object with respect to
the objects of the same cluster compared to the objects of other clusters. In
the case of the ETs, an object corresponds to an emotional trajectory, that is,
points of a pair of users over the feature-space, while, for TRACLUS, an object
corresponds to the points of an user over the posting-space. For the ETs, the
Silhouette index was computed as average of the values on the SPCs used in the
ETs.

1 The corpora was downloaded on January 2018 from the link https://old.datahub.
io/dataset/twitter-2012-presidential-election/resource/9bb14d78-9519-459a-9fad-
e630e3e9a0a1.

http://dm.kaist.ac.kr/jaegil/#Publications
http://dm.kaist.ac.kr/jaegil/#Publications
https://old.datahub.io/dataset/twitter-2012-presidential-election/resource/9bb14d78-9519-459a-9fad-e630e3e9a0a1
https://old.datahub.io/dataset/twitter-2012-presidential-election/resource/9bb14d78-9519-459a-9fad-e630e3e9a0a1
https://old.datahub.io/dataset/twitter-2012-presidential-election/resource/9bb14d78-9519-459a-9fad-e630e3e9a0a1
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In Fig. 2a, we report the plots representing the influence of the time-interval
width on the number of ETs and on the number of users involved in the ETs.
The first observation concerns the smaller set of ETs we have at lowest width
(30 min). This can be mainly attributed to the sparseness of the occurrences of
the emotional words and therefore to the sparseness of the points of the posting-
space, which does not ease the construction of highly similar features. This may
indicate an attitude of the users, in the context of the examined dataset, to
convey emotions with a timing greater than half hour. On the contrary, we see a
relatively larger number of ETs when the width is 60 and 120, which is reasonably
due to a more dense distribution of emotional words, denoting a behaviour of
the users to write posts with emotive content on a hourly/two hourly basis. This
consideration is strengthened by the results of width 240 min, where the ETs
decrease because the posting-space is not able to account for local frequencies
and therefore the differences of the distribution of the positive and negative
emotions are smaller, with the result to have less ETs but with more users, as
compared to the previous cases. The values of the Silhouette index (Fig. 2b)
confirm these considerations. We see highly cohesive ETs (high similarity of the
features) especially at the width 60 and 120 min, while, there is a reduction at
widest time-intervals, although the separability is generally good.

In Fig. 3a, we report the plots representing the influence of the minimum
required number of users. The number of the ETs decrease when minU grows
because we require that a higher number of users keep similar features, which
is more difficult to obtain compared to when minU is smaller. It should be also
noted that there are no substantial changes under the value of 200, while we see
less ETs around to 400 users, which may be an indication of a phenomenon of
concentration of the users around a set of fairly distinct emotional behaviours,
each comprising at least 400 users.

The comparison with the clusters discovered by TRACLUS deserves some
considerations. The number of ETs is smaller than the clusters by an algorithmic
choice. The algorithm TRACLUS does not work on the temporal discontinuity,
therefore, the clusters do not admit a temporal gap and cover uninterrupted
sequences of time-instants, which generally are shorter than the sequences of the
ETs. On the contrary, our proposal admits temporal discontinuity and generates
sequences of time-instants that include temporal gaps and that, consequently,
cover the temporal extent of the clusters of TRACLUS. The same reason explains
the difference of the two algorithms, more evident in Fig. 3b. In terms of the Sil-
houette index values: although discovered in different time-intervals, the clusters
of TRACLUS can have large similarity and consequently low separability, which
leads to high variability of the emotional behaviors of the users and small sig-
nificance of the results.

In Fig. 4, we report the plots representing the distribution of the ETs over
the quartiles generated on the number of users, along the days of the dataset.
We observe a quite uniform distribution of the ETs, especially in the first day,
denoting the heterogeneity of the emotional behaviours of the users. On the
contrary, on the last day, we observe the reduction of the ETs having few users
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and growth of the ETs having many users. This mirrors the concentration of
emotional profiles in a few and well distinct trajectories.

Fig. 2. Results produced at different values of the time-interval widths (minU = 50,
maxT = 3 * time-interval width). (a) Number of ETs compared to the number of clus-
ters. (b) Evaluation of the ETs and clusters in terms of Silhouette index.

Fig. 3. Results produced at different values of minimum threshold of the users
(width = 60, maxT = 3 * time-interval width). (a) Number of ETs compared to the
number of clusters. (b) Evaluation of the ETs and clusters in terms of Silhouette
index.

5 Related Works

The studies of the emotions and of the interactions as reaction to the emotional
factors find large literature in the Sociology and Psychology, but, with the spread
of social media, they embrace also the interest of computer scientists [3,18].
A substantial research stream focuses on the correlation between emotions in
micro-blogging and social events discussed on the microblogs [22], while the
time-variability is an aspect of the emotions that only recently has attracted
interests. The work proposed in [2] uses descriptive statistics for a temporal
analysis aiming at quantifying the intensity of the basic emotions and recognizing
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Fig. 4. Distribution of the ETs over the quartiles generated on the number of users.

different types of users. The study proposed in [6] investigates the reactivity of
the users of instant messaging in comparison to persistent communication, in
order to capture the real-time interactions between users. They provide an agent-
based model of emotional interaction which works on the power-law distribution
of the communication activity of the users. The agent recovers patterns based
on user activity and emotions in chat rooms. However, this does not guarantee
the identification of users with similar emotions, which is one of the purpose
of the current work. In [5] the authors propose a simulation model used for
predicting behaviours in online chat. They describe an agent-based simulation
of the emotional interaction online of individuals by using automatic annotation
of the affective content of exchanged messages. In [23] the method explores the
correlation between emotion subjectivity and topics discussed in the posts. They
first extract subjective corpora and then track the evolution of the emotions
with respect to sub-topics. A similar problem is investigated in [24] through
a time-aware topic modeling method. They combine two probabilistic models,
one to represent the evolutions of the topics and the other one to represent the
evolutions of the emotions in a state space. In [10], the authors use socialization
measures to estimate the quantify the emotions expressed in the tweets posted
from a geographic area, social connections and demographics. Similarly, in [8]
there is a probabilistic model to capture semantically coherent regions where
people post messages with similar topics. The model infers parameters used for
an Expectation maximization algorithm finalized to discover sequences of such
regions. The approach described in [1] represents one of the few studies on the
evolution of the emotions on social media. It combines structured learning and
lexicon acquisition to track the dynamics of sentiment-based lexicon on Twitter.

6 Conclusions

In this paper, we have introduced the novel problem to analyze the evolving
nature of the emotions, which can be collocated at the intersection among soci-
ology, psychology and computer science. We have proposed a method which
sees emotions as collectors of individuals and which, consequently, attributes an
evolving nature to such collectives. The collectives are not the representation of
actual interactions happened in the social media, but indicate the presence of
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interactions on the basis of similar emotional behaviors. The proposed method
first exploits a representational mechanism to elicit emotions from social media
texts and then builds collectives by grouping individuals with similar evolutions.
The application to the Twitter posts reveals the sensitivity of the method to
the temporal basis used in the analysis: we have significant emotional behaviors
when the analyze groups individuals on hourly basis rather than longer time-
durations. Although we have considered two main categories of emotions, the
use of a more fine-grained scale (for instance, the Ekman’s model [4]) would
require the adaptation of the posting-space only. Indeed, it should have a num-
ber of dimensions equal to the number of categories. No modification is instead
necessary to the lexical resources (the database WordnetAffect has already a
refined categorization of emotions), feature-space and algorithm of discovery of
ETs. As future work, we intend to investigate different research directions: (i)
extraction of emotion-based relationships between users [14,15], (ii) study of the
temporal association/correlation among emotions [12,17] and (iii) detection of
periodicities in the emotional states of the microblogging users [16].
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Abstract. Business process modelling languages allow to capture busi-
ness processes by embracing different paradigms, emphasising differ-
ent business process elements or characteristics and exploiting differ-
ent graphical notations. In the literature, several definitions of business
process have been proposed which define business processes in terms of
(some of) their components and participants. While some of these com-
ponents, for instance activities or data objects, have been analysed from
different perspectives and play a relevant part in the graphical design of a
business process model, other relevant components remain in a shadowy
area as they do not typically appear in the graphical design of a business
process model nor in the annexed documentation. Typical examples of
these shadowy elements are business process goals. As a result, while it
is extremely clear and well agreed that business processes realise a busi-
ness goal, it is somehow more difficult to state exactly what this business
goal is, or if this business goal is unique. In this paper, we carry on an
analysis of business process goals tailored to propose a classification of
different types of goals that pertain to a business process.

1 Introduction

Business process modelling (BPM) notations support the graphical representa-
tion of business process-relevant entities and their interplay by following different
modelling paradigms (e.g., imperative vs declarative) at different levels of for-
mality (descriptive vs precise formal semantics).

Despite the wide literature on execution semantics and on the comparison
between graphical elements of different languages [13,16,18,26], and the numer-
ous definitions of what a business process is (see e.g., [7,12,15,30]), the BPM
community still lacks a robust ontological characterisation of the entities involved
in process models1 and, even more importantly, of the very notion of business
process.

1 We will interchangeably use the notions of “process model” and “process diagram”.
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Acknowledging this lack of a robust ontological characterisation, some efforts
have been devoted to fill this vacuum. For example, [24] provides an ontological
analysis of BPMN activities and events. More recently, Adamo and colleagues
[2] explored the “arrow” element in business process diagrams, illustrating the
different types of ontological dependences between activities it can represent,
besides the well known activity execution order within the process control flow.
With the work described in [1] we have started enlarging the set of process models
entities involved in the ontological investigation, in particular by including in the
analysis not only the behavioural entities but also typical process participants
such as data objects, actors, and so on.

In this paper we take a step forward by investigating a special notion in the
definition of business processes, that is, the notion of (business) process goal.
Differently from other notions typically mentioned in the definitions of business
process, such as activity, input/output, or organisation, the notion of goal lacks
a graphical representation in most of the popular business process modelling
notations available to date.2 As a consequence, the link between goals and busi-
ness processes remains often implicit, with the risk of slipping into a paradoxical
situation: on the one hand, it is said to be central to the definition of business
processes; on the other hand, it is treated as external to the process itself, its
reading and explanation. Thus, differently from what happens, e.g., in software
development, where goal-oriented methodologies have heavily contributed to the
development of the field of requirement engineering, goals rarely appear as first
class citizens in business process modelling methodologies, while implicitly (and
often heavily) influencing the way a process is designed.

The purpose of the paper is to tackle the above paradox by offering a first
investigation of the notion (or the notions) of goal in the business process con-
text, by providing a first classification of types of goals and their relationship
with typical process participants that will hopefully contribute to the ontolog-
ical foundations of BPM and to methodologies for business process design and
modelling.

The paper is structured as follows. Section 2 presents a scenario that we use to
ground the presentation. Section 3 reviews the definitions of business process and
goal present in the literature, while Sect. 4 provides an analysis of the different
types of goals and their relationship with typical process participants, which
constitutes the main body of the paper. The paper ends with related works
(Sect. 5) and concluding remarks (Sect. 6).

2 A Motivating Scenario

Consider the generation process of the fiscal code for a newborn in an Italian
hospital. Regardless of how the process is carried out, we can say that the overall
primary process goal, or the reason to exist, of this process is the generation and
association of a unique fiscal code to each newborn (and no one else). Thus, the
2 Exceptions can be found in some versions of EPC, the ARIS modelling language

[25], and in the Guard-Stage Milestone (GSM) notation [14].



On the Notion of Goal in Business Process Models 141

Fig. 1. Birth management process

process is characterised by a well defined input (the presence of a newborn in a
hospital) and a well defined output (the state of the world in which this newborn
is associated to a fiscal code).

The diagram of Fig. 1 shows the process model (represented in the BPMN
2.0 [21] notation) describing (a simplified3 version of) the generation of a new-
born’s fiscal code in an Italian hospital. The process starts with the obstetri-
cian producing a (required) birth certificate, which is given to the parents who
present it at the municipality. The municipality registers the request, optionally
generates a proposed fiscal code, and then sends the request (possibly with the
tentative fiscal code) to the (national) SAIA information system managed by
a specific branch of the Home Office. SAIA checks the request and generates
or validates the fiscal code before returning it to the municipality which then
generates the card for the newborn.

The diagram of Fig. 1 depicts a process that, given the expected initial state,
leads to realise the goal expressed above. Indeed, it starts with a well defined
input of an obstetrician delivering a newborn and describes how to bring about
a state of the world in which this newborn is associated with a fiscal code.
Nonetheless, the gap between the primary process goal and this (simplified, yet
articulated) process representation is huge. Is the primary process goal depicted
above the only motivation for the process to be organised in this way? Are there

3 We omit here several variants such as the registration directly at the hospital.
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further factors (and therefore goals) that we need to explicitly take into account
when we talk about the goals of a business process?

A first observation we can make concerns the relation/distinction between the
primary process goal and the richer final state (output) of the process itself. As a
simple example, often business processes do not terminate with the achievement
of the desired state of the world, but carry on additional steps. In the scenario
of Fig. 1, for example, the process terminates with the communication of the
fiscal code to the newborn (parents). Analogously, a typical representation of
a loan offer process does not end (only) with the communication of the offer,
but includes also its archiving. In these specific cases these activities appear to
be justified by other considerations which are not part of the process goal, and
concern the participant data object handled by the process: one goal that the
data object carries is to be recognised (having a social value) as fiscal code,
another goal is to be persistent (perhaps to a certain extent) throughout the
loan offer. These examples suggest that the primary process goal often provides
only a partial view of all the goals realised by a business process and by its
participants, which, in turn, can affect how the process is designed and realised.

A second observation concerns the relation between the primary process goal
and the specific goals of single activities that can be included in the business
process. As already observed in [2] certain activities, or co-occurrences of activ-
ities, appear to be strongly related to the primary process goal of the process,
and their change, e.g., removal, can modify the nature of the business process
and even lead question whether it should still be considered the “same” pro-
cess, while others seem to be merely related to how steps are performed. As an
example the removal of any ‘generate fiscal code’ in our scenario would dramat-
ically change the process meaning. On the contrary the removal of the ‘generate
fiscal code’ at the municipality level alone would be considered just a process
refactoring. Thus, the relationship between general (sub-)process goals and goals
of specific activities, and similarly the relation/decomposition of goals in differ-
ent sub-goals associated to different parts of the process are important levels at
which goals need to be analysed in business processes if we want to understand
why a process as a certain structure and not others.

Besides data objects, further participants whose specific goals can impact the
way a process is designed are the organisational actors in which a process occur.
Similarly to single activities, we note that the goals of some actors appear to
be closer, and somehow fundamental, to the primary process goal, while others
may be different, or even conflicting. These situations should be explicitly taken
into account when designing a process. In our example, regardless of the way
the process is designed we can intuitively understand that the goal of SAIA of
maintaining a national registry is extremely relevant to the process at hand, while
the goals of the obstetrician have a different reason and impact on it. Generally
speaking, some specific (soft) goals are introduced in the process because of the
participation of the obstetrician which clearly requires to take part in a very
effective and speedy manner.



On the Notion of Goal in Business Process Models 143

Yet another perspective is given by the viewpoint of process executions and of
the technical environment as mentioned in the definition by Weske [30]. Indeed,
one of the goals of this process is its repeatability over different newborns, the
possibility of allowing multiple concurrent executions, the ability of being carried
out by any specific municipality, and so on. These execution-oriented goals may
have an impact on the way the process is designed affecting, e.g., qualities similar
to the ones usually described by means of soft goals in requirement engineering.

As this short informal discussion shows, characterising the goals of a business
process is not a trivial activity, due to the multitude of aspects and features
that may be considered. In the rest of the paper we provide an analysis of
some of the dimensions upon which goals may depend, focusing in particular
on the business process control flow and its participants. A characterisation of
the business process goals can then be used both in the process design phase
(e.g., to take into account goals when modelling in a systematic manner) and in
the process analysis phase (e.g., to explain processes discovered from data and,
possibly refactor them in a way that is goal aware).

3 Background

This section aims to provide some background notions that are used throughout
the paper. First, we provide a recap of well known definitions of what a business
process is, then a brief introduction of the notion of goal and of its classifications
is presented.

3.1 On the Definition of Business Process

Several definitions of business process have been proposed in literature. Daven-
port [7] sees a business process as a structured, measured set of activities designed
to produce a specific output for a particular customer or market. [. . . ] A pro-
cess is thus a specific ordering of work activities across time and space, with a
beginning and an end, and clearly defined inputs and outputs. Another definition
is provided in Hamer and Champy [12] where business processes are a collection
of activities that takes one or more kinds of input and creates an output that
is of value to the customer. A similar perspective is taken by Johansson [15]
who defines a business process as a set of linked activities that take an input
and transform it to create an output. Ideally, the transformation that occurs in
the process should add value to the input. Finally, a more modern and compre-
hensive definition is presented in Weske [30] where business processes are a set
of activities that are performed in coordination in an organizational and techni-
cal environment. These activities jointly realize a business goal. Each business
process is enacted by a single organization, but it may interact with business
processes performed by other organizations.

By analysing these definitions we can divide them in two groups. The first
three see a business process as composed by a set of (ordered) activities that
aim to transform an input in an output which is of value for (or is desired by) a
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customer or market. The second, the more recent definition, replaces this notion
of “output for someone” with the stronger notion of business goal, thus better
empowering and taking into account also the goals of the organisation where
the process is enacted together with the desires of the customer(s) and mar-
kets. Despite the wide acknowledgements of the importance of the definition of
Weske, the BPM literature does not provide in depth explanations for what a
process goal is, its connection with the process output, and with the several
participants involved in the organisational and technical environment. Further-
more, no goal-oriented business process design and modelling methodologies are
explicitly present in literature.

3.2 On the Definition of Goal and Its Classifications

In areas like multi-agent systems, philosophy, and psychology, goal is generally
understood in terms of states that are desired by an agent. Rolf and Asada in
[22] state that the goal is a state of the world which satisfies some conditions
posed by the agent (for whatever reason). There are different ways to understand
this notion depending on whether the desired state is a setting of the world (a
situation external to the agent) or is the agent’s representation of it (e.g., an
internal description like a list of values for state variables). The difference is that
in the second case the goal indicates only the relevant features that the achieved
state should satisfy. Practically, the goal corresponds to a class of world states.

The notion of goal plays also a crucial role in the area of planning systems.
Indeed, as stated in [9] “planning concerns the computational deliberation capa-
bilities that allow an artificial agent to reason about its actions, choose them,
organize them purposefully, and act deliberately to achieve an objective” often
referred to as a goal. Goals are therefore typically meant to be states or conditions
that have to be reached by the system in order to solve a problem represented
in term of initial condition (see e.g., [17]).

In software engineering, the notion of goal of a system has been investigated
in the field of goal-based requirement engineering (GORE). Here goals are not
defined in terms of states of the world but in terms of objectives: Van Lamsweerde
defines a goal as an objective the system under consideration should achieve.
[...] [29], while Anton states that goals are high level objectives of the business,
organization or system. They capture the reasons why a system is needed and
guide decisions at various levels within the enterprise [3]. Within this field sev-
eral classifications of goals were developed, for instance the distinction between
functional and non-functional goals [29]. The first denote the services that the
system must achieve; the second refer to quality attributes and constraints of the
system, such as security, usability, and reliability.4 Another way to classify goals

4 Functional and non-functional goals are linked with the notions of functional and
non-functional requirements (NFR) [6]. Despite the overlaps/similarities between the
terms goal and requirement, they should be treated separately: indeed goals are used
to capture why (the motivation for which) the system needs to behave in a certain
way, while requirements underly how the goal must be achieved [3].
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is related to its temporal characteristics [29]: achieve goals specify the behaviour
required by a system sometimes in the future, while maintain goals regulate the
behaviour of a system in all possible states. Finally, an optimize goal is used
to compare behaviours to select those which better meet some (soft) property.
A further classification of goals is among hard goals and soft goals [29]. Hard
goals are related to functional requirements and are well defined and measurable,
while soft goals are defined as imprecise with a no clear cut sense, and they lay
the basis for the non-functional requirements [6].

4 Business Processes and Their Goals

We present here a first investigation and categorisation of the notion(s) of goal(s)
that can be found in business processes. We ground our investigation on the
notion of participant so as to keep our analysis independent from the specific
modelling approach or modelling language that can be used to represent business
process models. In the BPM literature, actions (at the token level) refer to
intentional transformations from some initial state (of the local world at stake)
to some other state. Their participants are the entities that take part in the
transformations. In the terminology of [4], action tokens are events, while their
participants are (physical or non-physical) objects. Thus, typical participants of
a business process are the entities denoted by means of the constructs for data
or information objects (e.g., a document, or its content) as well as organisational
objects (e.g., actors playing roles).

We have identified five categories of goals: (i) primary goal (reason to
exist), (ii) transaction goal, (iii) data and organization oriented goal (actors and
objects), (iv) instantiation goal, (v) quality goal.

The Primary Goal (Reason to Exist). The first, and possibly most important
perspective upon which to explore the notion of goal in business process, is
tied up to the process’ “reason to exist”. From an intuitive point of view most
people would answer the question “why does the process in Sect. 2 exist?”with
the answer “to generate a fiscal code for a newborn”. Or to the question “why
does a loan process exist?”with the answer “to handle requests and issue loan
offers.” Formulating this intuition in a precise definition is not easy. If we take
seriously the investigation of the reason to exist of a business process, several
other elements may need to be addressed. One may say that a loan process exists
because banks exist and have the goal of making money, or because people are
willing to borrow from banks in order to satisfy their personal goals. To narrow
the investigation, recall that business processes need to have a well defined input,
which constraints the state of the word in which the process starts, and also
organisational boundaries, which informally demarcates some actors for which
the goal is of value.

Thus, since the goal appears to be connected to an evolution of states of the
world (or a fragment of it) for some actors/organisations, we can start from the
definition of goal for an agent as expressed in [22] (see Sect. 2) and modify it as
follows:
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the goal of a business process is the realisation of a state of the world, starting
from an initial condition, which is of value to one or more organisational

participants (for whatever reason).

That is, the goal of a process is to bring about a state of the world, starting
from some initial conditions, which is of interest to at least one participant
organisation. Usually, one or more of these participant organisations is regarded
as the process owner. For instance, the goal of the process in Sect. 2 is to generate
a fiscal code for each newborn, and this is the goal of the municipality and of
SAIA.

Transaction Goals. While the primary goal gives a high level perspective, it does
not aim to explain why, at the end of the modelling process, the model layout is
in this or that way. This organisational aspect is related to transaction goals (and
sub-goals), that is, all those goals which are roughly represented and observable
in the behavioural model of a business process, where the procedural aspects
are explicit defined. If we take this perspective, a business process is conceived
as a processable workflow (model) system composed of: (i) a set of activities,
(ii) their transactions and relationships (control flow), (iii) the participants that
perform the activities, as well as the data flow.

The elements characterised by the transaction goals, which are mostly present
in the behavioural view of a business process (model) are: (i) the final state
reached after the last transaction (e.g., the token in an end state in a Petri-
net.); and (ii) the output (effects) of each activity/sub-process. The behavioural
perspective focuses on the cumulative effects’ of activities which participate in
the process, and the effect of the final activity is assumed to be the final desired
state of the process. Thus, from this perspective the goal of the process is given
by the accumulation of activities’ (desired) effects conceived as partial or inter-
mediate goals. The accumulation leads to a final comprehensive effect taken as
the desired goal of the process itself.

Compared to the primary goal, transaction goals constitute richer descrip-
tions. A problem in focusing only on this perspective is the fact that not all activ-
ities which participate to the behavioural dimension are essential to achieve the
primary goal of the process (think of a verification check which is not necessary
to the process) neither to characterise the identity of the process itself. Also, as
discussed in Sect. 2, it may be the case that accumulations of activities’ effects
already realise a state of the world that correspond to the primary goal even
before the process’ end. Thus an investigation between primary and transaction
goals may be useful in order to isolate representative activities that are relevant
to the identity of the process.

Data and Organization Oriented Goals. Among the different process partic-
ipants, actors playing roles in organisations and objects in the data flow
appear to be particularly important when describing process goals. Both partic-
ipants are explicitly represented in certain modelling languages (e.g., BPMN or
EPCs) together with their intuitive relation with the behavioral component. For
instance, in BPMN 2.0 organisational actors and roles are captured by modelling
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elements such as pools and the lanes, whose intuitive meaning is to specify who,
within the organisation, is in charge of executing a specific set of tasks. Similarly
data objects are often depicted together with their relations with activities, and
they can serve as a prerequisite of an activity or be something produced/updated
by an activity.

As already illustrated in Sect. 2, organisational actors and data objects can
have specific goals which do not necessarily coincide with those of the process.
Some goals of actors/data objects appear to be closer, and somehow fundamen-
tal, to the overall goal of the process, while others may be different, or even
conflicting, and this should be taken into account when designing a process.
Another important characteristics of these participants is that often they act
as carriers of the primary goal. This is what happens to the fiscal code in our
example. This object, traveling along the data flow of the process changes its
state such as registered, requested, generated, checked and so on. An object can
also have goals attributed to it such as, for the fiscal code, being permanently
stored somewhere or being revealed to the person it corresponds to. Besides
these specific aspects, this object participates in a fundamental manner to the
overall process goal.

Instantiation Goals. Although business processes are traditionally conceived as
types at the diagram level, they assume a significance only because they are
executable. The execution level concerns the instantiation of the process in so-
called execution traces, or cases. A case, thus, assumes the form of a sequence
of events (thought of as the executions of the activities at the diagram level),
each of them paired with its execution time and, possibly, additional attributes
concerning performers, data objects and so on. For example, the instantiation of
the fiscal code process concerns the generation of a specific code x concerning a
newborn y with parents z, in a specific municipality, each activity happening at
a specific time.

The instantiation dimension can be another lens through which to observe
business process goals. A first class of meta-goal that concerns all business pro-
cesses is related to properties that are usually investigated in formal methods
and verification under the umbrella of soundness properties [28]. Indeed processes
have the goal of being sound, with no livelocks, deadlocks, and other anomalies
which relate to the fact that they can be executed from start to end in any (or
relevant) circumstances. Further goals, which are implicit and always valid at
the instantiation level, are related to execution repeatability. The generation of
the fiscal code must be executed (and in the same way) not only once, or twice,
or ten times, but for all newborns until the goal of generating a fiscal code per
newborns remains valid. Similarly, it has to allow the concurrent execution of
several instances, a property that may be unwanted in other scenarios. While
these goals may be rarely visible at an abstract representation level, such as the
one of Fig. 1, they become determinant when refining the representation at a
level closer to the technological one.

Quality Goals. Another orthogonal dimension in discussing goals of a business
process is provided by the categories of hard and soft goals typical of requirement
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engineering. In this perspective, if the hard goals appear to be related to the
primary goal of the process, the notion of soft goal appears to be related to all
the organisational, decisional, and strategic assumptions that are expressed in
term of business functions having an impact on the enterprise choices.

Consider, for instance, the process of purchasing raw material to sell a prod-
uct. This process involves many functions and departments, such as acquisition,
quality, marketing, and sale. All of them have activities to perform and goals
to be achieved, and often the strategic and decision oriented dimensions of an
organisation are captured by qualities the process must satisfy rater than proce-
dures the process must perform (see [5]). These qualities of a process are rather
close to the notion of soft goals proper of non-functional requirements. Typical
examples that pertain to business processes are performance, security, multi-
dimensionality, and user-friendliness goals with all their proper subgoals. For
instance, security may be expanded in accuracy, traceability, availability, and
so on. Quality goals are indeed present in our example: fiscal codes should be
generated within a certain timeframe and stored in a reliable data store, just to
mention two of them.

5 Related Work

We classify the literature related to this paper into three main groups: (i) works
dealing with the analysis of business process model notations and their elements,
and the enrichment of business process models; (ii) works centred on the onto-
logical analysis of business process modelling notations and its elements; and,
(iii) works investigating the definition of goal and its classification.

Numerous researches focus on the analysis of the elements involved in busi-
ness processes and business process modelling languages. Many of their publi-
cations provide a comparison of different modelling notations [16,26] or develop
meta-models of business process models across notations [13,18]. Other works use
ontologies for semantically enriching business process models [10,19,23], while
others provide upper-level ontologies for business processes [20]. The second cat-
egory of related works is centred on ontological analysis addressing business
process notations and business process model elements. Within this category,
we can find works such as [1], using the ontological analysis of business pro-
cess elements (e.g., participants) across notations. In [24] the authors offer an
ontological analysis of BPMN 2.0 elements and choreography diagram elements,
respectively. In the former work, the authors focus on the ontological character-
isation of events and activities in BPMN. However, none of the research in these
two groups deals specifically with the notion of business process goals.

Investigations of the notion of goals and on their classifications, and mainly
concern research areas different from business process management constitute
the third group of related works. The classification of goals presented in this
paper has been stimulated by goal oriented requirements engineering papers
such as [29], and [3], which are focused on defining and classifying goals, and
where distinctions between hard vs soft goals, and functional vs non-functional
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goals are presented. Further relevant studies, for example [27] and [5], explore the
notion of soft goal as in requirement engineering, also in the context of business
processes. In addition, [31] presents a framework for business process redesign
that takes into account also the element of goal. Despite these efforts a specific
investigation, classification and foundational characterisation of the notion of
goal in business processes is still lacking.

6 Concluding Remarks and Future Works

Surprisingly an analysis of the specific types of goals that characterise business
processes is lacking in the literature even though business goals are explicitly
isolated as core elements in the definition of business process and are arguably
central in the design of business process models. This paper has investigated
the notion of goal in business process and suggested to distinguish five types
of goals in this area: primary goals, transaction goals, organisation and data
oriented goals, instantiation goals, and finally quality goals.

With these distinctions at hand, one can start a goal-based analysis of busi-
ness processes which amounts to look at the models from the perspective of the
goals that justify their existence and layout as well as to analyse which parts of
the processes are enforced by which types of goal, and which can be taken as
goal-independent. For instance, we can say that for their nature primary goals
pertain to all business processes since, as discussed, they provide the very reason
for their existence. Similarly, any business process presents instantiation goals
as the possibility to execute the process is a necessary condition for its consider-
ation. Indeed the presence of primary goals and instantiation goals is somehow
independent from the specific scenario of a business process and what it realises,
and these goals can be considered an invariant type whose analysis should con-
cern the design and documentation of all business processes. Transaction goals
play a fundamental role in the phases of a process in which an entity (physi-
cal or information) changes state or qualities. The transaction goals guide the
organisation of the control flow, and the relationships between the goals of the
different activities and those of the overall process. Quality goals can then be
used to track the changes in single participants while coordinated by the larger
transition goals. Regarding organisational goals, we can say that they focus pri-
marily on agentive actors and the study of a process based on organisation goals
would allow to concentrate on responsibility and coordination.

These are just initial observations and the extent and exploitation of the
goal-based analysis of processes is something we plan to investigate in the future,
as well as the relationships between kinds of goals. In the future we also plan
to extend and consolidate the analysis here presented in order to deepen the
investigation on the role that goals can play in the definition of what constitutes
a business process and in the relationships between goals and different process
participants. In particular, it will be interesting to integrate this work with the
analysis of the ontological dependences between process participants that we
have started in [2]. This line of research contributes to the ontological foundation
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of business process models. In the long run, we also aim at transforming this,
and other ontological analysis of business process models, in guidelines that can
support business analysts in modelling better business processes and implement
these guidelines in modelling tools such as MoKi [11].
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Abstract. Preference relations are intensively studied in Economics,
but they are also approached in AI, Knowledge Representation, and
Conceptual Modelling, as they provide a key concept in a variety of
domains of application. In this paper, we propose an ontological foun-
dation of preference relations to formalise their essential aspects across
domains. Firstly, we shall discuss what is the ontological status of the
relata of a preference relation. Secondly, we investigate the place of pref-
erence relations within a rich taxonomy of relations (e.g. we ask whether
they are internal or external, essential or contingent, descriptive or non-
descriptive relations). Finally, we provide an ontological modelling of
preference relation as a module of a foundational (or upper) ontology
(viz. OntoUML).

The aim of this paper is to provide a sharable foundational theory of
preference relation that foster interoperability across the heterogeneous
domains of application of preference relations.

Keywords: Preference relations · Ontology of relations
Foundational ontology · Conceptual model · OntoUML

1 Introduction

Preference relations have been extensively studied in Economics as they provide
an essential theory to formalise and possibly explain human economic behaviour.
Preference relations are also ubiquitous in Computer Science, in particular in
AI, Knowledge Representation, and Multiagent Systems, as they provide a key
concept in domains such as planning, autonomous agents modellisation, recom-
mender systems, and resource allocation. Moreover, the use of preference rela-
tions is very extensive in Conceptual Modelling, for instance in applications to
domains such as business process, services, and economic exchange.

Although preference relations are an ubiquitous concept in many areas, a
clear ontological foundation of them is still to be developed. In this paper,
we start the program of providing an exhaustive ontological analysis of pref-
erence relations. In particular, we intend to provide an analysis of preference
relations that integrates a theory of preference relations with a larger theory of
the main ontological categories, by initiating the development of a module for
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preference relations to be integrated within a foundational (or upper) ontology
(cf. [2,9]). A foundational ontology is a theory of the most general categories
that are required in heterogeneous modelling tasks and whose principles hold
across-domain. The foundational ontology program is a quite interdisciplinary
endeavour that requires cognitive adequacy, philosophical awareness, as well as
effective formalisations. Examples of such very general categories are object,
event, property, relation, state, process, space, and time.

The mathematical treatment of preference relation is very well understood
as well as their empirical foundation. Preference relations usually involve an
agent who provides a ranking (a type of ordering) among the available options
or alternatives.

An essential distinction between preference types is that between ordinal
and cardinal preference. Ordinal preference are simply a (type of) ranking of
the options, whereas cardinal preferences associate to each option a value that
represents the level of satisfaction of the agent concerning that option. A for-
malisation of ordinal preference relation in terms of modern formal logic has
been developed by the Nobel Prize for Economics Arrow [1], who was inspired
by the axiomatic method of Tarski. Preference relations are modelled by means
of binary relations that satisfy a number of axioms, usually related to the theory
of orders (e.g. total, partial, or weak orders). That is, preference relations can
be axiomatised within a first-order theory of orders.

The foundation of cardinal preference relation is traditionally referred to the
work of von Neumann and Morgenstern about the theory of expected utility
[29]. In general, cardinal preference relations are usually modelled by means of
utility functions defined on a set of alternatives with values in a suitable set of
numbers (usually, the real numbers).

Traditionally, preference relations are ultimately founded on the choice
behaviour of an agent, see [10]. Cardinal preferences can be rationalised, under
suitable conditions, by ordinal preference, and ordinal preferences can in turn be
derived from choice functions that meet a number of suitable conditions. This
type of foundation grounds a preference relation, which is allegedly something
that is in the mind of an agent, in an observable behaviour, that is, the agents’
actual observable choices. This operationalisation of the concept of preference
relations was one of the most salient contributions of the economic foundation
of preference, justifying the empirical elicitation of human agents’ preferences.
Another important distinction between preferences depends on whether they are
ascribed to individual agents or to collective agents. Collective preferences are
important when modelling preferences ascribed to societies, groups of agents,
or sets of users (e.g. in recommender systems). The foundation in Economics of
collective preference is essentially due to [1]. A discussion of the formalisation of
collective preferences in terms of a first-order theory of ordering is proposed in
[17].

A recent approach to the foundation of preference relations has been devel-
oped by Dietrich and List [4,5] and discussed in [15,19]. Here, preference rela-
tions are dependent on the properties of the alternatives at issue, whose salience
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depends on the views of the agent. This view brings us close to the approach of
this paper in that the properties of the preferences are intended in an ontological
sense. Thus the work of Dietrich and List is one of the closest related work to
the present contribution.

Although the formalisation of preference relations is quite well established,
a detailed ontological understanding is missing. We intend to fill this gap by
initiating the investigation of the ontological foundation of preference relations.

The methodology of this paper is the following. We start by analysing the
semantics of sentences of the form “agent i prefers a over b”. That is, we look
for those pieces of reality that are required in order to make the statements
about preferences true. Specifically, we investigate what are the truth-makers,
see for instance [12], of the statements about preferences. This view has been
introduced for the ontological analysis of relations in [7]. This approach naturally
leads to asking important ontological questions about which type of objects are
related by a preference relation, to what extent preference relations depends on
the ontological properties of the relata, which type of relations is the type of
preference relation.

The contribution of this paper is twofold. Firstly, we informally analyse
the type of preference relations by discussing their place within a taxonomy
of relations. Secondly, we propose a formalisation of our analysis by means of an
ontologically well-founded approach to conceptual modelling. In particular, we
extend the methodology of OntoUML, which provides a solid ontologically deep
approach to conceptual modelling [9], to provide a formal ontological under-
standing of preference relations. Our aim is to develop a module of OntoUML
for preference relations that explicitly manifests the truth-makers of preferen-
tial statements and relates preference relations to the main general categories
of a foundational ontology. Finally, we discuss how to model various types of
preference relations by extending our proposed OntoUML module.

The remainder of this paper is organised as follows. Section 2 discusses an
informative taxonomy of relations. Section 3 proposes how to place preference
relations within the taxonomy of relations and discusses what may counts as a
truth-maker of a relational sentence involving preferences. Section 4 proposes the
modelling of preference relations in OntoUML and presents viable extensions.
Section 5 concludes.

2 A Taxonomy of Relations

We summarise the discussion of the kinds of relations in terms of their truth-
makers. To provide a fine-grained analysis of relations, we introduce three pairs of
distinction that were traditionally at the core of important debates in analytical
philosophy on the nature of relations: internal and external, essential and contin-
gent, and descriptive and non-descriptive relations. We summarise the examples
of this types of relations in Table 1.

Before proposing the definitions of those distinctions, we have to introduce a
number of important concepts in ontology to categories properties. The choice



Towards an Ontological Modelling of Preference Relations 155

of terminology we use in this paper is mainly due to [7]. A formalisation of the
subsequent concepts in first-order logic is presented in [2,8,9,22].

An individual quality, or simply a quality, is a property of an object, usually
used to make comparisons between objects along a certain dimension. We say
that the quality inhere in its object, which is termed the bearer of the quality.
The relations of inherence is a particular type of existential dependence, which
has been formalised in [9]. Examples of qualities of an object are the color of this
rose or the weight of this laptop. We say that the quality existentially depends
on its bearer, in the sense that the color of a certain rose is always ontologically
separated from the color of a different rose. To compare qualities of different
objects, we make the distinction between the qualities of an objects and the
values of those qualities, i.e. the quality values (or qualia). The quality values
are abstract objects that are introduced for the purpose of explaining or mea-
suring the similarity of two objects along a certain dimension (e.g. the color).
Quality values are possibly organised into metric spaces with a distance function
that captures the similarity judgments between quality values. Examples of such
metric structures are Gärdernfors conceptual spaces, cf. [6].

Relational qualities (or externally dependent modes in [9]) are qualities whose
existence depends (besides on the bearer of the quality) on an object which is
ontologically separated to the object in which they inhere.1 Examples of rela-
tional quality are Mary’s desire of buying a Ferrari which existentially depends
on Mary, but also on the object of the desire. In Sect. 4, we shall discuss quality
values also for relational qualities.

We term a quality intrinsic of an object if and only if it does not depend on
any other object besides its bearer. For instance, one may view the color of an
object as a quality that only depends on the object.

An essential property of an object is an intrinsic property that depends on
the mere existence of the object. For example, if one views that any existing
object must have a mass, then the mass is an essential property of any object.

We move now to the definitions of types of relations. We start by recalling the
distinction between internal and external relations. We use a first-order notation
for relations, where R(a1, . . . an) denotes an n-ary relation. We say that R is
internal if and only if its truth-value only depends on the intrinsic properties of
its relata; a relation is external if that is not the case.2 For instance, the truth-
value of “a is taller than b” depends on the height of a and b, which are intrinsic
properties of a and b, whereas the truth-value of “a desires b” does not depend
only on intrinsic properties of a and b, hence it is external.

1 We do not have space here to provide an exhaustive view of the separation of objects.
We simply say that two objects are separated if they are existentially independent,
cf. [9].

2 This is the definition provided by Russell [25]. A stronger definition is the one pro-
posed by Moore [14], which views an internal relation as a relation the holds merely
in virtue of the existence of the relata. This second view of internal relation is what
we term here essential, following the terminology of [7].
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A relation is essential if and only if its truth-value depends only on the
existence of its relata; it is contingent otherwise. For instance, “a is taller than
b” is not essential, since the height is not an essential property of the object, e.g.
there may be moments in time where a person b is taller than a person a. By
contrast, if one views that any object, in virtue of its mere existence, must have
a mass, then “a is heavier than b” is an essential relation.

Finally, we introduce the distinction between descriptive and non-descriptive
relations, which have been investigated in particular in [7].

A relation is descriptive if and only if its truth-value depends on at least one
property of some of its relata which is existentially dependent on another distinct
relata; it is non-descriptive otherwise. For instance, in a comparative relation
between objects, as in the case of “a is taller than b”, the height differential that
makes a taller depends on b (that is, it is externally dependent on b), thus the
relation is descriptive. By contrast, a comparative relation between mere quality
values is non-descriptive: according to this view, that the number associated to
the height of a is bigger or smaller than the number associated to the height of
b only depends on the numbers themselves.

The following table summarises the examples of the types of relations that we
have introduced. As the table shows, descriptive vs non-descriptive and internal
vs external provides the two dimensions for analysing relations. Moreover, one
may find essential relations in any possible combination of the previous criteria.
For the relationship between this taxonomy of relations and the problem of
reifications of relations, that is, the problem of discussing which type of relations
deserves reification, we refer to [7].

In the next section, we shall discuss which is the suitable categorisation for
preference relations.

Table 1. Types of relations
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3 The Type of Preference Relations

We discuss now what is the placement of preference relations within the taxon-
omy of relations discussed in the previous section. At the end of this section,
we apply the categorisation of preference relations in order to elicit the truth-
makers of statements about preferences. We focus on sentences such as “i prefers
a to b”, where i is an agent and a and b are alternative options. In this section,
we abstract from the type of preference relation, e.g. whether they are cardi-
nal or ordinal preferences, or individual or collective preferences, and we aim to
approach any preference relation.

Preference relations are in fact ternary relations, we denote them by means
of the formula pref(i, a, b). The first component of the preference relation i is
an agent, thus the property of agency must be spelled our in order to provide an
exhaustive ontological model of a preference relation. Here, we simply assume
that the user, or the modeller, can endorse any vision of agency she or he may see
fit (e.g. the belief-desire-intention model of agency [3,23]). In the case of collective
preferences, that is where i is a collective agents or a community of agents, we
need to choose a view of collective agency to complement the ontological model
of preference, e.g. [11,20,21].

The type of the other two components of the preference relation is in fact
quite general. Preference relations may be defined on very heterogeneous types of
entities. For instance, an agent may have preferences over objects, candidates for
elections, parties, vacation plans, evening events, services, loans or mortgages,
stock options, and so on. Preference relation are indeed an ubiquitous concept
in a variety of economic settings. Thus, in principle, we do not want to put any
substantial restriction on the domain of the possible pairs of entities that may
enter the second and the third component of the preference relation.

Concerning the ontological status of the truth-makers of a statement about
preference, we notice that the qualities of the entities a and b are indeed not
sufficient for assessing whether a is preferred to b or not. For instance, a blue car
may be preferred to a red one by a certain agent, whereas the opposite may hold
for another agent. Moreover, the preferences of an agent may evolve through
time, may depend on what an agent already owns, may depend on the resources
available to the agent. This examples shows that we have to access the view that
the agent i has about the options a and b, in order to assess the truth-value of
the preference relation.

To understand the relationship between the options involved in a preferential
statement and the agent, we introduce the concepts of value, value magnitude,
value entity (or value bearer), and value beholder, cf. [28].

A value beholder is a role that an agent plays qua agent who is making a
choice, or assessing a preference, between two options.3 The value entity is again
a role, this time, it is the role that an option plays in the context of a preference
assessment of an agent. The value entity is a role that depends on an agent i and
on the option at issue. For simplicity here, we assume that the value entity of an

3 For an ontological theory of roles, we refer to [9] and [13].
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option for an agent is unique, thus we refer to it by the definite description “the
value entity of a for i”.4 The category of value is intended here as a category of
qualities that inhere in the value beholder. An element of this category represents
the value of the value entity for the value beholder.

The value magnitude is an abstract category whose function is to enable
comparisons between the values that agents associate to value entities.5 We may
assume here that this category as an abstract set of ordered points. In treating
preference relation, we are assuming that relational qualities (such as the value
of a value entity for a value beholder) have also quality values. In particular,
the quality value of the value of an option for an agent i is an element of the
category of value magnitude. To formalise this view, we may introduce a relation
of location between the relational qualities (the category of value) involved in a
preference statement and the space of values (the category of value magnitude).6

For instance, in the context of the statement “Mary prefers a Porsche to a
Ferrari”, Mary plays the role of the value beholder, the options Porsche and
Ferrari are playing the role of the value entities of this context, the values of
this value entities for Mary (as value beholder) are represented as elements of
the category of values, and the quality values associated to those options are
represented by means of elements of the category of value magnitude.

Applying the definitions of the previous section, we can categories the entities
involved in a preferential context as follows. The value of an option a for an agent
i is a relational quality that inheres in the value beholder (the role of i) and that
depends on the option a (as value entity). Analogously, the value of an option b
for i. What counts as a truth-maker of the preferential statement is whether for
agent i the value magnitude associated to the value entity of a is greater than
the value magnitude associated to the value entity of b (according to the scale
provided by the category of value magnitudes).

On this ground, we can assess the placement of preference relations
pref(i, a, b) among the taxonomy of the previous section.

Firstly, we show that preference relations are not internal, thus they are
external relations. Remind that in an internal relations, the individual qualities
of the relata are sufficient to assess the value of the statement. In the case of
preference relation, the qualities that are required to assess whether a is more
valuable than b for i are external qualities that inhere in i.

4 This simplification amounts to assuming that in a preference statement only one
dimension of choice is involved [15,19]. That is, the value of a for i does not depend
on any further conditions. To extend this modelling, one may assume that the value
of a for i may depend on a number of parameters; e.g. “the value of a for i given
that i already has a certain amount of a” may capture the marginal value for i of
getting a further a.

5 A specification of this category, and what types of metric spaces is associated to it, is
left for future work and for dedicated application of specific views of preferences. We
shall also discuss this point in the next section, when we approach the distinction
between cardinal and ordinal preferences.

6 This is the way qualities and quality values are related for instance in DOLCE, cf.
[2].
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Secondly, preferences are descriptive relations. According to our previous
definition, a relation is descriptive if the truth-value of the statement depends
on at least one relational quality that depends on one of the other relata. In the
case of preference relation, the value of a (or b) for agent i is indeed a relational
quality of i that depends on one of the (other) relata of the preference relation,
namely a (or b).

Finally, preference relations are contingent relations: the mere existence of the
relata is not sufficient for assessing the truth-value of pref(i, a, b). For instance,
the mere existence of i, a and b does not make a or b valuable for her or him, as
i may not be aware of their existence, or i never had to compare a and b.

Therefore, to conclude, preference relations are external, descriptive, and
contingent relations.

3.1 The Truth-Makers of Statements About Preference Relations

In order to assess the truth-value of a statement about preferences, a number of
entities must be presupposed. Firstly, we have to postulate the existence of an
agent and two alternatives. Secondly, we have to presuppose the existence of a
number of relational qualities that inhere in i and that existentially depend on a
and b. We can define the truth-maker of the preferential statement pref(i, a, b)
as the (mereological) sum of the relational qualities that inhere in i and that
existentially depend on a (the value of a for i) and of the relational quality that
inhere i and depends on b (the value of b for i). That is, the truth-maker of
pref(i, a, b) is a complex relational quality that inheres in the agent i.

More specifically, we are here endorsing a weak version of truth-making, cf.
[16]. In the strong version of truth-making t is a truth-maker of the sentence φ
if the existence of t is sufficient to make φ true. By contrast, t is a weak truth-
maker of φ if it makes the proposition φ true not just because of its existence,
but because of the way t contingently is. The distinction between strong and
weak truth-makers is crucial for investigating preference relation.

For pref(i, a, b), the mere existence of the sum of the the relational qualities
is not sufficient to determine the truth-value of pref(i, a, b). One has to look at
the quality values, in the category of value magnitude, of the relational qualities
“the value of a for i” and “the value of b for i”, and to check their relationship.
There are in general four cases: i) the value magnitude of a is greater than the
value magnitude of b, and in this case pref(i, a, b) is true; ii) the value magnitude
of b is greater than the value magnitude of b, and in that case pref(i, b, a) is
true; iii) they are equal (i.e. they are located in the same point of the category
of value magnitude), and in that case both pref(i, a, b) and pref(i, b, a) hold,
according to a weak version of preference (thus i is indifferent between a and b);
iv) they are incomparable, and in that case neither pref(i, a, b) or pref(i, a, b)
are true.

Thus, from an ontological perspective, the preference relation is an interesting
type of external contingent non-descriptive relation whose truth-value depends
on relational qualities as well as on a comparative relation between value magni-
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tudes. We shall see this aspect in more detail by approaching, in the next section,
the formalisation of this view in OntoUML.

4 An Ontology Module for Preference in OntoUML

We represent the previous view by starting the development of a module of
OntoUML dedicated to preference relations. OntoUML [8,9] is an ontologically
well-founded version of the UML 2.0 fragment of class diagrams, which has
been extensively used for developing an ontologically sound methodology for
conceptual modelling. Moreover, OntoUML has a denotational formal semantics
and several operational semantics done by mappings to specific formal languages
such as Alloy and Description Logics. To model preferences in OntoUML, we
introduce the modelling elements that correspond to the previous analysis. The
model is then depicted in Fig. 1.

We assume a type for agents Agent, which classify the entities to which
preference relations may be ascribed. Agent is a mixin (non-sortal), i.e., a type
that can classify things of different kinds, i.e., things that have different onto-
logical natures [9]. For instance, in separating between individual and collective
preferences, agents may include individual or collective agents, with their specific
ontological differences [21].

Since we assume that agents (in the sense of entities with intentionality)
are necessarily agents (in the modal sense), we stereotype the type Agent as
a Category, in OntoUML. In other words, a Category is a type that describes
essential properties that are shared by entities of different kinds.

Agents can play the “role” of Value Beholder in a value ascription rela-
tion. Value Ascription is itself an extrinsic and descriptive relation, whose truth-
maker is a Value. We represent the type Value Beholder as a role mixin
because: (i) it classifies entities only contingently, i.e., no value beholder is nec-
essarily a value beholder; (ii) one is a value beholder due to a relational condition;
(iii) it is a mixin, i.e., it can classify entities of multiple kinds.

A Value (the truth-maker of the value ascription relation7) is an example of
a mode [9]. A mode is an existentially dependent entity that, as such, can only
exist by inhering in some other individual. In particular, a value is a relationally
dependent mode, i.e., a mode that inheres in an individual but which is also exter-
nally dependent on a different individual. In this case, value is a sort of mental
state inhering in the value beholder but which is also externally dependent on
a Value Entity (also termed a Value Bearer). A value mode take a value in
at least one (but possibly several) Value Magnitude Spaces. These spaces
have, in OntoUML, the semantics of the abstract conceptual spaces, delimiting
the possible values an intrinsic property can be projected into [9].

A Preference is also a relational mode but a complex one (i.e., a complex
mental state). In fact, a preference is a mode inhering a value beholder that
7 The relation of derivation connects a descriptive relation with its truthmaker. In

OntoUML, derivation is represented by a dashed line with a black circle in the end
connected to the truthmaker type [9].
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is essentially composed of exact two existing values, inhering in that very same
value beholder. In other words, preference is a mereological sum of values and, in
that sense, it is similar to the relators that are the truth-makers of comparative
relations [7]. However, since in this case all the constituents of this sum inhere in
the same bearer, preference is also an intrinsic dependent entity [9]. In any case,
as a relational mode, preference is externally dependent on the value entities on
which its constituent value modes depend on (thus, it is a derived relation).

Preference serves then as the truth-maker of the ternary relation has pref-
erence. This relation is itself a derived relation that supervenes on an internal and
non-descriptive comparative relation between the Value Magnitudes of the
value modes that constitute that preference. This, of course, constrains Value
Magnitude Spaces to be spaces structured by internal comparative relations
(in the same manner that spaces such as Weight and Height afford that). More-
over, has preference is an external descriptive relation itself. It connects the
rolemixin Value Beholder with two other rolemixins Preferred Entity
and Deprecated Entity8. The classification condition of Value Entities
into playing these “roles” is given by the result of the internal comparative rela-
tions between the modes constituting the preference and which are externally
dependent on each of these value entities. To put it simply, the value bearer of
the value mode that has the highest magnitude in this comparison then plays
the role of Preferred Entity; the value bearer of the one with the lower
magnitude then plays the role of Deprecated Entity. It should be clear by
now to the reader why both Preferred Entity and Deprecated Entity
are modelled as rolemixins: they both classify value entities contingently, in the
scope of a (has preference) relation, and classify entities of multiple kinds.

4.1 Types of Preference Relations

The module of OntoUML that we have introduced can be extended to model a
variety of types of preference relations that are used in application to specific
domains. We mentioned already the distinction between individual and collective
preference, that can be approached by refining the class of agents. An articulated
analysis of the distinction between individual and collective preferences requires
modelling the relationship between the individual and the collective attitude,
by analysing how the individuals contributes to the formation of the collective
preference, along the lines of the approach in [18,20]. We leave this aspect for a
future dedicated work.

The distinction between ordinal and cardinal preferences can be approached
by refining the value magnitude space. In the ordinal case, we need an order-
ing structure on the set of quality values representing the value magnitudes. The
properties of the preference ordering that are required for capturing the intended

8 Unfortunately, in English, there seems to be no exact term to refer to the non-
preferred entity of a preference relation. In Portuguese, for instance, there exist in
the lexicon both the term Preferido (to refer to the preferred entity) as well as the
term Preterido (to refer to the non-preferred one).
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Fig. 1. OntoUML model for preference relations

view of preference can be derived from the ordering structure of the value mag-
nitude space. For instance, if we admit transitive preferences (i.e. relations that
satisfy the condition: if pref(i, a, b) and pref(i, b, c), then pref(i, a, c)), we need
a transitive ordering on the value magnitude space.

The case of cardinal preferences requires the value magnitude space to be
constructed as a set of numbers, that provide a measure of the value magnitudes
(e.g. the real numbers). The choice of the space depends on the scale and on the
granularity assumed to assess the comparisons of value magnitudes.

A further important aspect of preference relation in the economic literature
is whether they are comparable or not, cf. [24]. Briefly, two agents’ preference
relations are comparable if there is common scale that allows for making sense
of comparisons such as “the preference of agent i for a over b is more intense
than the preference of agent j for c over d”. Comparability is a fundamental
concept in economics that allows for enabling a number of important solution
concepts in voting, resource allocation, and mechanism design. In our module,
comparability can be approached by assuming a local value magnitude space for
each individual preference relation. The assumption of comparability would then
entail that the value magnitude spaces of distinct individuals are comparable by
means of a new relation.

Finally, an important aspect of (cardinal) preference relations and in partic-
ular of expected utility theory is the role of probability to model the likelihood of
the event in which an agent obtains the objects involved in the preference rela-
tion. To include probabilities in our module, we have to provide a more complex
construction of the value magnitude space where the value magnitude associated
to a certain value also depends on the risk attitudes of the agent involved. We
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leave this aspect to a future dedicated ontological foundation of expected utility
theory.

5 Conclusion

We have presented the basics of an ontological analysis of preference relations.
After discussing the type of preference relations within a taxonomy of types of
relations, we concluded that preferences are external, descriptive and contingent
relations. We investigated the truth-makers of the sentences regarding prefer-
ences and we proposed to view them as complex relational qualities that inhere
a value beholder. Prosaically, the preference is a complex mental state of an
agent.

The type of preference relations is interesting from an ontological perspective
because it requires a complex truth-making mechanism that involves both exter-
nal and internal relations, the latter type enters in the comparisons of the value
magnitudes associated to the value entities that are under comparison. Future
work shall investigate this mechanism in general to understand which relations
meet this pattern.

Then, we presented a formalisation of our view of preferences in OntoUML,
providing the essential elements of a dedicated module. The motivation for using
the OntoUML methodology is to provide an accessible and sharable modelling
of preference relations that may be applied across domains to foster the interop-
erability and the mutual understanding among modellers. Future work regards
the development of the OntoUML module to articulate specific types of prefer-
ences and the integration of the preference module with other module designed
to treat important concepts in economics, e.g. economic competition [26] and
risk [27]. Moreover, we are interested in providing a formalisation of this view of
preference in a logic-based language to integrate it with foundational ontologies
such as UFO or DOLCE [2,9] and to study reasoners for the preference module.
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Abstract. The database (DB) landscape has been significantly diver-
sified during the last decade, resulting in the emergence of a variety of
non-relational (also called NoSQL) DBs, e.g., xml and json-document
DBs, key-value stores, and graph DBs. To enable access to such data, we
generalize the well-known ontology-based data access (OBDA) frame-
work so as to allow for querying arbitrary data sources using sparql.
We propose an architecture for a generalized OBDA system implement-
ing the virtual approach. Then, to investigate feasibility of OBDA over
non-relational DBs, we compare an implementation of an OBDA system
over MongoDB, a popular json-document DB, with a triple store.

1 Introduction

The database (DB) landscape has been significantly diversified during the last
decade to satisfy the needs of a wide variety of modern applications. Traditional
relational DB management systems now coexist with the so-called NoSQL (not
only sql) DBs, which redefine the format of the stored data, and how it is
queried. These non-relational DBs usually adopt one of the following four main
data models: the column-family, key-value, document, or graph data model, and
while some of them can be queried through well-known declarative query lan-
guages, such as sql or sparql, others offer ad-hoc querying mechanisms (e.g.,
the aggregation framework of MongoDB), or even require writing JavaScript
functions (e.g., in CouchDB1). This wider choice of DBMSs offers the possibility
to match application needs more closely, allowing for instance for more flexible
data schemas, or more efficient (though simple) queries.

As a result, accessing data using native query languages is getting more
and more involved for users. In this paper, we propose a generalization of the
ontology-based data access (OBDA) framework as a uniform solution to this
problem. The OBDA paradigm [22] has emerged as a proposal to simplify access
to relational data for end-users, by letting them formulate high-level queries over
a conceptual representation of the domain of interest, provided in terms of an
ontology. In the classical virtual OBDA approach, these queries are translated

1 http://couchdb.apache.org/.
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automatically into lower-level ones that DB engines can handle. This is done by
exploiting a declarative specification of the relationship between the ontology
and the data at the sources, provided in terms of mapping assertions. This
separation of concerns between query formulation at the conceptual level and
query execution at the DB level has proven successful in practice, notably when
data sources have a complex structure, and end-users have domain knowledge,
but not necessarily data management expertise [5,10]. Traditionally, in OBDA,
the DB is assumed to be relational, the ontology is expressed in the owl 2 ql
profile of the Web Ontology Language owl 2 [15], the mapping in specified
in r2rml [7], and queries are formulated in sparql, the Semantic Web query
language [11].

Our generalization extends the classical OBDA setting to arbitrary DBs. The
approach enjoys all benefits already offered by OBDA, in particular hiding from
the user low-level concerns such as data storage and access, and providing a
high-level querying interface, closer to application needs. In the NoSQL case, an
additional advantage is the possibility to formulate all queries in a familiar yet
expressive language, namely sparql, which is both widespread and very similar
to sql dialects.

We then investigate the feasibility of the generalized OBDA framework when
query answering is fully delegated to the DB engine, by focusing on MongoDB,
a document-based DB, which is also one of the most popular NoSQL DBs as of
today. OBDA appears as a solution of choice for MongoDB: MongoDB offers a
very expressive query language, which however has a more procedural flavor than
sql or sparql, and can become very complex to manipulate for advanced infor-
mation needs. Document-based DBs can leverage the denormalized structure of
their data: a collection of documents can be seen as a materialized view over a
(normalized) relational DB instance, essentially with joins being pre-computed.
Therefore a natural question we try to answer in this paper is whether OBDA
over MongoDB can take advantage of such structure in order to answer queries
efficiently. We provide a first element towards a positive answer, by instantiating
the generalized OBDA framework over MongoDB as an extension of the OBDA
system Ontop [4], and comparing its performance with a triple store, which does
not benefit from such denormalization.

The rest of the paper is structured as follows. Section 2 recalls the standard
OBDA framework over relational data sources. Section 3 introduces our proposal
for generalizing OBDA to access arbitrary DBs, and an architecture of a general-
ized OBDA system. Section 4 introduces MongoDB, and describes our extension
of Ontop over MongoDB. Section 5 evaluates the performance of this system and
compares it to the triple store Virtuoso, using as dataset an instance of the well-
known Berlin sparql Benchmark (BSBM). Section 6 discusses related work, and
Sect. 7 concludes the paper.

2 Ontology-Based Data Access

We recall the traditional OBDA paradigm for accessing relational DBs through
an ontology [22]. An OBDA specification is a triple P = 〈T ,M,S〉, where T is
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an ontology modeling the domain of interest in terms of classes and properties,
S is a relational DB schema, and M is a mapping consisting of a finite set of
mapping assertions. We note that T consists of axioms involving classes and
properties, and does not mention individuals. In other words, T consists only of
the intensional part of an ontology.

To define mapping assertions, we make use of (rdf) term constructors, each
of which is a function f(x1, . . . , xn) mapping a tuple of DB values to an IRI or
to an rdf literal. A mapping assertion [13] between S and T is an expression of
the form

ϕ(x) � (f(x) rdf:type A) or ϕ′(x,x′) � (f(x) P f ′(x′)),

where A is a class name in T , P is a property name in T , ϕ(x) and ϕ′(x,x′) are
arbitrary (sql) queries expressed over S, and f and f ′ are term constructors.
Mapping assertions allow one to define how classes and properties in T should
be populated with objects constructed from values in a DB instance of S.

An OBDA instance is a pair 〈P,D〉, where P = 〈T ,M,S〉 is an OBDA
specification and D is a DB instance satisfying S. The semantics of 〈P,D〉 is
given with respect to the rdf graph M(D) induced by M and D, defined by

{(f(o) rdf:type A) | o ∈ ans(ϕ,D) and ϕ � (f(x) rdf:type A) in M} ∪
{(f(o) P f ′(o′)) | (o,o′) ∈ ans(ϕ′,D) and ϕ′ � (f(x) P f ′(x′)) in M},

where ans(ϕ,D) denotes the result of the evaluation of ϕ over D. Then a model
of 〈P,D〉 is simply a model of the ontology T ∪ M(D). We observe that in this
ontology, M(D) provides the set of extensional facts, but such facts are typically
kept virtual, i.e., they are not actually materialized.

Queries are usually formulated in sparql, the Semantic Web query language
that allows for formulating expressive high-level queries over an rdf graph [11,
17]. Such queries are answered over the ontology T ∪ M(D), according to the
semantics of the chosen entailment regime. Typically, in OBDA, the ontology
T is expressed in owl 2 ql, and the corresponding entailment regime is that of
owl 2 ql [12].

3 Generalized OBDA Framework

In this section, we introduce a generalization of the OBDA framework to arbi-
trary DBs, and then propose an architecture for a generalized OBDA system.

3.1 OBDA over Arbitrary Databases

We assume to deal with a class D of DBs, e.g., relational DBs, xml DBs, or
json stores, such as MongoDB. Moreover, we assume that D comes equipped
with:
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– Suitable forms of constraints, which might express both information about
the structure of the stored data, e.g., the relational schema information in
relational DBs, and “constraints” in the usual sense of relational DBs, e.g.,
primary and foreign keys. We call a collection of such constraints a D-schema
(or simply, schema).

– A way to view D-instances as flat relational DB instances: for a D-instance
D satisfying a D-schema S, [[D]] is a flat relational DB over the relational
schema [[S]]. The function [[·]] is called relational wrapper.

– A native query language Q, such that, for a query q ∈ Q and for a D-instance
D, the answer ans(q,D) of q over D is defined, and is itself a D-instance.

Now, given a D-schema S, a mapping M is a set of classical mapping asser-
tions ϕ � h, where ϕ is a sql query over [[S]]. Then, as in the relational case,
an OBDA specification is a triple 〈T ,M,S〉. An OBDA instance consists of an
OBDA specification 〈T ,M,S〉 and a D-instance D satisfying S. The semantics
of such an instance is derived naturally from the relational wrapper [[·]].

Note that our assumption that for the class D of DBs a relational wrapper
is available is not in any way restrictive, since any form of data, independently
of how it is structured, can be represented using relations. Observe also that the
source query in a mapping assertion in our generalized setting is not a native Q
query, but a sql query. Our framework has the advantage of having a uniform
and expressive mapping language that is independent of D and Q. It does not
mean, however, that the concrete user mapping language must strictly follow this
specification. When it does not, the system should only be able to transform user
mapping assertions into classical ones.

By default, when referring to OBDA, we mean the virtual approach, which
avoids materializing the rdf graph, and instead delegates (part of) query answer-
ing to the DB. In this approach, the query answering process can be depicted
as in Fig. 1, and done in 4 main steps: (a) An input sparql query Q is first
rewritten with respect to the ontology T into Qr (according to the semantics of
the entailment regimes, this step only rewrites the basic graph pattern (BGPs)
in Q [12]). (b) The rewritten sparql query Qr is translated into one or several
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native queries q ∈ Q. When the DB engine does not support (efficiently) some
sparql operators, multiple native queries might be required, whose evaluation
could be postponed to the final post-processing step. (c) The native queries q
are evaluated by the DB engine. (d) The results of all queries q are combined
and converted into sparql results in the post-processing step. In the generalized
OBDA framework the post-processing step may be more involved than in the
classical relational case, mostly due to the fact that some new DB systems offer
limited querying capabilities. In particular, some NoSQL DBs do not support
joins. Another reason for not delegating certain query constructs to the DB is
efficiency. For instance, in the case of nested data (e.g., json documents con-
taining arrays), it may be preferable to perform the unnesting (i.e., flattening)
of nested objects into tuples as a post-processing step, so as to reduce network
load between DB and client.

For the generalized OBDA framework, we propose to translate sparql
queries to native queries in two steps (cf. Fig. 2): first translate the input sparql
query to an intermediate query, subject to transformations, and then translate
the (transformed) intermediate query to a native query. The intermediate query
language, denoted iq, is expected to be a more high-level language than Q, and
can vary depending on Q, but also on the considered fragment of sparql. On
the one hand, it should at least capture such fragment (e.g., for BGPs, joins
are sufficient, while for a fragment with property paths, iq should include some
form of recursion). On the other hand, iq may include other operators presen-
t/expressible in Q (e.g., an unnest operator for dealing with nested data). Note
that Relational Algebra (RA) as iq is sufficient for the first-order fragment of
sparql and for relational DBs. Our framework relying on the use of iq provides
several advantages: (i) It better supports optimizations since iq, unlike sparql,
can take into account the structure of the data, without necessarily being as
low-level as Q. (ii) The optimization techniques devised for iq are independent
of Q. (iii) The translation from sparql to iq is standard and depends only on
the mapping (since iq strictly subsumes RA, such a translation has to extend
the well-known translation from sparql to RA).

3.2 Architecture of an OBDA System over Heterogeneous Data
Sources

We propose an architecture of an OBDA system able to answer sparql queries
over heterogeneous data sources. This architecture, depicted in Fig. 3, assumes
an offline and an online query answering stages.

The offline stage (steps i and ii ) takes as input the ontology, the mapping,
and the schema, and produces two elements, to be used during the online stage:
the classified ontology, and the saturated mapping [18,20], which is constructed
by saturating the input mapping with the classified ontology. Notably, the satu-
rated mapping can be significantly simplified for the online stage, by using query
containment-based optimization to remove redundant mapping assertions.

The online stage handles individual sparql queries, and can be split into 6
main steps: 1 the input sparql query is rewritten according to the classified
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ontology; 2 the rewritten query is unfolded w.r.t. the saturated-mapping by
substituting each triple with its mapping definitions; 3 the resulting iq is sim-
plified by applying structural (e.g., replacing join of unions by union of joins) and
semantic (e.g., redundant self-join elimination) optimization techniques; 4 the
optimized iq is translated into one or multiple native queries; 5 these are evalu-
ated by the DB engine; 6 the native results are combined and transformed into
sparql results.

Such an architecture allows for steps i , ii , 1 , and 2 to be independent of
the actual class D of DBs (white boxes in Fig. 3). Steps 3 and 6 require an
implementation specific to iq (gray boxes), while 4 and 5 are specific to D
(black boxes).

We emphasize that the structural and semantic optimization step is crucial
for OBDA to work in practice. In general, sparql queries are not aware of the
structure of the stored data, hence the unfolded query may contain significantly
more joins than necessary. In the case of OBDA over a document-based DB,
these techniques can be extended to take advantage of additional opportunities
for optimization offered by the structure of the DB instance.

4 OBDA over MongoDB

We illustrate the generalized OBDA framework by focusing on a specific NoSQL
DB, namely MongoDB,2 a popular and representative instance of document DBs.

4.1 MongoDB

MongoDB stores and exposes data as collections of json-like documents.3 A
sample collection of two MongoDB documents consisting of (nested) key-value
pairs and arrays, is given in Fig. 4, where each document contains information
about a product: its id, name, and a list of offers, in the form of a json array. Each
offer has itself an id, price, and vendor (in turn with id, name and homepage).

2 https://docs.mongodb.org/manual/.
3 json, or JavaScript Object Notation, is a tree-shaped format for structuring data.

https://docs.mongodb.org/manual/
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Fig. 4. A collection of two MongoDB documents

product
nr label

23226 Olympus OM-D E-M10 Mark II
25887 Panasonic Lumix DMC-GX80
vendor
nr label homepage
481 amazon.it http://www.amazon.it
3785 Yeppon Italia http://www.yeppon.it

offer
nr price product vendor
258 747.14 23226 3785
311 500.32 25887 481
895 609.42 23226 481
922 759.99 23226 481

Fig. 5. Relational view of the collection in Fig. 4, following the BSBM schema

Note that in a normalized relational DB instance, this data would be spread
across several tables. Indeed, our example is inspired by the e-commerce sce-
nario of the BSBM benchmark [2], where the data is structured according to a
relational schema consisting of multiple tables. Figure 5 provides the relational
view corresponding to the above MongoDB collection, with distinct tables for
products, offers, and vendors (the relational schema in the BSBM benchmark is
actually more complex).

Note also that the json data in Fig. 4 is denormalized. In particular, it con-
tains redundant information: the name and homepage of vendor 481 are present
3 times. Document-based DBMSs like MongoDB can take advantage of such
redundancy. For instance, retrieving all vendors (with id, name, and homepage)
of a given product over an instance of the relational schema of Fig. 5 requires
2 (potentially costly) join operations. But the same request over the denormal-
ized data does not require any join: the relevant information is already grouped
within a document. However, query execution can also be penalized by redun-
dancy. For instance, given the value 481 for offers.vendor.vendorId, the value
of offers.vendor.name associated to it can be retrieved from one document only.
But in order to locate such data, MongoDB would check all documents with an
occurrence of 481 for field offers.vendor.vendorId. Noticeably, this problem can
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be avoided by choosing a different document structure for the same data, with
one document for each vendor rather than for each product, and consequently
with redundant information about products. In general, the choice of a particular
document structure is a trade-off, favoring some queries, and penalizing others.
Thus, it should be done depending on the expected query workload, provided
such information is available beforehand.

Like relational DBs, MongoDB allows for declaring indexes. By default, it
creates a unique index over the (top-level) field id, which serves as the primary
key in a collection. Indexes can drastically speed up query execution. In partic-
ular, retrieving a (whole) document by a unique value of an indexed field (like
the values of offers.offerId in Fig. 4) can be done very efficiently by looking
up the value in the index, and then fetching from disk data that is likely to be
contiguous. On the other hand, queries on values with non-unique occurrences
(e.g., the values of offers.offer.vendorId) may be less efficient, because multiple
(non-contiguous) documents might need to be fetched.

MongoDB provides an ad-hoc querying mechanism for formulating expressive
queries by means of the aggregation framework4. A MongoDB aggregate query
(maq) is a sequence of stages, each of which takes one or two collections of
documents as input, and produces another collection as output. A fragment of
this language has been shown in [3] to be equivalent in expressive power to
Nested Relational Algebra (nra).

Because the language is powerful, maqs can be complex to read and to manip-
ulate. As an illustration, the maq of Fig. 6 retrieves all products offered twice by
the same vendor. In comparison, the sparql query of Fig. 7 satisfies the same
information need, but in a more concise fashion. The maq language also has a
more procedural (less declarative) flavor than sql/sparql, in that the sequence
of stages of an maq is closer to its actual execution, whereas relational DBs/triple
stores hide from the user the complexity of query planning (e.g., the ordering of
joins). Hence, from a user perspective, OBDA over MongoDB appears indeed as
a promising alternative to manually devising maqs.

4.2 Extension of Ontop for MongoDB

We built a proof-of-concept prototype for answering sparql queries over Mon-
goDB, called Ontop/MongoDB , which extends the Ontop system [4] and imple-
ments the architecture described in Fig. 3, The current implementation supports
the fragment of sparql including BGPs, Filter, Join, Optional, and Union
over MongoDB 3.4. In this implementation of the virtual OBDA architecture,
nra serves as iq, and maq as the native query language. The system is designed
to fully delegate query execution to the MongoDB engine,5 thus minimizing the
amount of post-processing required in step 6 of Fig. 3. We now provide some
details on the input accepted by Ontop/MongoDB , and on the implementation
of steps 3 and 4 .
4 https://docs.mongodb.com/manual/reference/operator/aggregation-pipeline/.
5 An exception is the step that builds the returned rdf strings (IRIs and literals) from

the constants retrieved from the DB.

https://docs.mongodb.com/manual/reference/operator/aggregation-pipeline/
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Fig. 6. A MongoDB aggregate query (maq)

Fig. 7. A sparql query corresponding to the maq in Fig. 6

Ontop/MongoDB takes as input an owl 2ql ontology, a mapping, and a set
of constraints. In the current implementation, the source query ϕ of each map-
ping assertion is relatively inexpressive: it can either retrieve a whole collection,
or apply a simple filter to it. From the paths mentioned in this mapping, the
system extracts the structure of the json documents being queried.

The constraints are user-defined functional dependencies that hold over
the json documents being queried. For instance, in the collection of Fig. 4,
the value of path offers.vendor.vendorID uniquely defines the values of paths
offers.vendor.name and offers.vendor.homepage. Note that, although MongoDB
does not enforce such constraints, they can still hold over the data, and can be
used for semantic optimization, e.g., to eliminate redundant joins. Note also
that if the json collection is a denormalized version of an existing relational
DB instance (as is the case for BSBM), then such dependencies can be directly
inferred from keys declared in the relational schema.

In step 3 , in addition to relational optimization techniques implemented by
Ontop, Ontop/MongoDB also applies techniques specific to nested data, based
on the equivalence with nra mentioned above. In particular, it can take advan-
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tage of the constraints just mentioned. In step 4 , Ontop/MongoDB uses an opti-
mized version of the nra-to-maq translation given in [3], which in theory makes
full delegation of query answering to MongoDB feasible, but, if left unoptimized,
may produce queries not executable in practice. An important consideration here
is the internal limitations put by MongoDB on the size of in-memory intermedi-
ate results during query evaluation (16 MB for a single document, and 100 MB
for a collection). Another purpose of this optimization is to take advantage of
indexes available over the source json collection.

5 Evaluation

We have carried out an evaluation that aims at determining whether OBDA over
MongoDB is a realistic solution performance-wise, and in particular whether it
is able to leverage the document structure of MongoDB collections. We focus on
answering queries over datasets that do not fit into memory. In such a setting,
a key concern for performance is to limit disk access, i.e., the number of non-
contiguous pages that need to be fetched into memory.

To this end, we compare Ontop/MongoDB to the triple store Virtuoso [9]
representing a diametrically opposite approach to answering sparql queries, as
far as the data and index structure are concerned. Indeed, Virtuoso stores data
as quads (i.e., triples extended with the graph name), and for each element of
the quads it maintains an extensive index structure, which is in particular highly
optimized for retrieving (multiple) triples sharing a constant value6. Compara-
tively, retrieving all documents for a given value of an indexed field may be
inefficient in MongoDB if the value is not unique in the index, as it requires
fetching multiple (non-contiguous) documents from disk. On the other hand,
when the value is unique, MongoDB can fetch the whole document contain-
ing this value very efficiently, whereas for Virtuoso fetching the same data may
require multiple disk accesses.

We expect the evaluation to reflect these differences: (i) that Ontop/Mon-
goDB outperforms Virtuoso on queries containing a unique constant in an
indexed field and fetching a single document; (ii) that Virtuoso outperforms
Ontop/MongoDB on queries containing only constants with multiple occurrences
in the json collection.

An additional goal of the experiments is to determine whether the cost of
query rewriting itself (i.e., generating the maq) introduces an excessive overhead.

5.1 Dataset and Evaluation Environment

As dataset we used an instance of the well-known BSBM benchmark [2], which
emulates an e-commerce scenario, centered on offered products. The number of
products in the instance is 4 million, giving 1.2 billion rdf triples, whose total
size is 156 GB.

6 http://docs.openlinksw.com/virtuoso/rdfperfrdfscheme/.

http://docs.openlinksw.com/virtuoso/rdfperfrdfscheme/
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BSBM also provides a representation of this dataset as a relational DB
instance, composed of 10 tables (product, offer, vendor, etc.). Based on the
relational schema of this instance, we generated a 118 GB collection of json
documents containing the same data. The structure of the documents in this
collection extends the one of Fig. 4, grouping in each document all information
pertaining to a single product.

The latest version of BSBM comes with 11 queries, numbered from 1 to 12
(there is no query 6 anymore). Among these, 3 were discarded, because they
contain sparql features not (yet) supported by Ontop/MongoDB (Describe
queries, bound operator, and variables over predicates). We instantiated 10 ver-
sions of each query, replacing constant placeholders with values randomly sam-
pled from the data. One version of each query was set aside for a cold run, and
the 8·9 remaining queries were shuffled as a query mix. Execution times reported
below are averaged over these 9 versions.

The systems being compared are Virtuoso v7.2.4 (over the rdf triples), and
Ontop/MongoDB with MongoDB v3.4.2 (over the json collection). Queries were
run on a 24 cores Intel Xeon CPU at 3.47 GHz, with a 5.4 TB 15k RPM RAID-5
hard-drive cluster. 8 GB of RAM were dedicated to each system (MongoDB and
Virtuoso) for caching and intermediate operations. The OS page cache was also
flushed every 5 s, to ensure that each system could only exploit these 8 GB for
caching. The query timeout was set to 500 s. For each constant appearing in a
query, the corresponding field in the MongoDB collection was indexed.

An executable for Ontop/MongoDB is available online, together with the
sparql queries, mapping, constraints, and both datasets (json and rdf), so
that the experiment can be reproduced. The generated maqs are also provided.7

5.2 Results and Analysis

As a first element of answer, we observed that all maqs generated by Ontop/-
MongoDB are optimal with respect to the document structure, in the sense that
cross-document operations are only used for joins that cannot be performed
within each document.

Table 1 reports the execution times for both systems. For Ontop/MongoDB ,
we distinguish query rewriting time (“rw”), i.e., the time spent generating the
maq, from its actual evaluation (“eval”) by MongoDB. Rewriting time does not
depend on the size of the data, but only on the query, mapping, ontology, and
constraints, which are less likely to grow out of proportion. Still, for some of
the cheaper maqs (<100 ms), this overhead represents the major part of the
execution time. This can be partly explained by the wide range of optimizations
performed by Ontop/MongoDB . But it is also an aspect to improve, for OBDA
over MongoDB to be considered a viable alternative to MongoDB itsef, at least
in applications with high performance requirements.

7 https://www.dropbox.com/sh/nz8dfas5ijpr76y/AACJzxHZUInrHi6Vq3Lk8f8ra?dl
=0.

https://www.dropbox.com/sh/nz8dfas5ijpr76y/AACJzxHZUInrHi6Vq3Lk8f8ra?dl=0
https://www.dropbox.com/sh/nz8dfas5ijpr76y/AACJzxHZUInrHi6Vq3Lk8f8ra?dl=0
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Table 1. Execution times (ms) for Ontop/MongoDB and Virtuoso, over the BSBM
benchmark (4 million products). Values are averaged over 9 versions of each query

Query 1 2 4 5 7 8 10 12

Ontop/MongoDB
rw 26 179 102 NA 417 838 22 35
eval 2672 43 3713 NA 53 66 34 40

Virtuoso eval 258 308 403 1179 3995 1897 3966 327

We now focus on query evaluation times. For each of the 9 versions of
Query 5, the evaluation either timed out, or exceeded MongoDB’s memory lim-
itations (see Sect. 4.2). This is explained by the fact that this query contains an
anti-join, which requires a (close to) full collection scan from MongoDB. For the
7 remaining queries, we observe a sharp contrast in performance between the
two systems, which matches the above expectations. Queries 1 and 4 present a
very favorable setting for Virtuoso: the sparql BGPs are of limited size (≤5
triple patterns), and each of them contains 3 constants. On the other hand,
because none of these constants is unique in the json collection, the evaluation by
Ontop/MongoDB requires fetching multiple documents from disk. As expected,
for these two queries, evaluating the sparql query with Virtuoso was one order of
magnitude faster than evaluating the corresponding maq with Ontop/MongoDB .
As for the 5 remaining queries, they all represent a setting where MongoDB can
fully benefit from denormalization. First, all 5 queries require data contained
in one document only. In addition, they all contain a constant in an indexed
field, where the index is either declared as a unique (Queries 2, 7, 8 and 10),
or contains only unique values (Query 12). For each of these queries, the eval-
uation was one to two orders of magnitude faster for MongoDB. This confirms
that Ontop/MongoDB was able to generate maqs that take full advantage of
the document (and index) structure.

6 Related Work

The idea of using wrappers to access external data sources dates back to the 90s;
see e.g., the Garlic data integration system [19]. In recent years, several practical
systems were developed for querying MongoDB via sql: Drill8, Dremio9, Stu-
dio 3T10, and the MongoDB Connector for Spark11. With such systems, users
can query MongoDB collections as nested tables. sql queries are automatically
translated to (basic) MongoDB queries, and post-processing is often required to
compute advanced query constructs.

8 https://drill.apache.org/.
9 https://www.dremio.com/.

10 https://studio3t.com/whats-new/how-to-query-mongodb-with-sql/.
11 https://docs.mongodb.com/spark-connector/.

https://drill.apache.org/
https://www.dremio.com/
https://studio3t.com/whats-new/how-to-query-mongodb-with-sql/
https://docs.mongodb.com/spark-connector/
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Another line of relevant research is the sql++ extension of the sql language
for accessing, e.g., json data [16]. sql++ has been supported by the DB engines
Couchbase12 and AsterixDB13.

There already exist several mapping language proposals extending r2rml
for converting non-relational data sources to rdf, e.g., rml [8], xr2rml [14],
kr2rml [21], and d2rml [6]. These languages extend the relational model used
in r2rml to more general cases (e.g., csv, json, and Web Services). Their
corresponding systems are mostly used for data conversion; the xr2rml imple-
mentation also supports sparql query answering by partially materializing the
relevant rdf graph.

Finally, the approach of [1] is comparable in spirit to ours, in that it also aims
at delegating query execution to a NoSQL source engine, and relies on an object-
oriented (OO) intermediate representation, similar to our “relational view”. A
key difference though is that the mapping is from the ontology vocabulary to the
OO layer, rather than from the source DB to the ontology vocabulary. The aim
is to simplify the mapping specification, and make it independent of the under-
lying source DB. The expressivity of such a mapping is thus limited, essentially
mapping OWL classes to (possibly nested) relations.

7 Conclusions

In this paper, we have presented a generalized OBDA framework for arbitrary
(not only relational) DBs. It provides a convenient uniform querying interface,
by means of a high-level vocabulary coupled with a familiar query language
(sparql), as an alternative to the variety of ad-hoc query languages provided
by native NoSQL DBs. We also propose a practical architecture for a generalized
virtual OBDA approach, that allows one to answer sparql queries over arbitrary
data sources.

We have instantiated this framework in the specific case of MongoDB, as
an extension, called Ontop/MongoDB , of the OBDA system Ontop, and have
compared its performance to that of a triple store. The evaluation we have
carried out shows that Ontop/MongoDB was able to generate maqs that take
full advantage of the denormalized structure of the data.

As a continuation of this work, we plan to evaluate the impact of the differ-
ent techniques implemented within Ontop/MongoDB to optimize the generated
maq, using a wider range of queries, but also different document structures for
the same dataset.

12 http://couchbase.com/.
13 https://asterixdb.apache.org/.
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Turin, Palermo, Italy

antonio.lieto@unito.it
2 Dipartimento di Informatica, Università di Torino, Turin, Italy
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Abstract. We propose a nonmonotonic Description Logic of typicality
as a tool for the generation and the exploration of novel creative con-
cepts, that could be useful in many applicative scenarios, ranging from
video games to the creation of new movie characters. In particular, our
logic is able to deal with the phenomenon of prototypical concept com-
bination, which has been shown to be problematic to model for other
formalisms like fuzzy logic. The proposed logic relies on the logic of typi-
cality ALC+TR, whose semantics is based on a notion of rational closure,
as well as on the distributed semantics of probabilistic Description Log-
ics, and takes into account the insights coming from the heuristics used
by humans for concept composition. Besides providing framework able
to account for typicality-based concept combination, we also outline that
reasoning in the proposed Description Logic is ExpTime-complete as for
the underlying ALC.

1 Introduction

Inventing novel concepts by combining the typical knowledge of pre-existing ones
is an important human creative ability. Dealing with this problem requires, from
an AI perspective, the harmonization of two conflicting requirements that are
hardly accommodated in symbolic systems: the need of a syntactic composition-
ality (typical of logical systems) and one concerning the exhibition of typicality
effects [1]. According to a well-known argument [2], in fact, prototypical concepts
are not compositional. The argument runs as follows: consider a concept like pet
fish. It results from the composition of the concept pet and of the concept fish.
However, the prototype of pet fish cannot result from the composition of the
prototypes of a pet and a fish: e.g. a typical pet is furry and warm, a typical fish
is grayish, but a typical pet fish is neither furry and warm nor grayish (typically,
it is red).

In this work we provide a framework able to account for this type of human-
like concept combination in the scenario of typical concept invention. We exploit
c© Springer Nature Switzerland AG 2018
C. Ghidini et al. (Eds.): AI*IA 2018, LNAI 11298, pp. 183–196, 2018.
https://doi.org/10.1007/978-3-030-03840-3_14
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a nonmonotonic Description Logic (from now on DL) of typicality called TCL

(typical compositional logic), that has been already shown able to capture well
established examples in the literature of cognitive science concerning concept
combination [3]. This logic combines two main ingredients. The first one relies
on the DL of typicality ALC+TR introduced in [4]. In this logic, “typical” prop-
erties can be directly specified by means of a “typicality” operator T enriching
the underlying DL, and a TBox can contain inclusions of the form T(C) � D to
represent that “typical Cs are also Ds”. As a difference with standard DLs,
in the logic ALC + TR one can consistently express exceptions and reason
about defeasible inheritance as well. For instance, a knowledge base can con-
sistently express that “normally, athletes are fit”, whereas “sumo wrestlers usu-
ally are not fit” by T(Athlete) � Fit and T(SumoWrestler) � ¬Fit , given that
SumoWreslter � Athlete. The semantics of the T operator is characterized by
the properties of rational logic [5], recognized as the core properties of nonmono-
tonic reasoning. ALC+TR is characterized by a minimal model semantics corre-
sponding to an extension to DLs of a notion of rational closure as defined in [5]
for propositional logic: the idea is to adopt a preference relation among ALC+TR

models, where intuitively a model is preferred to another one if it contains less
exceptional elements, as well as a notion of minimal entailment restricted to
models that are minimal with respect to such preference relation. As a conse-
quence, T inherits well-established properties like specificity and irrelevance: in
the example, the logic ALC + TR allows us to infer T(Athlete � Bald) � Fit
(being bald is irrelevant with respect to being fit) and, if one knows that Hiroyuki
is a typical sumo wrestler, to infer that he is not fit, giving preference to the
most specific information.

As a second ingredient, we consider a distributed semantics similar to the
one of probabilistic DLs known as DISPONTE [6], allowing to label axioms
with degrees representing probabilities, but restricted to typicality inclusions.
The basic idea is to label inclusions T(C) � D with a real number between
0.5 and 1, representing its probability1: such a number represents the prob-
ability of finding elements of C being also D, then we impose that it is at
least 50% since we are only considering typicality properties. We assume that
the axioms are independent from each other. The resulting knowledge base
defines a probability distribution over scenarios: roughly speaking, a scenario
is obtained by choosing, for each typicality inclusion, whether it is consid-
ered as true of false. In a slight extension of the above example, we could
have the need of representing that both typicality inclusions about athletes
and sumo wrestlers have a probability of 80%, whereas we also believe that
athletes are usually young with a higher probability of 95%, with the fol-
lowing KB: (1) SumoWrestler � Athlete; (2) 0.8 :: T(Athlete) � Fit ; (3)
0.8 :: T(SumoWrestler) � ¬Fit ; (4) 0.95 :: T(Athlete) � YoungPerson. We
consider eight different scenarios, representing all possible combinations of typi-
cality inclusion: as an example, {((2), 1), ((3), 0), ((4), 1)} represents the scenario

1 Here, we focus on the proposal of the formalism itself, therefore the machinery for
obtaining probabilities from an application domain will not be discussed.
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in which (2) and (4) hold, whereas (3) does not. We equip each scenario with
a probability depending on those of the involved inclusions, then we restrict
reasoning to scenarios whose probabilities belong to a given and fixed range.

As an additional element of the proposed formalization we employ a method
inspired by cognitive semantics [7] for the identification of a dominance effect
between the concepts to be combined: for every combination, we distinguish
a HEAD, representing the stronger element of the combination, and a MODI-
FIER. The basic idea is: given a KB and two concepts CH (HEAD) and CM

(MODIFIER) occurring in it, we consider only some scenarios in order to define
a revised knowledge base, enriched by typical properties of the combined concept
C � CH � CM (the heuristics for the scenario selections are detailed in Sect. 2,
Definition 7).

In this work, we show that the proposed logic TCL is able to tackle the problem
of composing prototypical concepts (by creating a novel, plausible, conceptual
prototype) and we exploit the proposed formalism as a tool for the generation
of novel creative concepts, that could be useful in many applicative scenarios.
We also outline that the reasoning complexity of TCL is ExpTime-complete, as
in the standard ALC logic, witnessing that the proposed approach is essentially
inexpensive.

2 A Logic for Concept Combination

The nonmonotonic Description Logic TCL combines the semantics based on the
rational closure of ALC+TR [4] with the probabilistic DISPONTE semantics [6].
By taking inspiration from [8], we consider two types of properties associated to
a given concept: rigid and typical. Rigid properties are those that hold under any
circumstance, e.g. C � D (all Cs are Ds). Typical properties are represented
by inclusions equipped by a probability. Additionally, we employ a cognitive
heuristic for the identification of a dominance effect between the concepts to be
combined, distinguishing between HEAD and MODIFIER2.

The language of TCL extends the basic DL ALC by typicality inclusions of
the form T(C) � D equipped by a real number p ∈ (0.5, 1) representing its
probability, whose meaning is that “normally, Cs are also D with probability p”.

Definition 1 (Language of TCL). We consider an alphabet C of concept names,
R of role names, and O of individual constants. Given A ∈ C and R ∈ R, we define:

C,D := A | � | ⊥ | ¬C | C � C | C � C | ∀R.C | ∃R.C

We define a knowledge base K = 〈R, T ,A〉 where:

– R is a finite set of rigid properties of the form C � D;
– T is a finite set of typicality properties of the form p :: T(C) � D, where

p ∈ (0.5, 1) ⊆ R is the probability of the inclusion;

2 Here we assume that some methods for the automatic assignment of the
HEAD/MODIFER pairs are/may be available and focus on the discussion of the
reasoning part.
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– A is the ABox, i.e. a finite set of formulas of the form either C(a) or R(a, b),
where a, b ∈ O.

It is worth noticing that we avoid typicality inclusions with degree 1. Indeed,
an inclusion 1 :: T(C) � D would mean that it is a certain property, that we
represent with C � D ∈ R. Also, observe that we only allow typicality inclu-
sions equipped with probabilities p > 0.5. Indeed, the very notion of typicality
derives from the one of probability distribution, in particular typical properties
attributed to entities are those characterizing the majority of instances involved.
Moreover, in our effort of integrating two different semantics – DISPONTE and
typicality logic – the choice of having probabilities higher than 0.5 for typicality
inclusions seems to be the only compliant with both formalisms. In fact, despite
the DISPONTE semantics allows to assign also low probabilities/degrees of belief
to standard inclusions, in the logic TCL it would be misleading to also allow low
probabilities for typicality inclusions. Please, note that this is not a limitation of
the expressivity of the logic TCL: we can in fact represent properties not holding
for typical members of a category, for instance if one need to represent that typ-
ical students are not married, we can have that 0.8 :: T(Student) � ¬Married .

Following from the DISPONTE semantics, each axiom is independent from
each others. This allows us to deal with conflicting typical properties equipped
with different probabilities.

A model M of TCL extends standard ALC models by a preference relation
among domain elements as in the logic of typicality [4]. In this respect, x < y
means that x is “more normal” than y, and that the typical members of a concept
C are the minimal elements of C with respect to this relation. An element x ∈ ΔI

is a typical instance of some concept C if x ∈ CI and there is no element in CI

more typical than x.

Definition 2 (Model). A model M is any structure 〈ΔI , <, .I〉 where: (i) ΔI

is a non empty set of items called the domain; (ii) < is an irreflexive, transitive,
well-founded and modular (for all x, y, z in ΔI , if x < y then either x < z or
z < y) relation over ΔI ; (iii) .I is the extension function that maps each concept
C to CI ⊆ ΔI , and each role R to RI ⊆ ΔI × ΔI . For concepts of ALC, CI

is defined as usual. For the T operator, we have (T(C))I = Min<(CI), where
Min<(CI) = {x ∈ CI | ∃y ∈ CI s.t. y < x}.

A model M can be equivalently defined by postulating the existence of a function
kM : ΔI �−→ N, where kM assigns a finite rank to each domain element [4]: the
rank of x is the length of the longest chain x0 < · · · < x from x to a minimal
x0, i.e. such that there is no x′ such that x′ < x0. The rank function kM and <
can be defined from each other by letting x < y if and only if kM(x) < kM(y).

Definition 3 (Model satisfying a KB). Let K = 〈R, T ,A〉 be a KB. Given
a model M = 〈ΔI , <, .I〉, we assume that .I is extended to assign a domain
element aI of ΔI to each individual constant a of O. We say that: (i) M satisfies
R if, for all C � D ∈ R, we have CI ⊆ DI ; (ii) M satisfies T if, for all
q :: T(C) � D ∈ T , we have that T(C)I ⊆ DI , i.e. Min<(CI) ⊆ DI ; (iii) M
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satisfies A if, for each assertion F ∈ A, if F = C(a) then aI ∈ CI , otherwise if
F = R(a, b) then (aI , bI) ∈ RI .

Even if the typicality operator T itself is nonmonotonic (i.e. T(C) � E does not
imply T(C �D) � E), what is inferred from a KB can still be inferred from any
KB’ with KB ⊆ KB’, i.e. the resulting logic is monotonic. In order to perform
useful nonmonotonic inferences, in [4] the authors have strengthened the above
semantics by restricting entailment to a class of minimal models. Intuitively, the
idea is to restrict entailment to models that minimize the untypical instances of a
concept. The resulting logic corresponds to a notion of rational closure on top of
ALC +TR. Such a notion is a natural extension of the rational closure construc-
tion provided in [5] for the propositional logic. This nonmonotonic semantics
relies on minimal rational models that minimize the rank of domain elements.
Informally, given two models of KB, one in which a given domain element x
has rank 2 (because for instance z < y < x), and another in which it has rank
1 (because only y < x), we prefer the latter, as in this model the element x
is assumed to be “more typical” than in the former. Query entailment is then
restricted to minimal canonical models. The intuition is that a canonical model
contains all the individuals that enjoy properties that are consistent with KB.
This is needed when reasoning about the rank of the concepts: it is important to
have them all represented. A query F is minimally entailed from a KB if it holds
in all minimal canonical models of KB. In [4] it is shown that query entailment
in the nonmonotonic ALC + TR is in ExpTime.

Definition 4 (Entailment). Let K = 〈R, T ,A〉 be a KB and let F be either
C � D (C could be T(C ′)) or C(a) or R(a, b). We say that F follows from K
if, for all minimal M satisfying K, then also M satisfies F .

Let us now define the notion of scenario of the composition of concepts. Intu-
itively, a scenario is a knowledge base obtained by adding to all rigid properties
in R and to all ABox facts in A only some typicality properties. More in detail,
we define an atomic choice on each typicality inclusion, then we define a selection
as a set of atomic choices in order to select which typicality inclusions have to
be considered in a scenario.

Definition 5 (Atomic choice). Given K = 〈R, T ,A〉, where T = {E1 =
q1 ::T(C1) � D1, . . . , En = qn ::T(Cn) � Dn} we define (Ei, ki) an atomic
choice for some i ∈ {1, 2, . . . , n}, where ki ∈ {0, 1}.

Definition 6 (Selection). Given K = 〈R, T ,A〉, where T = {E1 =
q1 ::T(C1) � D1, . . . , En = qn ::T(Cn) � Dn} and a set of atomic choices
ν, we say that ν is a selection if, for each Ei, one decision is taken, i.e. either
(Ei, 0) ∈ ν and (Ei, 1) ∈ ν or (Ei, 1) ∈ ν and (Ei, 0) ∈ ν for i = 1, 2, . . . , n.
The probability of ν is P (ν) =

∏

(Ei,1)∈ν

qi

∏

(Ei,0)∈ν

(1 − qi).

Definition 7 (Scenario). Given K = 〈R, T ,A〉, where T = {E1 =
q1 ::T(C1) � D1, . . . , En = qn ::T(Cn) � Dn} and given a selection σ, we define
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a scenario wσ = 〈R, {Ei | (Ei, 1) ∈ σ},A〉. We also define the probability of a
scenario wσ as the probability of the corresponding selection, i.e. P (wσ) = P (σ).
Last, we say that a scenario is consistent when it admits a model in the logic
TCL.

We denote with WK the set of all scenarios. It immediately follows that the
probability of a scenario P (wσ) is a probability distribution over scenarios, that
is to say

∑

w∈WK
P (w) = 1.

Given a KB K = 〈R, T ,A〉 and given two concepts CH and CM occurring
in K, our logic allows to define the compound concept C as the combination of
the HEAD CH and the MODIFIER CM , where C � CH � CM and the typical
properties of the form T(C) � D to ascribe to the concept C are obtained in
the set of scenarios that:

1. are consistent;
2. are not trivial, i.e. those with the highest probability, in the sense that the

scenarios considering all properties that can be consistently ascribed to C are
discarded;

3. are those giving preference to the typical properties of the HEAD CH (with
respect to those of the MODIFIER CM ) with the highest probability. Notice
that, in case of conflicting properties like D and ¬D, given two scenarios
w1 and w2, both belonging to the set of consistent scenarios with the highest
probability and such that an inclusion p1 :: T(CH) � D belongs to w1 whereas
p2 :: T(CM ) � ¬D belongs to w2, the scenario w2 is discarded in favor of w1.

In order to select the wanted scenarios we apply points 1, 2, and 3 above to
blocks of scenarios with the same probability, in decreasing order starting from
the highest one. More in detail, we first discard all the inconsistent scenarios,
then we consider the remaining (consistent) ones in decreasing order by their
probabilities. We then consider the blocks of scenarios with the same probability,
and we proceed as follows:

– we discard those considered as trivial, consistently inheriting all (or most of)
the properties from the starting concepts to be combined;

– among the remaining ones, we discard those inheriting properties from the
MODIFIER in conflict with properties inherited from the HEAD in another
scenario of the same block (i.e., with the same probability);

– if the set of scenarios of the current block is empty, i.e. all the scenarios have
been discarder either because trivial or because preferring the MODIFIER,
we repeat the procedure by considering the block of scenarios, all having the
immediately lower probability;

– the set of remaining scenarios are those selected by the logic TCL.

The knowledge base obtained as the result of combining concepts CH and
CM into the compound concept C is called C-revised knowledge base:

KC = 〈R, T ∪ {p : T(C) � D},A〉,
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for all D such that T(C) � D is entailed in w. The probability p is defined
as follows: if D is a property inherited either from the HEAD (or from both
the HEAD and the MODIFIER), then p corresponds to the probability of such
inclusion of the HEAD in the initial knowledge base, i.e. p :: T(CH) � D ∈ T ;
otherwise, p corresponds to the probability of such inclusion of a MODIFIER in
the initial knowledge base, i.e. p :: T(CM ) � D ∈ T . Notice that, since the C-
revised knowledge base is still in the language of the TCL logic, we can iteratively
repeat the same procedure in order to combine not only atomic concepts, but
also compound concepts. We leave a detailed analysis of this topic for future
works.

We conclude the section by showing that reasoning in TCL remains in the
same complexity class of standard ALC. For the completeness, let n be the size
of KB, then the number of typicality inclusions is O(n). It is straightforward
to observe that we have an exponential number of different scenarios, for each
one we need to check whether the resulting KB is consistent in ALC + TR

which is ExpTime-complete. Hardness immediately follows from the fact that
TCL extends ALC+TR. In [3] we have shown that reasoning in TCL in the revised
knowledge is ExpTime-complete.

3 Artificial Prototypes Composition and Concept
Invention

In this section we exploit the logic TCL to show both (i) how it allows to automat-
ically generate novel, plausible, prototypical concepts by composing two initial
prototypes and (ii) how it can be used as a generative tool in the field of compu-
tational creativity (with applications in the so called creative industry). In detail,
we first show how our logic can model the generation of a quite complex concept
recently introduced in the field of narratology, i.e. that one of the ANTI-HERO
(a role invented by narratologists to generate new story lines), by combining the
typical properties of the concepts HERO and VILLAIN. Of course, the specific
domain of the example is not relevant here; our goal is showing how TCL can
model this kind of prototypical concept composition (a crucial aspect of human
concept invention) that, on the other hand, has been proven to be problematic
for other kinds of logics (e.g fuzzy logic, [2,9]). We then show how the same
machinery can be used as a creative support tool to generate a new type of
villain for a video game or a movie.

3.1 The Anti Hero

We will take into account the concepts of HERO, ANTI-HERO and VILLAIN
extracted by the common sense descriptions coming from the TvTropes repos-
itory (https://tvtropes.org). In such online repository, typical descriptions of
character roles are provided. They can be useful for practitioners of the narra-
tive field in order to design their own character according to the main assets

https://tvtropes.org
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presented in such schemas. In particular, Tropes can be seen as devices and con-
ventions that a writer can reasonably rely on as being present in the audience
members’ minds and expectations. Regarding the HERO, TvTropes identifies
the following relevant representative features: e.g. the fact that it is character-
ized by his/her fights against the VILLAIN of a story, the fact that his/her
actions are necessarily guided by general goals to be achieved in the interest
of the collectivity, the fact that he/she fights against the VILLAIN in a fair
way and so on. Examples of such Trope are: Superman, Flash Gordon etc. The
ANTI-HERO, on the other hand, is described as characterized by the fact of
sharing most of its typical traits with the HERO (e.g. the fact that it is the pro-
tagonist of a plot fighting against the VILLAIN of the story); however, his/her
moves are not guided by a general spirit of sacrifice for the collectivity but,
rather, they are usually based on some personal motivations that, incidentally
and/or indirectly, coincide with the needs of the collectivity. Furthermore the
ANTI-HERO may also act in a not fair way in order to achieve the desired goal.
A classical example of such Trope is Batman, whose moves are guided by his
desire of revenge. Finally the VILLAIN is represented as a classic negative role
in a plot and is characterized as the main opponent of the protagonist/HERO.
In addition to this classical contraposition, TvTropes also reports some physical
elements characterizing such role from a visual point of view. For example: the
characters of this Trope are usually physically endowed with some demoniac cues
(e.g. they have the “eyes of fire”). Finally, they are guided by negative moral
values. Examples of such role can be easily taken from the classical literature to
the modern comics. Some representative exemplars are Cruella de Vil in Disney’s
filmic saga or Voldemort in Harry Potter.

Let us now exploit our logic TCL in order to define a prototype of ANTI-
HERO. First of all, we define a knowledge base describing both rigid and typical
properties of concepts HERO and VILLAIN, then we rely on the logic TCL in
order to formalize an AntiHero-revised knowledge base.

Let K = 〈R, T ,A〉 be a KB, where the ABox A is empty. Concerning rigid
properties, let R be as follows:

R1 Hero � ∃hasOpponent .Villain
R2 Villain � ∀fightsFor .PersonalGoal
R3 Villain � WithNegativeMoralValues
R4 CollectiveGoal � PersonalGoal � ⊥
R5 WithPositiveMoralValues � WithNegativeMoralValues � ⊥
R6 AngelicIconicity � DemoniacIconicity � ⊥.

Prototypical properties of villains and heroes are described in T as follows:

T1 0.95 :: T(Hero) � Protagonist
T2 0.85 :: T(Hero) � ∃fightsFor .CollectiveGoal
T3 0.9 :: T(Hero) � WithPositiveMoralValues
T4 0.6 :: T(Hero) � AngelicIconicity
T5 0.75 :: T(Villain) � DemoniacIconicity
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T6 0.8 :: T(Villain) � Implulsive
T7 0.75 :: T(Villain) � Protagonist .

We make use of the logic TCL in order to build the compound concept
AntiHero as the result of the combination of concepts Hero and Villain. Dif-
ferently from what the natural language seems to suggest, we consider this com-
pound concept by assuming that the HEAD is Villain (since the ANTI-HERO
shares more typical traits with this concept than with the HERO concept).

First of all, we have that the compound concept inherits all the rigid proper-
ties of both its components (if not contradictory), therefore in the logic TCL we
have that:

(i) AntiHero � ∃hasOpponent .Villain
(ii) AntiHero � ∀fightsFor .PersonalGoal
(iii) AntiHero � WithNegativeMoralValues.

For the typical properties, we consider all the 27 = 256 different scenarios
obtained from all possible selections about inclusion in T . Some of them are
inconsistent, namely those including either axiom T2 or axiom T3, since they
would ascribe properties in contrast with inherited rigid properties of (ii) and
(iii): rigid properties impose that an anti hero has negative moral values, and
all his goals are personal, therefore he is an atypical hero in those respects
(T2 states that typical heroes fights also for some collective goals, whereas T3
states that normally heroes have positive moral values). Also scenarios containing
both axioms T4 and T5 are inconsistent, due to the fact that the concepts
AngelicIconicity and DemoniacIconicity are disjoint (formalized by R6).

Let us consider the remaining, consistent scenarios: the one having the high-
est probability considers all the properties of both concepts by excluding only
AngelicIconicity , that is to say the one with the lowest probability between the
two properties in conflict. In TCL this scenario is discarded since it is the most
trivial one. When we consider scenarios less trivial, i.e., more surprising scenarios
(we analyze scenarios in decreasing order of probability), we discard the scenario
with probability 0.13%, which includes T4, associated to the MODIFIER, rather
than T5, associated to the HEAD, allowing to conclude, in a counter intuitive
way, that typical anti heroes have an angelic iconicity rather than a demoniac
one.

Next scenarios, sharing the same probability (0.09%), are as follows:

T1 0.95 :: T(Hero) � Protagonist
T5 0.75 :: T(Villain) � DemoniacIconicity
T6 0.8 :: T(Villain) � Implulsive

T1 0.95 :: T(Hero) � Protagonist
T6 0.8 :: T(Villain) � Implulsive
T7 0.75 :: T(Villain) � Protagonist

According to the logic TCL, both are adequate and represent the outcome of the
whole heuristic procedures adopted in TCL. Probably, in this case, it could be
more useful to opt for the solution on the left allowing to inherit a further prop-
erty (i.e. DemoniacIconicity) for the generated prototypical Anti-Hero. However,
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we remain agnostic about the selection of the final options provided by TCL. This
choice can be plausibly left to human decision makers and based on their own
goals.

A final element that is worth noticing in TCL is the following: in our logic,
adding a new inclusion, e.g. T(AntiHero) � Brave, would not be problematic.
That is to say that our formalism is able to tackle the phenomenon of prototypical
attributes emergence for the new compound concept, widely described in the
Cognitive Science literature [7].

In the next subsection we show how TCL can be used to invent novel concepts.

3.2 The Villain Chair

Let us assume to generate a novel concept obtained as the combination of con-
cepts Villain (as HEAD) and Chair (as MODIFIER). Let K = 〈R, T , ∅〉 be as
follows:

R1 Villain � ∃fightsFor .PersonalGoal
R2 Villain � Animate
R3 Villain � WithNegativeMoralValues
R4 Chair � ∃hasComponent .SupportingSeatComponent
R5 Chair � ∃hasComponent .Seat
R6 CollectiveGoal � PersonalGoal � ⊥

and T is as follows:

T1 0.9 :: T(Villain) � DemoniacIconicity
T2 0.75 :: T(Villain) � ∃hasOpponent .Hero
T3 0.75 :: T(Villain) � Protagonist
T4 0.8 :: T(Villain) � Impulsive
T5 0.95 :: T(Chair) � ¬Animate
T6 0.95 :: T(Chair) � ∃hasComponent .Back
T7 0.65 :: T(Chair) � ∃madeOf .Wood
T8 0.8 :: T(Chair) � Comfortable
T9 0.7 :: T(Chair) � Inflammable.

We consider the 512 scenarios, from which we discard the inconsistent ones,
namely those including T5: indeed, since R2 imposes that villains are animate,
in the underlying ALC + TR we conclude that Villain � Chair � Animate,
therefore all scenarios including T5, imposing that Villain �Chair � ¬Animate
are inconsistent. We also discard the most obvious scenario including all the
typicality inclusions of R, having probability of 14%, and the ones containing all
the inclusions related to the HEAD. The first suitable scenarios are those having
probability 4.67% and contain all properties coming from the MODIFIER and
three out of four properties coming from the HEAD. Such scenarios define two
alternative revised knowledge bases: one containing T2 and not T3, the other
one containing T3 and not T2. These scenarios are the preferred ones selected
by the logic TCL.
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However, in this application setting, we could imagine to use our framework
as a creativity support tool and thus considering alternative - more surprising -
scenarios by adding additional constraints. For example, we could impose that
the compound concept should inherit exactly six properties. In this case, we
would get that the scenario having the highest probability (3.2%) is the one
including all the properties of the HEAD, namely T1, T2, T3 and T4, and two
out of four properties of the MODIFIER, namely T6 and T8. Due to its triviality,
this scenario is discarded, in favor of the following more creative scenarios, with
probability 2.51%, obtained by excluding T7 of the MODIFIER and one out of
four properties of the HEAD:

T1 0.9 :: T(Villain � Chair) � DemoniacIconicity
T2 0.75 :: T(Villain � Chair) � ∃hasOpponent .Hero
T4 0.8 :: T(Villain � Chair) � Impulsive
T6 0.95 :: T(Villain � Chair) � ∃hasComponent .Back
T8 0.8 :: T(Villain � Chair) � Comfortable
T9 0.7 :: T(Villain � Chair) � Inflammable

T1 0.9 :: T(Villain � Chair) � DemoniacIconicity
T3 0.75 :: T(Villain � Chair) � Protagonist
T4 0.8 :: T(Villain � Chair) � Impulsive
T6 0.95 :: T(Villain � Chair) � ∃hasComponent .Back
T8 0.8 :: T(Villain � Chair) � Comfortable
T9 0.7 :: T(Villain � Chair) � Inflammable

4 Related and Future Works

In this work we have considered a nonmonotonic Description Logic TCL, extend-
ing the DL of typicality ALC + TR with a DISPONTE semantics, in order to
deal with the generation of novel creative concepts. This logic enjoys good com-
putational properties, since entailment in it remains ExpTime as the underlying
monotonic ALC, and is able to take into account the concept combination of
prototypical properties. To this aim, the logic TCL allows to have inclusions of
the form p :: T(C) � D, representing that, with a probability p, typical Cs
are also Ds. Then, several different scenarios – having different probabilities –
are described by including or not such inclusions, and prototypical properties of
combinations of concepts are obtained by restricting reasoning services to sce-
narios having suitable probabilities, excluding “trivial” ones with the highest
probabilities.

In AI, several approaches have been proposed to deal with the problem of
prototypical concept composition in a human-like fashion. The authors of [10]
present a detailed analysis of the limits of the set-theoretic approaches, the fuzzy
logics (whose limitations was already shown in [11]), the vector-space models
and quantum probability approaches proposed to model this phenomenon. In
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addition, they propose to use hierarchical conceptual spaces [12] to model the
phenomenon in a way that accurately reflects how humans exploit their creativity
in conjunctive concept combination. While we agree with the authors with the
comments moved to the described approaches, we showed that our logic can
equally model, in a cognitively compliant-way, the composition of prototypes by
using a nonmonotonic formalism whose complexity remains in the same class
of standard monotonic ALC. Other attempts similar to the one proposed here
concerns the conceptual blending: a task where the obtained concept is entirely
novel and has no strong association with the two base concepts (while in concept
combination the compound concept is always a subset of the base concepts, for
details see [13]). In [14] the authors propose a mechanism for conceptual blending
based on the DL EL++. They construct the generic space of two concepts by
introducing an upward refinement operator that is used for finding common
generalizations of EL++ concepts. However, differently from us, what they call
prototypes are expressed in the standard monotonic DL, which does not allow
to reason about typicality and defeasible inheritance. More recently, a different
approach is proposed in [15], where the authors see the problem of concept
blending as a nonmonotonic search problem and propose to use Answer Set
Programming (ASP) to deal with this search problem in a nonmonotonic way. In
a related work [16], the author extends the logic of typicality ALC+TR by means
of probabilities equipping typicality inclusions of the form T(C) �p D, whose
intuitive meaning is that, “normally, Cs are Ds and we have a probability of
1−p of having exceptional Cs not being Ds”. Probabilities of exceptions are then
used in order to reason about plausible scenarios, obtained by selecting only some
typicality assumptions and whose probabilities belong to a given and fixed range.
As a difference with the logic TCL, all typicality assumptions are systematically
taken into account: as a consequence, one cannot exploit such a DL for capturing
compositionality, since it is not possible to block inheritance of prototypical
properties in concept combination. The logic TCL extends the work of [16] in
that it does not systematically take into account all typicality assumptions. As a
consequence, TCL allows to block inheritance of prototypical properties in concept
combination. The same criticism applies also to the approach proposed in [17],
where ALC + TR is extended by inclusions of the form T(C) �d D, where d
is a degree of expectedness, used to define a preference relation among extended
ABoxes: entailment of queries is then restricted to ABoxes that are minimal
with respect to such preference relations and that represent surprising scenarios.
Also in this case, however, the resulting logic does not allow to define scenarios
containing only some inclusions, since all of them are systematically considered.
Similarly, probabilistic DLs [18] themselves cannot be employed as a framework
for dealing with the combination of concepts, since these logics are not able to
represent and reason about prototypical properties.

In future research we aim at extending our approach to more expressive DLs,
such as those underlying the standard OWL language. Starting from the work
of [19], applying the logic with the typicality operator and the rational closure
to SHIQ, we intend to study whether and how TCL could provide an alternative
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solution to the problem of the “all or nothing” behavior of rational closure with
respect to property inheritance. We also aim at implementing efficient reasoners
for TCL, relying on the prover RAT-OWL [20] which allows to reason in the
nonmonotonic logic ALC + TR underlying our approach.

The knowledge base obtained by adding typicality inclusions of a compound
concept remains in the language of the logic TCL, allowing to iterate the process
in order to define concepts as combinations of – not necessarily atomic – existing
concepts. We plan to investigate this opportunity in future works.
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inheritance with exceptions”, Università di Torino and Compagnia di San Paolo, call
2014 “Excellent (young) PI”. Gian Luca Pozzato has been also partially supported by
the project “iNdAM GNCS” - Metodi di prova orientati al ragionamento automatico
per logiche non-classiche.

References

1. Frixione, M., Lieto, A.: Representing concepts in formal ontologies: composition-
ality vs. typicality effects. Log. Log. Philos. 21(4), 391–414 (2012)

2. Osherson, D.N., Smith, E.E.: On the adequacy of prototype theory as a theory of
concepts. Cognition 9(1), 35–58 (1981)

3. Lieto, A., Pozzato, G.L.: A description logic of typicality for conceptual com-
bination. In: Ceci, M., Japkowicz, N., Liu, J., Papadopoulos, G.A., Raś, Z.W.
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Abstract. Computational argumentation has been gaining momentum
as a solid theoretical research discipline for inference under uncertainty
with incomplete and contradicting knowledge. However, its practical
counterpart is underdeveloped, with a lack of studies focused on the
investigation of its impact in real-world settings and with real knowl-
edge. In this study, computational argumentation is compared against
non-monotonic fuzzy reasoning and evaluated in the domain of biological
markers for the prediction of mortality in an elderly population. Differ-
ent non-monotonic argument-based models and fuzzy reasoning models
have been designed using an extensive knowledge base gathered from an
expert in the field. An analysis of the true positive and false positive rate
of the inferences of such models has been performed. Findings indicate
a superior inferential capacity of the designed argument-based models.

Keywords: Argumentation Theory · Non-monotonic reasoning
Defeasible reasoning · Fuzzy reasoning · Possibility Theory
Biomarkers

1 Introduction

Inferences through knowledge driven approaches have been researched exten-
sively in the field of Artificial Intelligence. Among such approaches computa-
tional argumentation has recently emerged as a solid theoretical research dis-
cipline for defeasible reasoning and inference under uncertainty. Unfortunately,
there is a lack of studies which examine its impact in real-world settings by
considering real knowledge surrounded by uncertainty, incompleteness and con-
tradictions. In certain settings, like in health care, large amounts of data are not
always available, due to the difficulties in gathering it and because of privacy
issues. Nonetheless, inferences have to be made. Knowledge-driven approaches
are likely better suited in such cases instead of data-driven approaches because
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they rely upon knowledge-bases derived by human experts and not automati-
cally extracted from data. Various quantitative approaches of reasoning under
uncertainty exist. One of these is Fuzzy reasoning which allows robust represen-
tation of linguistic information and provide designers with computational tools
to describe incomplete, inconsistent or ambiguous knowledge.

In this research, the inferential capacity of computational argumentation is
compared against the one of non-monotonic fuzzy reasoning. The domain that
has been chosen for such a comparison is survival prediction using biological
markers. Biomarkers can be defined as features of the state or condition of a
human which can be objectively measured and assessed as indicators of normal
or abnormal biological processes [10]. This domain has been chosen because of
the availability of a small dataset built over a number of months by a doctor in
medicine who also provided an extensive knowledge-base. The research question
under investigation is: to what extent can computational argumentation enhance
the prediction of survival in elderly using biomarkers features when compared to
non-monotonic fuzzy reasoning?

The remainder of this paper is organised as follows: Sect. 2 introduces related
work on computational argumentation, non-monotonic fuzzy reasoning and
biomarkers. The design of a comparative experiment and the methods for the
development of argument-based and fuzzy reasoning-based models are detailed
in Sect. 3. Section 4 provides the results followed by a discussion while Sect. 5
concludes the study suggesting future avenues of research.

2 Related Work

Many approaches in the field of Artificial Intelligence (AI) have been studied
for dealing with quantitative reasoning under uncertainty. Among them, Fuzzy
Logic and Argumentation Theory (AT) have already been used for modeling non-
monotonic (defeasible) reasoning, a type of reasoning characterised by incom-
plete, contradicting and uncertain knowledge.

Argumentation Theory (AT) provides computational models for the imple-
mentation of defeasible reasoning [14], or reasoning when a conclusion can be
changed in the light of new evidence. It has become progressively central in the
AI domain for implementing non-monotonic reasoning [2,5]. Furthermore, it is
getting momentum thanks to its higher capacity and transparency to justify
and retrace inferences [15,16]. In recent works [19,20] it is shown how different
knowledge-bases can be translated into different argument-based models follow-
ing a 5-layer schema upon which argumentation systems are generally built [13].
This schema includes the definition of the internal structure of arguments, the
attacks and the resolution of conflicts as well as the computation of their dialec-
tical status and the production of a final justifiable inference (schema adopted
in this study and detailed in Sect. 3.3).

Fuzzy reasoning is well suited for modelling linguistic information and han-
dling uncertain, imprecise knowledge providing a powerful framework for rea-
soning. However, not much work has been carried out on non-monotonic fuzzy
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reasoning. A few works have proposed some possible approaches for handling
non-monotonicity. For example, in [4], the resolution of conflicting rules was
tackled through aggregating their conclusions with an averaging function, or in
[9], a rule base compression method is proposed for the reduction of the set of
non-monotonic rules. A third approach can be found in [21]. It makes use of Pos-
sibility Theory [7] as a mechanism to solve conflicting information. Possibility
Theory generalises the traditional fuzzy system in the sense that propositions
have not one, but two truth values: possibility and necessity. Both are values
within [0, 1] ∈ R, but the first indicates the extent to which data fail to refute
its truth while the second indicates the extent to which data supports its truth.

An example of a domain where inferences have to be made in condition of
uncertainty, incomplete and contradicting knowledge is health care. Here, for
example, mortality of elderly individuals has to be predicted and this is mainly
caused by non-communicable diseases, such as cardiovascular disease [12]. Prog-
nostic information is then of essential value for clinical decision making, that
in turn is useful fort the development of advance care planning for higher risk
patients [11]. Some works have tackled this problem and attempted to use new
biomakers in the prediction of mortality. [6] compares a few biomarkers, such
as homocysteine, against other classic risk scores for predicting cardiovascular
mortality in older people. In another example [1] the use blood borne biomark-
ers is explored as potential predictors of mortality risk. Nonetheless, biomakers
validation as prognostic factors is still an open issue [22] given the uncertainty
of the knowledge applied. Also, when predicting mortality, available evidence
might be partial and conflicting, adding burden to the decision making process.

3 Design and Methodology

In order to answer the research question a primary research study was designed.
This includes a comparison between the inferences produced by AT and non-
monotonic fuzzy reasoning within the biomarkers domain. A knowledge-base on
mortality risk factors in elderly, produced by an expert in the field, was employed
for the development of non-monotonic fuzzy reasoning and argument-based mod-
els. Both approaches require that firstly, the knowledge-base is translated into
logical expressions that can be adapted as computational rules or arguments.
Three main units compose the non-monotonic fuzzy reasoning models: (1) a
fuzzification module, (2) an inference engine and (3) a defuzzification module
(Fig. 1 left). The argument-based models are structured over 5 layers, as pro-
posed in [13] (Fig. 1 right): (1) definition of the structure of arguments, (2) defi-
nition of their conflicts, (3) their evaluation (4) the computation of the dialectical
status of each argument and (5) their final accrual. A comparison of the infer-
ences produced by AT and fuzzy reasoning was done by assessing their true
positive (TPR) and false positive (FPR) rates on a dataset of 93 elderly patients
described by 51 biomarkers (feature set). This data was obtained in a primary
health care European hospital and the survival status of the 93 patients was
recorded 5 years after data collection. The design of the research is summarised
in Fig. 1.
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Knowledge-base (KB)

Non-monotonic fuzzy
reasoning models

Argument-based
models

Dataset

Fuzzy
models inferences

Argument-based
models inferences

TPR and FPR
comparison

1. Fuzzification
2. Inference engine
3. Defuzzification

1. Structure of arguments
2. Conflicts of arguments
3. Evaluation of conflicts
4. Dialectical status
5. Accrual of arguments

Fig. 1. Evaluation strategy schema.

3.1 Knowledge-Base

Fifty one biomarkers were described by a clinician and their association with
mortality risk levels was defined. Each description was encapsulated in one or
more sentences to facilitate their adaptation into formal rules and formal argu-
ments. Six out of 51 biomarkers were discarded given the contradictory informa-
tion in their descriptions. For instance, suppose the description given for serum
iron (iron in the blood when red blood cells and clotting factors have been
removed) and its respective encapsulation:

– Description 1: ‘Testing serum iron is a part of complete blood count test.
According to available knowledge, both, lower and upper extremes of the inter-
val values, recorded in the sample, might be unbeneficial for survival.’

– Encapsulation 1: low or high serum iron imply unbeneficial survival.

Mortality risks were subsequently classified into five different categories: no
risk (r1), low risk (r2), medium risk (r3), high risk (r4) and extremely risk (r5).
This classification was deducted from natural language descriptions such as:
“may be non beneficial for survival”, “major cause of mortality” and “unbene-
ficial for survival”. Encapsulation 1 can then be extended to:

– Encapsulation 2: low or high serum iron imply low risk (r2).

Contradictions and preferences among biomarkers were also provided by the
interviewed domain expert. Since the full knowledge-base is vast and due to
space limitations in this paper, it can be found online.1

3.2 Non-monotonic Fuzzy Reasoning Models

Fuzzification Module. Rules in the form “IF ... THEN ...” were constructed
given the encapsulated description. It is a straightforward process exemplified
by the definition of rule R1 given Encapsulation 2:
1 http://dx.doi.org/10.6084/m9.figshare.7028480.

http://dx.doi.org/10.6084/m9.figshare.7028480
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– R1: IF low serum iron OR high serum iron THEN r2.

Fuzzy membership functions (FMF) were defined for linguistic variables such
as low serum iron and high serum iron. Not all biomakers had a fuzzy rep-
resentation and they were incorporated into the fuzzy models as crisp vari-
ables (membership grade always 0 or 1). These include, for example, categorical
biomarkers, such as hypertension, or numerical biomarkers with a strict thresh-
old for their different levels, such as high-density lipoprotein cholesterol. Twenty
one out of 45 biomakers could be modelled as fuzzy variables and had a FMF
defined by the domain expert. Figure 2 depicts an example of FMF for low and
high serum iron. The categories representing the five mortality risks also had
an associated FMF (Fig. 3). Due to space limitation, the full list of FMFs can
be found in the online knowledge-base (see footnote 1).

Fig. 2. Membership function for low
serum iron (triangular) and high
serum iron (linear).

Fig. 3. Triangular membership functions
for risks r2−4 and linear membership func-
tions for risks r1 and r5.

Inference Engine. Once the knowledge-base has been fully operationalised in
the fuzzification module, then the model could be extended to perform fuzzy
inferences. Due to the presence of a high amount of contradicting information in
the knowledge-base, a mechanism for resolving contradictions was required. An
example of a contradiction for increased serum insulin (INS) and waist to hip
ratio (w/h) exist:

– Contradiction 1: IF low INS THEN w/h is not high.

This information indicates that if INS is low then any rule whose antecedent
contains “high w/h” is being refuted and its truth value should be re-evaluated.
For example:

– R2: IF high w/h THEN low risk (r2)
– Exception 1: low INS refutes R2.

A possible approach for dealing with these types of exceptions is through the
use of Possibility Theory. The work [21] presents an implementation of fuzzy
reasoning with rule-based systems. It expands the usual fuzzy system using not
one but two truth values named possibility (Pos) and necessity (Nec). Possibility
can be seen as the extent to which data fail to refute its truth, whereas the
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Necessity of a proposition can be seen as the extent to which data supports its
truth. Both possibility and necessity lies in the range [0, 1] ∈ R. Possibility of a
proposition can also be seen as the upper bound of the respective necessity (Pos
≥ Nec). Note that in a regular fuzzy system, necessity represents the membership
grade of a proposition and possibility is always 1 for all propositions. The effect
on the necessity of a proposition A by a set of propositions Q which refutes A
is derivable in [21] and given by:

Nec(A) = min(Nec(A),¬Nec(Q1), . . . ,¬Nec(Qn)) (1)

where ¬Nec(Q) = 1 − Nec(Q). In this study, there is no consideration of sup-
porting information but only attempts to refute information. Thus, Eq. (1) can
deal with the contradictions in the knowledge-base when the membership grade
of a proposition is interpreted as its necessity. It is important to highlight that
the approach developed in [21] was inspired by a multi-step forward-chaining
reasoning system. On the contrary, in this study, the reasoning is done in a sin-
gle step, and data is imported and all rules are fired at once. However, in order
to solve the conflicting information, it is possible to organise exceptions in a
tree structure in which the consequent of an exception is the antecedent of the
next exception. In this way Eq. 1 can be applied from the root or roots until the
leaves. The drawback is that cycles are not allowed, a situation that does not
occur in the knowledge-base considered in this study. Eventually, the effect of
Exception 1 on the truth value of R2 is:

– Truth value R2 = Nec(high w/h) = min (Nec(high w/h), 1 - Nec(low INS)).

Nec(high w/h) is the membership grade of the linguistic variable high of
biomarker w/h. If Nec(low INS) = 0 note that Exception 1 has no impact on R2
and if Nec(low INS) = 1 the new truth value of R2 is 0. Values between 1 and 0
indicates that R2 is partially refuted. The truth value of R2 represents the truth
value of low risk in this respective rule.

Having a mechanism to solve conflicts, fuzzy logic operators can now be
used to aggregate the antecedents of each rule and to aggregate the categories
of mortality risks of consequents. Traditional fuzzy operators are selected for
investigation: Zadeh, Product and Lukasiewicz. Table 1 lists the t-norms and t-
conorms (fuzzy AND and fuzzy OR respectively) for each of them. Antecedents
might employ OR or/and AND, while consequents (mortality risks) are aggre-
gated by the OR operator. For instance, the truth value of low risk (r2) in a
context where only R1 and R2 infer r2 is “Nec(R1) OR Nec(R2)”.

Table 1. T-Norms and t-Conorms employed for two propositions a and b

Fuzzy operator T-Norm T-Conorm

Zadeh min(a,b) max(a,b)

Lukasiewicz max(a + b − 1, 0) min(a + b, 1)

Product a.b a + b − a.b
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Defuzzification Module. The output of the inference engine is a graphic repre-
sentation of the aggregation of the consequents (r1−5) of rules as depicted in the
example of Fig. 4. Several methods can be used for calculating a single defuzzi-
fied scalar. Two are selected here: mean of max and centroid. The former returns
the average of all elements (in this case mortality risks) with maximal member-
ship grade. The latter returns the coordinates (x, y) of the center of gravity of
the geometric shape formed by the aggregation of the FMF of each mortality
risk (example in Fig. 4) In summary, a set of models is constructed with differ-
ent fuzzy logic operators and defuzzification techniques (Table 2). Each designed
model produces a single scalar in the range [0, 100] ∈ � as a final inference.
However, beside this output, a final inference has to be produced for predicting
mortality: death or survival. Several cutoffs of the scalar output are automati-
cally applied to investigate how to separate the two possible outcomes.

Fig. 4. Example of inference graph with truth values of r1 = 0 and r2−5 = 1. The
coordinates of the centroid are (58.52, 0.34) and the mean of max is 62.5.

Table 2. Set up of fuzzy models designed.

Model Operators Defuzzification method

F1 Zadeh Centroid

F2 Zadeh Mean of max

F3 Product Centroid

F4 Product Mean of max

F5 Lukasiewicz Centroid

F6 Lukasiewicz Mean of max

3.3 Argument-Based Models

The definition of argument based-models follows the 5-layer modelling approach
proposed in [13] (and depicted in Fig. 1 right).

Layer 1 - Definition of the Structure of Arguments. The first step consists
on the construction of forecast arguments. These can be represented like:
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Forecast argument : premises → conclusion
This structure is composed by a set of premises related to some biomarkers

from which a conclusion can be deducted by applying an inference rule →. These
are defeasible argument and informally it means that if the set of premises holds,
then the conclusion presumably holds. Here conclusions are represented by the
5 categories of mortality risks, r1−5 (Sect. 3.1). Arguments are constructed from
the encapsulated descriptions of biomarkers provided by the domain expert. For
example, the following argument is derived from Encapsulation 2:

A1: low or high serum iron → low risk (r2)

Layer 2 - Definition of the Conflicts of Arguments. The objective here is
to model possible inconsistencies among arguments. Mitigating arguments [17]
are constructed using the notion of attack. These are formed by a set of premises
and an attack relation ⇒ to an argument B (forecast or mitigating):

Mitigating argument : premises ⇒ B
Different typologies of mitigating arguments can be found in [18]. However,

only the notion of undercutting attack is employed in this study. It defines an
exception by which the application of the knowledge carried in the attacked
argument is no longer allowed. Below an example of a forecast argument and a
mitigating argument derived from Contradiction 1:

- A2: high w/h → low risk (r2) - UA1: low INS ⇒ A2
Differently than the conflict resolution strategy described in Sect. 3.2, here

an undercutting attack does not allow partial refutation, rather full refutation
whereby its target argument is always discarded. The set of arguments (forecast
and mitigating) and the set of undercutting attacks, originated from mitigating
arguments, form an argumentation framework (AF) (example in Fig. 5-Left).

Fig. 5. Argumentation framework (Left): graphical representation of the knowledge-
base employed in this primary research. Nodes are arguments, directed edges are
attacks. Sub-Argumentation framework (Right): activated arguments (blue nodes) and
surviving attacks for one record of the dataset. (Color figure online)

Layer 3 - Evaluation of the Conflicts of Arguments. The knowledge-
base operationalised as an AF can now be elicited with real data. Arguments
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whose premises evaluate true are activated otherwise discarded. Attacks between
activated arguments are considered valid. From activated arguments and valid
attacks a sub-argumentation framework (sub-AF) emerges (Fig. 5-Right).

Layer 4 - Definition of the Dialectical Status of Arguments. Given a
sub-AF, acceptability semantics are applied to compute the dialectical status
of each argument (accepted or rejected). Each record of the dataset activates a
different sub-AF and thus semantics have to be run for each of them. Among well-
known semantics such as grounded and preferred [8], the grounded semantics is
employed here. It returns only one extension (set) of arguments which is conflict
free (it can be empty). It represents the least questionable set of arguments.
Beside grounded semantics, also a ranking-based semantics is employed in this
study. The goal is to rank-order arguments from the most to the least acceptable
one. Note that, with a ranking-based semantics, arguments supporting different
conclusions (here mortality risks) can be part of the same extension since they
are simply ranked. Here, the categorizer semantic has been selected [3]. It ranks
arguments based on the number of direct attacks in a way that attacks, from
non attacked arguments, are stronger than attacks from arguments attacked
multiple times. The detailed implementation of the categorizer semantics can be
found in [3]. Figure 6 shows an example of a sub-AF evaluated by grounded and
categorizer semantics. Note that arguments attacked only by rejected arguments
can still be rejected under the categorizer semantics.

Fig. 6. Argumentation framework: acceptable arguments computed by the grounded
semantics (left) and categorizer semantics (right). Blue nodes are activated but do
not support a conclusion (mitigating arguments), so are not accepted neither rejected.
Red and green nodes are forecast arguments rejected and accepted respectively. (Color
figure online)

Layer 5 - Accrual of Acceptable Arguments. The last stage of the reasoning
process is to produce a final inference (here a single scalar). This is defined by
accrual of the accepted forecast arguments. Mitigating arguments do not support
a conclusion and so have their role finalized by contributing to the resolution of
conflicts. Each accepted forecast argument supports one mortality risk. In this
case mortality risks have crisp values: r1 = 0, r2 = 25, r3 = 50, r4 = 75, r5 = 100.
It is important to highlight that there is no correct values for mortality risks,
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but for comparison purposes, argument-based models adopts the same values
designed by the domain expert for the fuzzy membership functions (for the
consequents of rules). In this research, the final scalar is proposed to be equal to
the risk value supported by the highest number of accepted forecast arguments.
In case of a tie, their average is returned. In the same way as in the defuzzification
unit of the fuzzy reasoning approach, several cutoffs of the scalar inference are
automatically used to separate the possible outcomes (death or survival).

4 Results

Data from 93 elderly patients and 51 different biomarkers was obtained from pri-
mary health care European hospital during the time span of two years.2 This was
used to instantiate argument-based models employing grounded and categorizer
semantics and also fuzzy reasoning models as listed in Table 2 (Sect. 3.2). The
percentage of death and survival records is 39% and 61% respectively, so not per-
fectly balanced. The evaluation metrics selected were true positive rate (TPR)
and false positive rate (FPR), which can be visualised by a Receiver Operat-
ing Characteristic (ROC) curve and compared according to the Area Under the
Curve (AUC). Different thresholds to separate the two type of inferences pro-
duced, (death and survival), are automatically generated, providing one TPR
and one FPR for each model and each cutoff. The AUC of the Precision-Recall
(PR) curve is also investigated. This has been chosen because of the imbalanced
distribution of the grouth truth (death or survival). In this case the positive
predictive value (fraction of patients who had an inference of death and actually
died) is plotted against the true positive rate. Figure 7 depicts the results of
the comparison between all the designed models. Fuzzy reasoning models have
very low AUC for both the ROC curves (between 0.284 and 0.306), and the PR
curve (between 0.232 and 0.264) which suggests a low inferential capacity for
death regardless of the cutoff employed. In addition, the similar AUC among all
fuzzy models indicates that the different fuzzy logic operators and defuzzifica-
tion techniques had minimal impact in the final inferences produced. As for the
argument-based models, it is possible to observe a higher AUC for the ROC and
PR curves, 0.494 and 0.371 respectively for the model employing the grounded
semantic and 0.502 and 0.377 for the model employing the categorizer semantic,
which is significantly better than non-monotonic fuzzy reasoning.

4.1 Discussion

The AUC of the ROC curve for the fuzzy reasoning models shows a worse
performance when compared to that of the argument-based models (approxi-
mately 67% lower on average). One factor that can likely explain the better
performance of argumentation is its superior capacity in conflict resolution,
thus actually better handling non-monotonicity as well as capturing and rep-
resenting defeasible information. Another factor that might explain the lower
2 https://doi.org/10.6084/m9.figshare.7028516.v1.

https://doi.org/10.6084/m9.figshare.7028516.v1
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Fig. 7. True positive rate by false positive rate (left) and positive predictive value by
true positive rate (right), for fuzzy and argument-based models for different cutoffs in
the range [0, 100] ∈ �. The AUC is presented next to each model’s name (top).

performance of fuzzy reasoning models is the higher number of crisp variables
present in the knowledge-base. These variables can hide the vagueness associated
to information, undermining the capacity of fuzzy reasoning models to capture
non-monotonic reasoning. In relation to the PR curve, the peak of 0.5 positive
predictive value (for models F1, F3, F4, F6) suggests that the models based
upon fuzzy reasoning are able to achieve a higher fraction of correct death infer-
ences, but only with a very low true positive rate. In other words, AT presents
a more robust fraction of correct death inferences when the true positive rate is
higher, which is a clear advantage in the prediction of mortality. Nonetheless, it
is also important to highlight that the AUC of the ROC curve for all models is
very similar to the area associated to a random binary classifier (0.5). Although
someone can argue that this is very poor, the random classifier does not given
any insight on the inferences produced. Therefore, such a comparison is not
useful. However, findings here are in line to a previous work where it has been
shown that not even some data-driven approach for classifying mortality, using
the same dataset employed in this research, could significantly outperform a
random classifier [20]. This indeed suggests that the knowledge available is actu-
ally incomplete, uncertain and fragmented. Further work can be done to extend
the current knowledge-base with additional information and the argument-based
approach, described in this study, can actually support such a task. For exam-
ple, those cases that have been predicted incorrectly can be further analysed
individually. Since the concept of argument is always used across the layers of
the defeasible argumentative approach, this makes the retracement and expla-
nation of its inferences easier. Thus for a non-expert it is easier to grasp whether
something went wrong or some additional information is actually needed. If this
additional information become available, it can then be added to the previous
knowledge-base and the inferential process can be repeated again. This task is
more intuitive for a non-expert when compared to the fuzzy reasoning approach
which employes the fuzzification and defuzzification mechanisms that are not
really intuitive.
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5 Conclusion and Future Work

This study presented a comparison of the inferential capacity of different reason-
ing models built with defeasible argumentation and non-monotonic fuzzy logic.
These models were constructed upon an extensive knowledge-base gathered from
an expert in the domain of elderly survival prediction using biomakers and were
aimed at inferring death or survival of elderly people. This knowledge-base was
based upon assumptions, intuitions and it was highly characterised by incom-
pleteness, conflicting information and uncertainty. Argument-based models were
constructed based on a 5-layer schema upon which argumentation systems are
generally built: from the definition of arguments and attacks to the resolution of
their conflicts, the production of their dialectical status and their final accrual
towards a final inference. The fuzzy reasoning models adopted Possibility The-
ory for modeling conflicts among designed rules. This allowed the expansion of
an usual fuzzy system by using not only one but two truth values of a proposi-
tion namely possibility and necessity. The metrics selected for the investigation
of the inferential capacity of designed models were the true positive rate, the
false positive rate and the positive predictive value. Findings showed how the
argument-based models outperformed the fuzzy reasoning models. Future work
will be focused on the replication of this study by evaluating the impact of other
argument-based acceptability semantics on the computation of the dialectical
status of arguments and their final accrual. Other experts will be interviewed to
build additional knowledge-bases for the same problem. This will help strength-
ening current findings and better demonstrate the impact of argumentation for
defeasible inference across different knowledge-bases. Eventually, the explainabil-
ity of defeasible argumentation and its capacity of presenting justifiable infer-
ences will be investigated more precisely.
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Abstract. The stable matching problem has many practical applica-
tions in two-sided markets, like those that assign doctors to hospitals or
students to schools. Usually it is assumed that all agents in each side
explicitly express a preference ordering over those in the other side. This
can be unfeasible and impractical when the set of agents is very big.
However, usually this set has a combinatorial structure, since each agent
is often described by some features. To tackle these scenarios, we define
a framework for stable matching problems where agents are allowed to
express their preferences over those of the other group in a compact way,
via soft constraints over the features describing these agents. We focus on
a special kind of soft constraints, namely fuzzy constraints. We provide
a solving engine for this new kind of stable matching problems that does
not increase the time complexity of the classical Gale-Shapley algorithm,
while maintaining stability of the matching returned. We then evaluate
the approach experimentally.

1 Introduction

The stable matching (SM) problem is a well-known problem with many practical
applications. It considers two sets of agents, often called men and women, that
should be matched in such a way that no man and woman, who are not married to
each other, both prefer each other to their current partner [11,14]. This property
is called stability. Problems of this kind arise in many real-life situations, such
as assigning junior doctors to hospitals [21], children to schools [22], students to
campus housing, and kidney transplant patients to donors.
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The most well-known and used algorithm to find a stable matching is the
Gale-Shapley algorithm (GS) [9], that runs in polynomial time. It assumes that
both men and women express a preference ordering over all members of the other
gender. However, this can be unfeasible, since the number of men and women
can be very large. For example, in China, over 10 million students apply for
admission to higher education annually via a centralized process.

In addition, eliciting the preferences may be a costly and time-consuming
process. However, the sets of men and women may have a combinatorial struc-
ture, which allows for expressing preferences in a compact way by referring to
features rather than entire men or women. For instance, consider a large set of
hospitals offering residencies to doctors. Doctors may not want to rank explicitly
all the hospitals, but may rather wish to express preferences over some of their
features. For example, they might say “I prefer a position close to my home
town”, or “If the hospital is far away from my home town, then I want a better
salary”. The same can be for hospitals over doctors, which may have preferences
such as “We prefer doctors who excel in a certain skill”.

In this paper we study how to adapt the GS algorithm to work with such
preference statements over features, and the impact of this approach over the
computational properties of the algorithm. The main operations performed by
the GS algorithm are the following ones: men need to exploit their preferences
over women to find their most preferred woman, and possibly also their next
most preferred woman (several times), while women need to compare two men
according to their preferences over men. Thus, we need to check what it means
to perform such operations when preference statements are over features of men
and women and they are modelled via soft constraints.

In the soft constraint formalism [15], preferences are modeled in a quantita-
tive way, with several levels of acceptance to express the degrees of preference for
the variable assignments. To use such formalism within the GS stable matching
procedure, we need to model the GS operations mentioned above in a soft con-
straint setting. Soft constraints induce an order over men and women, possibly
with ties. The GS algorithm requires a strict total order (that is, no ties) over
men and women. We consider three linearizations, i.e., three ways to break ties,
with particular attention to fuzzy constraints, where solutions which are less
distant from optimal ones appear earlier in the linearized order.

We thus propose a setting where SM preference lists are modelled via soft
constraints, and the GS algorithm is augmented by a soft constraint solver which
performs the GS operations over the soft constraints representing preferences of
men and women, when needed by the GS algorithm.

The use of soft constraints reduces the amount of time and space needed
by each agent to specify its preference ordering. Moreover, there are benefits
also for the stable matching procedure, which receives an input which is much
smaller. Moreover, if we don’t impose any restriction on the soft constraints of the
women and if we require only that the soft constraints of men have a constraint
graph with a bounded tree-width [7], the time complexity of the stable matching
procedure does not suffer in terms of time, as shown both by our theoretical and
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experimental evaluation. Tree-shaped soft constraints (which have a constraint
graph with tree-width = 1) are sufficiently expressive to model a wide range of
preferences, such as those that are based on a hierarchical organization of the
features. For example, in matching students to schools, it has been observed
[1] that several schools give preferences over students as follows: priority 1 to
students who have already attended that school or a feeder school, priority 2 to
students who have a sibling at the school and live in the walk zone of the school
and so on. This leads to a tree-shaped constraint graph.

A study similar to the one in this paper was done using CP-nets instead of
soft constraints [16]. CP-nets [4] are a different compact model for preferences
over combinatorial sets where preferences are qualitative, that is, expressed via
orderings. In contrast to soft constraints, not all partial orders can be induced
by a CP-net on the outcomes in the combinatorial set and outcomes can be
incomparable but not in a tie. We note that, intuitively, in the SM setting it
is more likely for two members of the same group to be regarded as in a tie
vs incomparable. In both cases, the proposal-based nature of GS imposes a
linearization. As different techniques are needed to reason with CP-nets and soft
constraints in SMs, the linearization studied for CP-net in [16] is very different
than those we define in this paper for soft constraints.

Constraints have been considered in the literature of stable matching only as
a means to encode the problem and to solve it efficiently [2,10,13], rather than
as a way to compactly model agents preferences and then to solve the problem
by interleaving the GS algorithm and the constraint solver.

The paper is a revised and extended version of [17,18].

2 Background

2.1 Stable Matching Problems

A stable matching problem (SM) [11] of size n is the problem of finding a stable
matching between n men and n women. Such men and women each have a strict
preference ordering over the members of the other gender. A matching is a one-
to-one correspondence between men and women. Given a matching M , a man
m, and a woman w, the pair (m,w) is a blocking pair for M if m prefers w to
his partner in M and w prefers m to her partner in M . A matching is said to be
stable if it does not contain blocking pairs. Given a SM P , there may be many
stable matchings for P and there is always at least one. Extended versions of
SM allow for different numbers of men and women, ties and/or incomplete lists
in the preference orderings [12,14].

The Gale-Shapley algorithm (GS) [9] is widely used to solve SMs. The algo-
rithm takes O(n2) steps and constructs a stable matching. It consists of a number
of rounds in which each un-engaged man proposes to his most preferred woman
to whom he has not yet proposed. Each woman receiving a proposal becomes
“engaged”, provisionally accepting the proposal from her most preferred man.
In subsequent rounds, an already engaged woman can “trade up”, becoming
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engaged to a more preferred man and rejecting a previous proposal, or if she
prefers him, she can stick with her current partner.

Given a matching M , we will denote with M(w) (resp., M(m)) the man
(resp., woman) associated to the woman w (resp., man m) in M . Also, pref(x)
denotes the preference list of a man or a woman x. The GS algorithm may
be therefore rewritten as in Algorithm 1 below, which includes the following
operations:

– Opt(pref(m)): Computes the optimal woman for m (i.e., m’s first proposal).
– Next(pref(m), w): computes the next best woman after w for man m (i.e., a

new proposal for m).
– Compare(pref(w),m,m′): returns true if woman w prefers man m to m′. This

is needed when woman w, currently matched with m′, must decide whether
to accept or decline a proposal from m.

Algorithm 1. GS
foreach man m and woman w do

M(m) ← null;
M(w) ← null;

while ∃m such that M(m) = null do
w ← Opt(pref(m));
while M(m) = null do

if M(w) = null then
M(m) ← w;
M(w) ← m;

else
if Compare(pref(w),m,M(w)) then

pref(M(w)) ← pref(M(w)) − w;
M(M(w)) ← null;
M(w) ← m;
M(m) ← w;

else
w ← Next(pref(m), w);

2.2 Soft Constraints

A soft constraint [15] involves a set of variables and it is defined by a preference
function that associates a preference value from a (totally or partially ordered)
set to each instantiation of its variables. This preference value is taken from a
preference structure 〈A,+,×, 0, 1〉, where A is the set of preference values, +
induces an ordering over A (where a ≤ b iff a + b = b), × is used to combine
preference values, and 0 and 1 are the worst and best preference value.
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A Soft Constraint Satisfaction Problem (SCSP) is a tuple 〈V,D,C,A〉 where
V is a set of variables, D is the domain of the variables, and C is a set of soft
constraints (each one involving a subset of V ) associating preference values from
A.

An instance of the SCSP framework is obtained by choosing a specific pref-
erence structure. For instance, a classical CSP [8] is just an SCSP where the
preference structure is SCSP = 〈{false, true},∨,∧, false, true〉. Preference val-
ues are only true and false and they are combined via logical and.

Fuzzy CSPs [15] are instead modeled choosing SFCSP = 〈[0, 1],max,min,
0, 1〉, i.e., preference values are in [0, 1] and we want to maximize the mini-
mum preference value. Fuzzy CSPs are useful in safety-critical applications, since
we focus on the worst preference value when we evaluate a complete variable
assignment.

For weighted CSPs, the preference structure is SWCSP = 〈R+,min,+,
+∞, 0〉: preferences are interpreted as costs from 0 to +∞, and we want to
minimize the sum of costs.

Figure 1 shows the constraint graph of a Fuzzy CSP with three variables x, y,
and z with domain D(x) = D(y) = D(z) = {a, b} and C = {cx, cy, cz, cxy, cyz}.
Each node models a variable and each arc models a binary constraint. There
are also unary constraints. For example, cy is a unary constraint that involves
only variable y and it is specified by the preference function fy that associates
preference value 0.4 to y = a and 0.7 to y = b, while cxy is a binary constraint
that involves variables x and y and it is specified by the preference function fxy
that associates a preference value to each possible combination of values of x
and y in their domain. For example, cxy associates preference value 0.9 to the
tuple (x = a, y = a). This Fuzzy CSP has a tree-shape constraint graph.

x=a −> 1
x=b −> 1

(y=a,z=a) −> 0.9
(y=a,z=b) −> 0.2
(y=b,z=a) −> 0.2
(y=b,z=b) −> 0.5

(x=a,y=a) −> 0.9
(x=a,y=b) −> 0.8
(x=b,y=a) −> 0.7
(x=b,y=b) −> 0.6

x

y=a −> 0.4 z=a −> 1

y z

y=b −> 0.7 z=b −> 1

Fig. 1. A tree-shaped Fuzzy CSP, where we use notation “tuple -> preference value”.

A tuple of a soft CSP P is a partial assignment of preference values to the
variables. A solution of a soft CSP P is a complete assignment of preference
values to all the variables. Given an assignment s to all the variables of a soft
CSP P , its preference value, written pref(P, s) (aka pref(s)), is the combina-
tion (which corresponds to the minimum in the fuzzy case and to the sum in
the weighted case) of the preference values associated to the tuples of s in the
constraints of P .
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A solution of the Fuzzy CSP shown in Fig. 1 is s = (x = a, y = a, z = b).
The preference value of this solution, i.e., pref(P, s), is min(fx(a), fy(a), fz(b),
fxy(a, a), fyz(a, b)) = min(1, 0.4, 1, 0.9, 0.2) = 0.2.

An optimal solution of a soft CSP P is a solution that has preference value
that is the best possible. More formally, an optimal solution is a solution s such
that there are no other solution s′ with pref(P, s) < pref(P, s′), where < is the
preference ordering of the considered preference structure. We denote with opt
its preference value.

In general, finding an optimal solution for a soft CSP is computationally
hard, but is polynomial for some classes of soft constraints. This is the case for
tree-shaped fuzzy CSPs, where a technique called directional arc-consistency,
applied bottom-up on the tree shape of the problem, is enough to make the
search for an optimal solution backtrack-free and thus polynomial.

A tree-shaped fuzzy CSP is a fuzzy CSP whose constraint graph (where nodes
represent variables and arcs connect variables involved in the same constraint)
is a tree.

Given a variable ordering o, a fuzzy CSP is directional arc-consistent (DAC)
if, for any two variables x and y in a fuzzy binary constraint, such that x
precedes y in the ordering o, we have that, for each a in the domain of
x, fx(a) = maxb∈D(y)(min(fx(a), fxy(a, b), fy(b))), where fx, fy, and fxy are the
preference functions of cx, cy and cxy. If a fuzzy CSP is not DAC, it is possible to
make it DAC in polynomial time. Once the fuzzy CSP is DAC, if its constraint
graph is a tree (or has a bounded tree-width), we may find an optimal solution
by instantiating each variable to its best value in the ordering o in linear time.

The tree-like restriction is not the only one to assure tractability. In fact, it
is polynomial to find a solution even if, instead of a tree, we have a graph with
cycles but with bounded tree-width. Many classes of graphs have bounded tree-
width, such as cactus graphs (where every two cycles have at most one vertex
in common), pseudo-forests and Apollonian networks [3].

Fuzzy CSPs can also be solved via a cut-based approach. Given a fuzzy CSP
P , an α-cut of P , where α is between 0 and 1, is a classical CSP with the same
variables, domains, and constraint topology as the given fuzzy CSP, and where
each constraint allows only the tuples that have preference values above α in
the fuzzy CSP. We will denote such a problem by cut(P, α). The set of solutions
of P with preference value greater than or equal to α coincides with the set of
solutions of cut(P, α). Thus, to find an optimal solution for a given fuzzy CSP,
it is enough to find a solution of the CSP cut(P, α) with the highest α such that
the problem has some solution.

Fuzzy and weighted CSPs generate a solution ordering which is a total order
with ties, where the ties are given by all the solutions with the same preference
value, and a solution dominates another one if its preference value is higher.
Thus, linearizing the solution ordering just means giving an order over the ele-
ments in each tie. It has been shown in [5] that it is possible to define a lin-
earization of the solution ordering of a tree-shaped fuzzy CSP where finding the
next solution is computationally easy.
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For weighted CSPs, instead, unfortunately there in no linearization with
this property. However, in [7], it has been shown that, for weighted CSPs with
bounded tree-width, it is polynomial to find the top k solutions when k is
bounded. So, to find the next solution after we already have the top k − 1
ones, it is easy if k is bounded.

3 Soft Constraints in SM

We consider stable marriage problems with n men and n women, where each
man and each woman specify their preferences over the members of the other
gender via a set of soft constraints. We call this a Soft CSP based SM (SSM).

Each man and woman is described by a set of features, that are represented
by the variables of the soft constraint problems. If each variable has d possi-
ble values, the number of variables, say f , of each soft constraint problem is
O(logdn). Summarizing, we have 2f features, of which f describe men and f
describe women.

We will now model the GS operations: Opt, Compare, and Next.
Opt(pref(m)) must return the optimal solution of a soft constraint problem

defining the preferences of man m over the women. We recall that, in general,
finding the optimal solution of a soft constraint problem is a computationally
difficult problem. However, if the soft constraint problem has a tree-like shape, or
bounded tree-width, it can be done in polynomial time [6]. Thus this operation
takes polynomial time if the constraint graph is a tree (or has a bounded tree-
width).

Compare(pref(w),m1,m2) compares two complete assignments m1 and m2

and checks if m1 is strictly more preferred to m2 for w. In fuzzy constraint
problems, this is computationally easy to do, if there is a polynomial number
of constraints. In fact, m1 is strictly preferred to m2 when the preference value
of m1 for w is strictly greater than that of m2 for w. Notice that women need
only to perform Compare operations. Thus we do not need any restriction on
the shape of the constraint graph for women’s preferences to make Compare
polynomial.

For the Next(pref(m), w) operation, we need to understand how to linearize
the solution ordering of a soft constraint problem. In fact, this operation is used
to find the next most preferred woman in a man’s preference ordering, so when
two or more women are tied, we need to put an order over them to understand
who to propose first.

Linearizations. In fuzzy constraint problems, the solution ordering is in gen-
eral a total order with ties: some solutions are equally preferred and a solution
dominates another one if its preference value is higher.

In this context, linearizing the solution ordering means giving an order over
the elements in each tie.

We aim to define linearizations where finding the next best solution (that
is, applying operation Next) is tractable and where solutions which are less
distant from optimal ones appear earlier in the linearized order. In this respect
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we make a novel and significant technical contribution by allowing an ordered
enumeration of solutions in decreasing order of preference values with minimal
recomputation every time a new solution is generated. This plays a fundamental
role in fully exploiting the benefits of the compact representation of preferences.

We will define three linearizations L1, L2, and L3:

– L1 breaks some ties by taking into account the distance of the preference
value of a solution from the preference value of an optimal solution;

– L2 does the same as L1 and breaks additional ties by considering also the
minimum number of preference values for parts of the solutions to be changed
to make the solution optimal;

– L3 does the same as L2 and breaks additional ties by considering also the
amount of change required to become optimal.

We recall that the preference value of an optimal solution is called opt.
Breaking ties in a smarter way allows for men to discriminate with a higher

resolution when making proposals and to end up matched with more preferred
partners. Fuzzy constraints do not distinguish among solutions that perform
poorly on one or all the constraints as long as they have the same minimal
preference. Linearization L2 instead overcomes this by allowing to propose first to
women with fewer low preferences in the constraints. L3 extends this refinement
further by considering also the other non-minimal preferences.

In all three linearizations we use a lexicographic order to break ties. This
order which we denote as ≺lex assumes a linear ordering over variables and a
linear ordering over the elements in their domain. Given two solutions, s1 and
s2, s1 ≺lex s2 if the first variable, according to the ordering over variables, on
which s1 and s2 differ is assigned a value in s1 which precedes the value assigned
in s2 according to the domain ordering. We also define ≺oT , which orders partial
assignments in decreasing order of preference and then breaks ties using ≺lex.

Given a solution s, we define tuple(s) as the first tuple of s according to ≺lex

that has preference value equal to pref(s). We can now define an ordering ≺t

over solutions: s1 ≺t s2 ⇐⇒ tuple(s1) ≺oT tuple(s2).
We now define our linearizations:

– L1: s1 ≺L1 s2 iff
• (opt − pref(s1)) < (opt − pref(s2)), or
• (opt − pref(s1)) = (opt − pref(s2)) and s1 ≺t s2, or
• (opt − pref(s1)) = (opt − pref(s2)), s1 =t s2 and s1 ≺lex s2.

– L2: s1 ≺L2 s2 iff
• (opt − pref(s1)) < (opt − pref(s2)), or
• (opt − pref(s1)) = (opt − pref(s2)) and t(s1) < t(s2), or
• (opt − pref(s1)) = (opt − pref(s2)) and t(s1) = t(s2) and s1 ≺t s2, or
• (opt−pref(s1)) = (opt−pref(s2)), t(s1) = t(s2), s1 =t s2, and s1 ≺lex s2,

where t(s) is the minimum number of tuples of s that must be changed to
make s optimal. For fuzzy constraints, this is the number of tuples of s with
preference value less than opt.
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– L3: s1 ≺L3 s2 iff
• (opt − pref(s1)) < (opt − pref(s2)), or
• (opt − pref(s1)) = (opt − pref(s2)) and ct(s1) < ct(s2), or
• (opt − pref(s1)) = (opt − pref(s2)) and ct(s1) = ct(s2) and s1 ≺t s2, or
• (opt−pref(s1)) = (opt−pref(s2)), ct(s1) = ct(s2), s1 =t s2, and s1 ≺lex

s2,
where ct(s) is sumti(opt−pref(ti)), where ti is any tuple of s with preference
less than opt.

We will now see how to perform operations Next on such three linearizations.
We will call them Nexti, for i = 1, 2, 3.

Next1. In Algorithm 2 we describe procedure Next1 for fuzzy CSPs which is a
modified version of the Next operation presented in [5]. In Algorithm 2:

– next(p) is the preference value, among those appearing in P , following p in
decreasing order;

– given a fuzzy CSP P and one of its tuples t = (xi = v, xj = w), fix(P, t)
returns the fuzzy CSP obtained from P by removing from the domains of xi

and xj all values except v and w;
– given a fuzzy CSP P and a preference p, cut(P, p) returns the CSP obtained

from P by zeroing all preferences less than p in all the constraints;
– given a tree-shaped CSP P , cspSolve(P ) returns the first solution in lexico-

graphic order given the variable and domain orderings;
– given a tree-shaped CSP and one of its solutions s, cspNext(P, s) returns the

solution following s in lexicographic order if one exists.

In a fuzzy CSP, a solution has preference p only if it includes a tuple that has
preference p. When a solution s is given in input, we look for ts, the smallest
tuple of s w.r.t. ordering oT that has preference p in the corresponding constraint.
This is the tuple that generates solution s. Thus, we fix tuple ts via fix(P, ts)
and cut the obtained fuzzy CSP at level p. By calling cspNext we look for
the solution lexicographically following s. If it doesn’t exist, s must be the last
solution generated by tuple ts with preference p. The next solution may have
preference p or lower. If it has preference p, such a preference must come from
a tuple with preference p which follows ts w.r.t. ordering oT . To avoid finding
solutions with preference p that come from tuples preceding ts we zero out tuple
ts and all tuples with preference p preceding ts w.r.t ordering oT . If none of the
tuples with preference p following ts generates a valid solution with preference
p, we move down one preference level, restoring all zeroed tuples back to their
original values. This search continues until a solution is found or all tuples with
preference greater than 0 have been considered.

Next2 and Next3. To perform Next2 and Next3 for tree-shaped fuzzy CSPs,
when we already have the top k−1 solutions, we find the top k solution according
to L2 and L3 by computing the top k solutions of a set of weighted CSPs. Our
algorithm, which we call KCheapest, works for both L2 and L3. The input is a
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Algorithm 2. Next1
Input : tree-shaped and DAC Fuzzy CSP P , orderings o, o1, . . . , on, oT ,
assignment s with preference p
Output : an assignment s′, or ”no more solutions”
compute tuple ts
t∗ = ts; p

∗ = p; P ′ = cut(fix(P, t∗), p∗)
if cspNext(P ′, s) �= ”no more solutions” then

return cspNext(P ′, s)
pref(t) = 0, ∀t ∈ T s.t. pref(t) = p∗ and t ≤oT t∗

cpref = p∗
foreach tuple t >oT t∗with pref(t) > 0 do

if pref(t) < cpref then
reset all preferences previuosly set to 0 to their original values

if pref(cspSolve(cut(fix(P, t), pref(t)))) = pref(t) then
return cspSolve(cut(fix(P, t), pref(t)))

cpref = pref(t)
pref(t) = 0

return ”no more solutions”

Algorithm 3. KCheapest
1. Find k optimal solutions of P , or all optimal solutions if they are less than k. If

the number of solutions found is k, we stop, otherwise let k′ be the number of remaining

solutions to be found.

2. Look for the remaining top solutions within non-optimal solutions. More in

detail, until k′ best solutions have been found or all solutions of P have been exhausted,

consider each preference pl associated to some tuple in P in decreasing order and, for each

tuple t of P with preference pl, perform the following:

1. Compute the new fuzzy CSP, Pt = fix(P, t).

2. If cspSolve(cut(Pt, pl)) has no solution, restart the loop with next iteration from 2.

3. Compute a new soft CSP, say Pw
t , associated to Pt as follows:

(a) the constraint topology of Pw
t and Pt coincide;

(b) each tuple with a preference greater than or equal to opt in Pt has weight 0 in Pw
t ;

(c) each tuple with a preference pt s. t. pl ≤ pt < opt in Pt has weight c in Pw
t defined

as follows: c = 1 if L = L2, c = pt − opt if L = L3;

(d) each tuple with preference less than pl in Pt has weight +∞ in Pw
t .

Thus, Pw
t is a weighted CSP if L = L2 or L = L3;

4. Compute the k′ best solutions or all the solutions if they are less than k′ of Pw
t .

5. Take the k′ top solutions (or all solutions if less than k′) among the sets of best solutions

computed for Pw
t , ∀t with pref(t) = pl.

tree-shaped fuzzy CSP P , an integer k, and a linearization L (either L2 or L3).
The output is a set of top k solutions of P according to the given linearization.

The first step of KCheapest is to look for k optimal solutions of P . As
described in the background section, given a fuzzy CSP P with optimal pref-
erence opt, the set of optimal solutions of P coincides with the set of solutions
of the CSP cut(P, opt), obtained by allowing only tuples mapped to preferences
equal or above opt. Thus, to look for k optimal solutions of P , it is sufficient to
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compute opt and generate solutions of cut(P, opt). If there are at least k optimal
solutions, KCheapest will return them and stop.

Otherwise, we need to consider other, non-optimal solutions, in decreasing
order of preference. To do so, we exploit the fact that, in fuzzy CSPs, all solutions
with a given preference level, say pl, must have at least a tuple with preference
pl. Let us now consider the fuzzy CSP which we obtain from P by fixing a tuple,
say t, with preference pl, in a constraint (that is, by forbidding all other tuples
in that constraint), and by forbidding all tuples with preference smaller than
pl. Such a problem will have either no solution (with a non-zero preference), or
all its solutions will have preference pl. Let us consider the set of such problems
which have at least one solution. It is easy to see that the set of all solutions with
preference pl of P coincides with the union of the sets of optimal solutions of such
new fuzzy problems. L2 linearizes solutions with the same preference by counting
the number of tuples that have preference lower than opt, and L3 by weighting
such a count with the distance from opt. To account for this we transform each
of the fuzzy problems for preference pl, which have solutions, into a weighted
problem. The main idea is to make solutions costs in the weighted problem
coincide with the component of the L2 and L3 which depends on the changes
to be performed to make a solution optimal. Thus, the weighted problems will
have the same variables and the same constraint topology as the fuzzy CSPs.
All tuples with preference below pl will be forbidden by setting their cost to be
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Fig. 2. Computation time varying the number of variables with d = 2, and varying d
with 5 variables (f = 5).
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+∞, and all tuples with preference equal or above opt will have cost 0. All the
remaining tuples, that is, tuples with a non-zero preference smaller than opt,
are those that determine the distance to optimality of solutions, according to
both L2 and L3. If we are linearizing according to L2, they will be assigned
cost 1, while, in the case of L3, the cost will be the difference between opt and
the preference of the tuple. Assuming we are still looking for k′ ≤ k solutions
we must compute the top k′ solution for each weighted CSP and then compute
the union of such sets. Once we have the union, we pick the top k′ solutions of
the union. Of course we may be able to obtain less than k′ solutions, in which
case we proceed as described above for each other preference level in decreasing
order.

Theorem 1. Given a fuzzy CSP P with a tree-shape, computing a set of top k
outcomes according to L2 and L3 is in P when k is polynomial in f and d.

From [16] we know that on average only 2% of all proposals are made, so
the main idea is to call KCheapest with k = 2% of the maximum number of
proposals and cache the returned set of solutions. Only when all cached solutions
have already been returned, we need to call KCheapest again.

4 Complexity Issues and Stability

Let us now compare the worst case space and time complexity of using the GS
algorithm with and without soft constraints. In the classical setting, with n men
and n women, and preference lists given explicitly, an SM needs O(n2) space
and O(n2) time [11]. When we use soft constraints, each man and woman needs
O(dkm) space and time to state their preferences, where d is the size of domains,
k is the number of features involved in the largest soft constraint, and m is the
number of soft constraints. When we use soft constraints with bounded tree-
width for the men, each proposal in the GS algorithm takes O(poly(f)) time,
where f is the number of features and each Compare operation takes O(poly(m)).
So, overall, the GS algorithm may need up to O(n2 × poly(f) × poly(m)) time,
although the number of proposals have been shown to be much lower in practice
[16].

If we run the GS algorithm on any of the three linearizations we defined, by
definition we obtain a matching which is stable w.r.t. this linearization. In SMs
with ties [11], a matching is said to be weakly stable when there is no man and
woman who strictly prefer each other to their partner in the matching. Since our
linearizations order more pairs than the ordering of the soft CSPs, it is easy to
see that any matching which is stable for the linearizations is also weakly stable
for the initial orderings.

5 Experimental Setting and Results

The described linearizations can be used in two different ways within the GS
algorithm. One way is to compute the whole preference lists for each man and
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then run GS. The other is to use the linearization only when GS requires a new
proposal. We ran experiments to compare the running time of these two scenarios
on a 2.4 Ghz Intel Core i5 machine with 8 GB of RAM, and averaged values over
100 executions, setting a time limit of 10 min. For each man, a tree-shaped fuzzy
CSP over f features of domain size d is generated by randomizing the preference
values. Each woman is represented by a randomly generated fuzzy CSP with a
generic topology over the same number of f features and a constraint density of
50%. Thus, the whole generated SSM problem consists of n = df individuals on
each side.

In the first test we fixed d and measured the execution time needed to find a
stable matching while increasing the number of features f . Results for Next1 are
shown in Fig. 2(a), where GS-next1-lists is GS run on precomputed lists obtained
running Next1 exactly n2 times, whereas SoftGS1 is GS which calls Next1 on
demand. For f = 15 GS-next1-lists didn’t complete within the time limit. Also,
SoftGS1 substantially outperforms GS-next1-lists both in space and time. As
expected from [16], GS makes on average only 2% of all possible proposals. This
justifies the advantage of an on demand implementation.

We ran the same tests on Next2−3, that is, the algorithm that calls
KCheapest, only when needed, for either L2 or L3. The results are plotted
in Fig. 2(c) where GS-next23-lists is again the implementation that runs over
full precomputed lists while SoftGS23 only precomputes the first 2% of every
preference list and then eventually asks for more. SoftGS23 is considerably bet-
ter than its equivalent that runs on precomputed lists, with an average running
time of 4.875 s versus 107.202 s. In Fig. 2(d) we compared the performance of the
different linearizations L1 and L2−3. As expected, solving the Weighted CSP cost
minimization problem brings additional overhead to the Next operation, result-
ing in a worse performance compared to Next1.

In the second test setting, we fixed f to 5, and measured execution time as
a function of the domains cardinality d. As shown in Fig. 2(b), SoftGS1 behaves
better than GS with precomputed lists, despite the fact that n = df . The perfor-
mance of SoftGS1 is very promising as for a setting of d = 2 and f = 12 (which
means 8192 individuals to be matched), the average computation time is 1.83 s
versus 137.43 s of the version with precomputed lists. In a real world scenario of
this size, ranking 8192 individuals of the opposite sex may be impractical, while
the compact preference representation makes it feasible, as each individual only
needs to express his/her preferences over 12 features.

6 Conclusions

We study and solve the problem of finding stable matchings when agents’ pref-
erences are expressed compactly via fuzzy constraints. Experiments suggest that
this reduces the amount of time and space needed by each agent to specify its
preference ordering, as well as the overall time complexity of the GS algorithm
to find a stable matching. Our work may be extended by considering other
matching problems (e.g. many-to-many), non-fuzzy compact preferences, and
manipulation issues as done in [19,20].
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Abstract. Procedural Content Generation is applied in the develop-
ment process of many commercial games: automatically generated game
contents are delivered to players in order to offer a constantly changing
user experience and enrich the game itself. Usually, the generative process
relies on search-based non-deterministic algorithms, which encode one or
more techniques for guaranteeing “legal” yet diversified output. Declara-
tive approaches to content generation, more properly defined as Declara-
tive Content Specification techniques, like the ones based on Answer Set
Programming, allow to focus on describing content requirements rather
than programming ad-hoc generation engines, and to fast prototype gen-
eration techniques themselves. This work investigates to what extent
ASP-based DCS is scalable enough for industrial contexts, by propos-
ing a partitioning-based approach. A working prototype, available as an
Unity Asset and as a GVGAI framework level generator is presented.

Keywords: Answer Set Programming
Procedural content generation · Game content generation
Artificial intelligence in games · Computational intelligence in games
Declarative Content Specification

1 Introduction

Procedural Content Generation (PCG) [20] is an important tool for modern
video game development, and commonly used in both triple-A (i.e., high-budget
games) and indie games. A good PCG framework allows the creation of new game
content without the specific need to create it by hand: instead, a program is run
and the produced output is used into the game itself in the form of landscapes,
playable levels, open worlds, i.e., of what we will in general call game artifacts.
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The game production workflow usually involves a number of professional
profiles, whose jobs can partially overlap. In particular, the game designer is
in charge of manually designing and combining game artifacts, while the pro-
grammer writes general purpose code, Artificial Intelligence (AI) code, and, in
our context, content generation code. Designers and programmers have usually
a strict collaboration, and interact in order to produce the right content gener-
ation code. There can be cases in which the designer has little inspiration and
cannot converge to a concrete game world or to suitable new levels, nor explore
novel ideas, etc. In this setting PCG might be very beneficial; however, find-
ing a good content generation scheme might be a big burden on programmers’
shoulders. In other development contexts, designers extensively collaborate with
a programmer in order to modify the content creation algorithm, so that the
generated game artifacts fit to the original ideas and description.

In both settings above, input ideas about the game world come from designers
in terms of high-level rules and constraints, and such information is then used by
programmers to encode algorithms which should generate the content specified;
this, however, means that the programmer must devise not only what is supposed
to be generated, but also the procedural algorithms in charge of the generation
task.

It turns then out that a general technique, which is reusable and decoupled
from the specific game domain and visual appearance, and results to be accessible
to non-programmers and suitable for rapidly prototyping game content, can be
significantly of help. In this respect, logic-based declarative tools, such as Answer
Set Programming, can be a game changer, as they limit, if not eliminate, the
need for imperative code, thus achieving the above benefits in several respects.
On the one hand, a skilled game designer can declaratively express quantitative
and qualitative desiderata in terms of ASP code; on the other hand, program-
mers themselves can define content generation strategies without the burden of
programming detailed algorithms via imperative languages.

In other words, ASP can be used for evolving traditional PCG techniques to
the notion of what might better be defined as Declarative Content Specification
(DCS); in this respect, declarative specifications can be easily modified and
incremented with new knowledge at will.

1.1 Our Contribution

In the vast literature concerning procedural content generation,1 the first usage of
ASP for content generation can be found in [15,21], with particular focus on the
maze generation problem, where promising results are achieved. In particular, the
work in [21] adopts a tile-by-tile generation model, and encouraging performance
results are reported over 6 × 6 mazes.

Our contributions are detailed next:

1 The reader can refer to the last edition of [20] for a comprehensive survey of gener-
ation techniques and related research.



ASP for DCS: A Scalable Partitioning-Based Approach 227

– We investigate over the usage of a partition-based generation technique [19] in
ASP. Approaches relying on partition-based generation are generally efficient
in terms of processing time and, if mixed with ASP, can benefit from the
declarative properties of this latter;

– To the above end, we propose a multiple step-generation approach, set in the
context of the 2-D caves generation domain, where each step is declaratively
controlled by an ASP specification;

– With respect to existing literature [15,21], our approach promises to be bet-
ter scalable to real contexts with higher size mazes; experiments aimed at
confirming that are currently ongoing;

– We develop two plugins based on our generation technique, which were respec-
tively deployed as an asset available in the Unity development2 and in the
GVGAI [18] frameworks;

– We report about some experiments and analyze possible improvements.

The remainder of the paper is structured as follows: we first give an overview
of PCG techniques, and in particular of binary space partitioning in Sect. 2; an
overview of ASP is given in Sect. 3. Our content generation strategy is reported
in Sect. 4, and a prototype is illustrated in Sect. 5; we then report about perfor-
mance and draw our conclusions in Sect. 6.

Fig. 1. Steps of space partitioning. (a) First step: the level is divided by a vertical line
and two sub zones are defined, A and B. (b) Further steps divide each zone into smaller
areas. Here A has been divided by a horizontal line, while B has been split by a vertical
line. (c) After n steps, a given criterion is met, and the level will be subdivided into
sectors.

2 Procedural Content Generation: An Overview

Procedural Content Generation (PCG) can be defined as the algorithmic cre-
ation of game content with limited/indirect user input [22]: roughly, one can
think of a software that automatically generates game contents, that might be
possibly refined by a designer afterwards. There are several reasons for the use

2 https://unity3d.com/unity.

https://unity3d.com/unity


228 F. Calimeri et al.

of PCG techniques in actual game development, such as fast content prototyp-
ing and improved design tasks: indeed, a software can be much faster than a
designer [20], and, in general, it might lead to comparatively better results in
less time. Furthermore, the procedural generation of game content allows to tai-
lor the gaming experience to several extents: different challenges can be proposed
according to the game session, or even depending on the player profile that is
currently playing the game. In general, PCG helps to obtain a game that can
be played an arbitrary number of times with always new original content, while
also improving the development phases.

Game content that can be automatically created ranges from game levels to
music, textures, entire worlds. We focus here on the generation of 2-D levels and
caves; in particular, we focus on a PCG technique called space partitioning, as
we found it particularly suitable when combined with the ASP approach. Space
partitioning is typically used in PCG to create dungeons, both 2-D and 3-D. It
works by recursively dividing the level area into smaller zones, until all meet a
certain criterion, such as a specific size. Once the partitioning is done, monsters
and other game objects can be placed into each “room”; eventually, rooms can be
connected. One of the most popular space partitioning algorithm is the Binary
Space Partitioning (BSP), which recursively divides a given “space” into two
subspaces. By splitting the space into two sub-zones, the algorithm creates a
binary tree. Figure 1 illustrates the principle of this technique.

Fig. 2. Each obtained sector is filled with a room, which will be connected afterwards
using the BSP tree.

As shown in Fig. 2, the binary space partitioning algorithm guarantees that
no areas will be overlapping, and the result is very structured and uniform. Once
the space has been partitioned, proper policies are adopted to create the areas
and directly affect the structure of the dungeon; for instance, one can decide
to randomly assign each final zone either the “room” or the “empty” property,
thus creating a very symmetric dungeon. Room connections and additional level
content can hence be created and placed either purely randomly, or using other
techniques that don’t rely on the space partitioning itself. A pseudo-code for an
implementation of the binary space partitioning technique can be found in [20].
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3 Answer Set Programming

Answer Set Programming (ASP) [4,6,9] is a declarative programming paradigm
evolved from logic programming, deductive databases, knowledge representa-
tion, and non-monotonic reasoning. In ASP, a computational problem can be
encoded by a logic program, that is, a collection of rules which describe a prob-
lem to be solved; the program, along with some input usually expressed using
factual rules, possesses a collection of intended models (possibly also no model),
called answer sets, which correspond one-to-one to the solutions of the modelled
problem instance [14]. Formally, a rule is defined as follow:

b1, b2, ..., bn, not c1, not c2, ..., not cm, ← r1 ∨ r2, ..., ∨ rk.

where each bi and ci are atoms (bi) or negated atoms (ci), while each ri is an
atom. Atoms in the rule body are in conjunction with each other: the comma here
stands for the logical connective AND. The ← symbol is a logical implication;
what is to the left of the implication is called body, while the right part is the
rule’s head. The symbol not is the logical NOT operator; the symbol ∨ is the
logical OR operator, also known as disjunction.

ASP is highly expressive, and allows to solve problems even beyond the
complexity class NP. Rule are semantically interpreted according to common
sense principles and to the classical closed-world assumption/semantics (CWA)
of deductive databases; the field of ASP is growing, and several extensions
of the basic language have been proposed and used in applications such as
ontology-based query answering [2,17] according to the classical open-world
semantics/assumption (OWA) of first-order logic [1].

Efficient systems for computing answer sets [3,8] are available. The typical
computation combines two modules: grounder and solver [10]. The first mod-
ule takes a program Π and instantiates it by producing a propositional pro-
gram Π ′ semantically equivalent but containing no variables; the second module
computes answer sets of Π ′ by adapting and significantly extending SAT solv-
ing techniques [13]. The availability of efficient and solid ASP systems have
stimulated the development of a wide range of practical applications relying on
ASP, both in academia and business, that include, and are not limited to, prod-
uct configuration, decision support systems for space shuttle flight controllers,
large-scale biological network repairs, data-integration and scheduling systems
(cfr. [5,11]). In order to facilitate the use in real-world scenarios, a number of
tools allowing to “embed” ASP into imperative code, are available. In particular,
we took advantage of the EmbASP library [7], which allows to interoperate with
an ASP solver in several development environments, such as the C# and Java
toolchain.
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4 Declarative Content Generation with Space
Partitioning in ASP

We will use next some typical map generation terminology, as recalled here:

Map: a rectangular grid composed of square tiles;
Partition: the outcome of sectioning the map at hand obtained by dividing the

map itself into non-overlapping parts;
Area: a component of a partition, usually a rectangle-shaped area made of tiles;
Structure: how areas composing partitions are connected to each other, for

instance by means of a door object;
Type: the actual kind of an area, which can be either a room, a corridor or a

filled zone, i.e., an area filled with walls;
Tile: a tile can be either a wall, i.e., a cell which is not accessible by a game

character, a floor cell, i.e., a cell that can be walked on by a game character.
A floor cell can be possibly occupied by a game object;

Object: a game object (such as keys, treasures, enemies, etc.); game objects fit
in general in one or more tiles; we will assume to deal with single tile objects;

In this setting, given an empty map M of given size, the goal of a game
content generation framework is to assign each tile of M an appropriate value
and to properly put game objects in “floor” tiles. One could explore the search
space of all the possible tile assignments: however, as soon as the required map
size grows to common values for commercial video-games, such an exhaustive
search approach is not viable anymore. This is the main reason for the choice
of a space partitioning approach, as it should scale better on larger maps, in
principle.

Our approach is conceived on a multiple step basis: each step is implemented
using a different declarative specification, written in ASP; the output of each step
is processed and glued to next stages using the EmbASP library. This tight, step-
by-step, mix of imperative and declarative programming allows to overcome the
limitations of both paradigms, and to cut the search space of each computation,

Par on
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Iden fica on

Area Type
Assignment

Area
Filling

Object
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Ini alize

Fig. 3. Declarative Content Generation: work-flow of the proposed approach.
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achieving better results in terms of performance and a higher scalability, as
shown in Sect. 6.

Our content generation strategy is illustrated in Fig. 3. The behaviour of each
step is summarized next:

Initialize: Initial step to create the basic structure of the map, i.e., a “base”
Partition;

Partition Creation: Partitions are recursively created according to require-
ments, such as minimum size of areas, so that a raw structure is obtained
similar to the one of Fig. 4. In this step we also place the doors connecting
the areas according to specified desiderata, such as minimum allowed distance
from corner walls, etc.;

Structure Identification: A graph model of the raw map is built, where
nodes represent areas and arcs represent connections between areas; note
that placed doors induce connections between areas;

Area type assignment: Each area is assigned a type according to specified
qualitative requirements, i.e., the desired density of rooms with respect to
corridors, etc.;

Area filling: According to the assigned area type, each tile of an area is assigned
a floor type or a wall type. Three different specifications, each given by means
of a logic program, are defined for rooms, corridors, and filled partitions,
respectively; the three logic programs can be modified, thus allowing to tune
rooms and corridor shapes according to design wishes. For instance, one can
build square rooms instead of rounded caves by changing the corresponding
specification;

Object Assignment: Eventually, game objects are assigned to selected rooms,
and put in selected tiles. Note that this task is not trivial, in principle, given
that some objects, such as keys, might be needed in order to enter some
rooms and therefore they cannot be simply placed randomly.

Fig. 4. A semi-finished map obtained after the Partition Creation step, shown in
the Unity plugin.
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We outline next some of the ASP logical specifications we used to develop the
strategy described above. The Partition Creation step is repeatedly invoked;
at each step, given a rectangular area, a partition is chosen consisting of two
new rectangular areas, which share a wall having a door. The following rules,
expressed in ASP, are used to achieve this result:

1 = {new door(X,Y,Dtype) : free cells(X,Y )} = 1 ← door type(Dtype).
cell(X,Y,Dtype) ← new door(X,Y, ), door type(Dtype).

free cells(X,Y ) ← row(X), col(Y ), notunavailable cells(X,Y ).

cell(X,Y2, “wall”) ← new door(X,Y1, ), col(Y2), Y1 �= Y2,
orientation(horizontal),
Y2>Min, Y2<Max,
min col(Min),max col(Max).

cell(X2, Y, “wall”) ← new door(X1, Y, ), row(X2),X1 �= X2,
orientation(vertical),
X2 > Min,X2 < Max,
min row(Min),max row(Max).

These rules specify how the input area at hand must be sectioned by expressing
where it is possible to place a door with a surrounding wall. Intuitively, the
first two rules express the requirement that a new door of type Dtype must
be positioned at some point (X,Y ) in the range of free cells; free cells are the
cells that are not considered as unavailable cells (there is no wall, door or a
general object in position X,Y ); the following rules enforce that an horizontal
or a vertical (depending on the orientation variable) line of “walls” should start
from both sides of the newly placed door. Note that the value assigned to the
orientation variable change from one execution to another depending on the
parameter same orientation percentage previously set. When run along with
proper input data, the above specification produces a set of logical assertions in
the form cell(x, y, t), each telling that the tile at position (x, y) must be assigned
type t (for t either a wall, a vertical door, etc.)

5 Prototype Overview

In this section we report about our prototype. It applies the techniques described
above in order to generate dungeons by means of declarative languages. We
deployed our application both in the Unity, as a Unity Asset, and in the GVGAI-
framework, as an extension of the GVGAI-framework.

5.1 Unity Asset

Unity is a cross-platform game engine primarily used to develop video-games
or simulations for more than 25 different platforms, such as mobile, computers
and consoles. It supports 2-D and 3-D graphics, drag-and-drop functionalities
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Fig. 5. The full Unity interface. A complete map where areas are transformed in rooms
and corridors is shown. On the right, it is highlighted our Unity asset.

and scripting via the C# language. Rapid development speed, a very active
and powerful community, cross-platform integration and the availability of 3-
D models, ready-made scripts, shaders and other extensions that can be easily
added to a game, make Unity a user-friendly game engine easy to learn and
use also for beginners; indeed, Unity is currently the leader of the global game
development engine market, holding the 45% market share (nearly three times
the size of its nearest competitor). Among the wide range of assets offered by the
Unity community, a lot of general level generator (both for 2-D and 3-D games)
exist; nevertheless, none of them give the developers the possibility to generate
the game content describing it in terms of rules and constraints.

It is worth observing that the common approach to content generation is usu-
ally built on a per-game, per-level basis, with little or no opportunity of reusing
the same content generation module across different games. This is reflected
by the Unity Asset Store, in which almost any level generator is very tailored
to specific game domains, specific graphic game elements, etc. Our framework,
instead, is capable of producing general purpose content, which has very few
features depending from a specific game context. As shown in Fig. 5 our tool
provides an easy-to-use graphical interface: the developer is free to set some
specific parameters using the menu integrated into the Unity Editor. Among
the parameters that can be set we have map size, number and minimum size of
rooms, and also location of the ASP encodings; the developer can hence change
the default style of the generated map. On the left side little 2-D preview of the
generated map is presented, while in the middle of the Unity Editor the 3-D
scene view is showed, ready to be integrated in the whole game code.

5.2 GVGAI Plug-in

GVGAI [18] is a Java framework that can be easily used to play any game
described using the standard Video Game Description Language (VGDL) [16]. It
is used for different purposes, such as an AI benchmark to test intelligent agents
and as a framework for general level generation for any game. The framework
is currently used for hosting the General Video Game Player (GVGP) competi-
tion. We deployed our application on top of the GVGAI-framework, in order to
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Fig. 6. GVGAI integration. On the left the main menu where it is possible to set some
parameters for the map design, and choose a game between Zelda and Labyrinth. On
the right, a game running on the generated map.

gain the possibility to reuse both games and controllers created by other par-
ticipants of the GVGP competition [12]. Figure 6 shows Zelda game built using
the GVGAI-framework and our level generator. When the application starts,
the user is free to fill some fields (as in the Unity asset) and then specify the
encoding folder he wants to use for the map generation. Eventually, the program
generates a new example map and runs the previously selected game on the top
of the generated level.

6 Performance Considerations and Conclusions

We performed a set of experiments with a two-fold aim: on the one hand, to
have a first qualitative idea of the order of magnitude of execution times, in
order to prove the practical viability of the approach; on the other hand, to
assess scalability with respect to maze sizes. We report here about two different
cases: in the first one (Setting 1) we required the generation of mazes featuring
few rooms of big size, while in the second (Setting 2) we gave input specifications
for having more rooms of smaller size. We considered sizes of 10 × 10, 20 × 20,
30 × 30, 40 × 40 and 50× 50; for each size we performed 3 runs for both settings
1 and 2. This led to a total of 15 executions for each setting, that produced 30
random mazes.

Results are reported in Fig. 7, where times have been averaged over the maze
size. The green line shows the execution time taken by the imperative code
to connect the different declarative specification written in ASP. The blue one
shows the execution time of the declarative specification while the red one shows
the total execution time given by the sum of imperative time and declarative
time. First of all, we notice that executions take a few seconds, even for signif-
icantly large mazes. Furthermore, performance in the two settings are almost
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Fig. 7. Benchmark test on scalability over Setting 1 (left side) and Setting 2 (right
side). Times are reported in milliseconds. (Color figure online)

the same, even though number and shape of generated rooms are significantly
different; such difference and quality of the result can be appreciated in Fig. 8.
Results confirm the effectiveness of the approach, and its capability of scaling
when dealing with generation tasks of significant size. Compared to imperative
based generators, the performance of our ASP based prototypical generator can
be considered good; indeed, it is sufficient enough for runtime content generation
during game, and it is especially well suited for generation and manual refine-
ment at design time. It is worth noting that, in this latter case, ASP can be of
great help in the design phase, by shortening the distance between designers and
programmers, especially when fast prototyping is needed.

As for future work is concerned, we plan to define a number of predefined set-
tings for typical desiderata in the context of maze generation (i.e., room shapes,
size, etc.); furthermore, we want to take more advantage from the declarative

Fig. 8. Two sample maps obtained with Setting 1 (left-hand side) and with Setting 2
(right-hand side). (Color figure online)
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nature of ASP, by making easier the specification of such and other desiderata,
along with hard and soft design constraints.

Both versions of our prototypes, together with logic program specifications
and source code are fully available online at https://github.com/DeMaCS-
UNICAL/DCS-Maze Generator-GVGAI and https://github.com/DeMaCS-
UNICAL/DCS-Maze Generator-Unity.

7 Future Work

In the ongoing future, we aim to benchmark the performance of the framework.
After deploying the tool to the public, we will assess the usability of the frame-
work by the end user and we will report in detail the obtained results.
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Abstract. In recent years, several approaches for formalising dishon-
est agents have been proposed in the artificial-intelligence literature. In
particular, many of these approaches are based on a modal-logic set-
ting. A prominent specimen of such a formalism is the multi-modal logic
BIC, proposed by Sakama, Caminada, and Herzig, where the name “BIC”
stands for belief, intention, and communication. In their work, Sakama
et al. introduce a Kripke semantics for BIC and provide a corresponding
Hilbert-style axiomatisation. In this paper, we complement this investi-
gation by introducing a tableau calculus for BIC. Our approach is based
on the single-step tableau method, an important proof method for auto-
mated deduction, originally proposed by Massacci for certain normal
modal logics and subsequently elaborated by Goré. We provide sound-
ness and completeness proofs, extending methods of Goré.

1 Introduction

Traditionally, research in artificial intelligence (AI) has focussed on the modelling
of ideal agents, like, e.g., ideally rational agents. But understanding the proper-
ties of dishonest behaviour is also relevant in AI as dishonesty is an integral part
of human life and thus AI systems which are able to not always tell the truth are
one more step closer to human-level AI. Of course, one may argue why it would
be desirable to have dishonest artificial agents. As argued by Castelfranchi [1],
there are different reasons why there is a need for “deceitful agents”. Much like
humans, an agent in a heterogeneous multi-agent system might use a dishonest
strategy in order to achieve its goals with a minimum amount of effort. Another
example given by Castelfranchi includes personal assistants that “should prob-
ably deceive us in trying to influence us to do the right thing, to protect our
interest against our short term preferences or biases” [1].

Indeed, there is a growing interest in the logic and AI literature on providing
formalisations of dishonest behaviour [2,8,9,11–15,17,18]. In this paper, we con-
sider the logic BIC, as introduced by Sakama, Caminada, and Herzig [14]. BIC
is a propositional multi-modal logic that is able to express beliefs, intentions,
and communications of agents, and as such is used to formulate a number of
categories of dishonest behavior. In their work, Sakama et al. provide a Kripke
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semantics and a Hilbert-type axiomatisation of BIC. We complement this inves-
tigation by introducing a tableau calculus for BIC and showing soundness and
completeness of our calculus.

Our tableau method is based on the single-step approach, first discussed by
Massacci [6,7] and, independently, by Goré [5], which trace back in turn to
labelled tableaux as discussed by Fitting [4] for a wide variety of different modal
logics. In a labelled tableau, prefixes of formulae encode possible worlds and
accessibility between them, and in single-step tableaux, the inference rules are
such that the labels within a rule “are at most one step away from each other”.

2 Preliminaries

We start with providing the basic elements of the logic BIC [14]. Syntactically, BIC
is a multi-modal logic whose formulae are built over a set of atomic propositions
using the usual sentential operators ¬, ∧, ∨, and ⊃, the logical constants � and
⊥, and, for a fixed set A, whose elements are referred to as agents, the modal
operators Ba, Ia, and Cab, for every two agents a, b ∈ A. The intended reading
of Baϕ is that agent a believes ϕ. Similarly, Iaϕ and Cabϕ are understood as
that agent a intends ϕ and that agent a communicates ϕ to agent b, respectively.
Communication between two agents is assumed to include both verbal and non-
verbal communication. Moreover, it is assumed to be instantaneous, i.e., a hearer
recognises information at the same moment it is uttered by a speaker.

BIC allows to formulate diverse types of dishonest communication. For exam-
ple, sincere communication, where agent a communicates to agent b a sentence ϕ
he believes to be true, can be expressed in BIC as SINC ab(ϕ) := Baϕ∧Cabϕ. Sim-
ilarly, lying can be formalised by the formula LIEab(ϕ) := Cabϕ∧Ba¬ϕ∧IaBbϕ.
This means that agent a lies to agent b on ϕ if he believes the opposite of ϕ (i.e.,
¬ϕ) but communicates ϕ to agent b with the intention of making b believe ϕ.
Also, withholding information, where a speaker does not communicate a believed-
true sentence with the intention that the hearer does not believe that statement,
can be expressed as WI ab(ϕ) := ¬Cabϕ∧Baϕ∧Ia¬Bbϕ. Other forms of deceitful
and insincere communication can be formalised likewise, cf. Sakama et al. [14]
for details.

The semantics of BIC is given in terms of a Kripke-style semantics. To this
end, we need the following notions: A binary relation R over a set X is (i) serial,
if, for every x ∈ X, there is some y ∈ X such that xRy, (ii) transitive, if xRy
and yRz implies xRz, for every x, y, z ∈ X, and (iii) Euclidean, if xRy and xRz
implies yRz, for every x, y, z ∈ X. Furthermore, for binary relations R1 and R2

over X, R1 is said to be Euclidean over R2, if xR2y and xR1z imply yR1z, for
every x, y, z ∈ X, and R1 is transitive over R2, if xR2y and yR1z imply xR1z,
for every x, y, z ∈ X.

A BIC-model, M, is a tuple 〈W, (RBa)a∈A, (RIa)a∈A, (RCab)a,b∈A,�〉, where,
for each a, b ∈ A, RBa is serial, transitive, and Euclidean, RIa and RCab are
serial, RIa is transitive over RBa and Euclidean over RBa , RCab is transitive
over RIa and RBa and Euclidean over RIa and RBa , and � is a binary relation
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between the set of possible worlds W and the set of formulae satisfying the
following conditions, for any w ∈ W :

1. M, w � � and M, w 
� ⊥;
2. M, w � ϕ ∧ ψ iff M, w � ϕ and M, w � ψ;
3. M, w � ϕ ∨ ψ iff M, w � ϕ or M,w � ψ;
4. M, w � ϕ ⊃ ψ iff M, w 
� ϕ or M,w � ψ;
5. M, w � ¬ϕ iff M, w 
� ϕ; and
6. M, w � Oϕ iff M, u � ϕ for every u ∈ W such that wROu, where O ∈

{Ba, Ia, Cab | a, b ∈ A}.

We say that a formula ϕ is true in a world w in a BIC-model M if M, w � ϕ,
and false otherwise. Furthermore, ϕ is true in a BIC-model M if it is true in
every world in M, and false otherwise. Finally, ϕ is valid if it is true in every
BIC-model. In what follows, we also refer to BIC-models simply as models.

3 Single-Step Tableaux for BIC

We next introduce a single-step tableau calculus for BIC, based on a method pro-
posed by Massacci [6] and show soundness and completeness extending methods
from Goré [5].

Unifying Notation. We begin by extending the unified notation following Fitting
[3] and Smullyan [16]. As customary in the unified notation, we work with signed
formulae, built by prefixing (unsigned) formulae with either T or F. Intuitively,
Tϕ stands for “ϕ is true” and Fϕ for “ϕ is false”. Formally, given a model M
and a world w in it, we define M, w � Tϕ iff M, w � ϕ, and M, w � Fϕ iff
M, w 
� ϕ, i.e., Tϕ is true in w iff ϕ is true in w and Fϕ is true in w iff ϕ is
false in w.

The unifying notation for BIC is defined according to the following tables,
consisting of formulae of type α, β, πO, and νO, along with their respective
components, αi and βi (i = 1, 2) and πO

0 and νO
0 , for O ∈ {Ba, Ia, Cab | a, b ∈ A}

and Ō abbreviating ¬O¬:

α α1 α2

T(ϕ ∧ ψ) Tϕ Tψ
F(ϕ ∨ ψ) Fϕ Fψ
F(ϕ ⊃ ψ) Tϕ Fψ

T¬ϕ Fϕ Fϕ
F¬ϕ Tϕ Tϕ

β β1 β2

F(ϕ ∧ ψ) Fϕ Fψ
T(ϕ ∨ ψ) Tϕ Tψ
T(ϕ ⊃ ψ) Fϕ Tψ

πO πO
0

FOϕ Fϕ
TŌϕ Tϕ

νO νO
0

TOϕ Tϕ
FŌϕ Fϕ

From the semantic conditions of BIC, we immediately get corresponding prop-
erties for our unified notation:

Theorem 1. Let M = 〈W, (RBa)a∈A, (RIa)a∈A, (RCab)a,b∈A,�〉 be a model.
Then, for every α-, β-, πO-, and νO-formula (O ∈ {Ba, Ia, Cab | a, b ∈ A}), and
every w ∈ W , the following conditions hold:
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1. M, w � T� and M, w � F⊥;
2. M, w � Tϕ iff M, w 
� Fϕ, for each unsigned formula ϕ;
3. M, w � α iff M, w � α1 and M, w � α2;
4. M, w � β iff M, w � β1 or M, w � β2;
5. M, w � πO iff there is a world v such that wROv and M, v � πO

0 ; and
6. M, w � νO iff for every world v ∈ W , wROv implies M, v � νO

0 .

Labels and Tableaux. Our tableau calculus for BIC uses labelled signed formu-
lae [4–6]. Intuitively, labels represent symbolic names for worlds in a model. The
core idea is that the structure of labels, along with accessibility relations among
them, encodes reachability relations between worlds. We define, for the logic BIC,
the structure of labels and the accessibility relations between them, and then use
these to prove soundness and completeness of our calculus.

Definition 1. A label is given according to the following conditions: (i) 1 is a
label; (ii) if σ is a label, then σ;On, for O ∈ {Ba, Ia, Cab | a, b ∈ A} and a
number n ≥ 1, is also a label. Furthermore, a labelled signed formula, or simply
a labelled formula, is a signed formula prefixed by a label. The set of all labels
appearing in a set Φ of labelled formulae is denoted by lab(Φ). �

We use |σ| to denote the length of a (part of a) label σ, which is defined
as the number of semicolons it contains plus one. Further, for two labels σ
and τ , σ − τ denotes the part of σ that σ and τ do not share. For example,
1;Ba1;Ba1;Cab1; Ia1 − 1;Ba1;Ba1; Ia1;Cab1 = Cab1; Ia1.

As previously stated, the structure of labels should encode the reachability
relations between worlds. Suppose we have two labels, σ and τ = σ;Ba1, and two
worlds, v and w, named by σ and τ , respectively. From the structure of σ and τ ,
we should be able to conclude that w is reachable from v via Ba, for some agent
a. This idea will become more apparent when we discuss accessibility relations
between labels. To this end, we introduce the notions of a simple extension and
an extension of a label as follows:

Definition 2. Let σ and τ be two labels and let O be a modal operator. Then,
τ is a simple extension of σ with respect to O if τ = σ;On, for a number
n ≥ 1. Furthermore, τ is a simple extension of σ if τ is a simple extension of
σ with respect to some modal operator O. Finally, τ is an extension of σ if
τ = σ;O1n1;O2n2; . . . ;Oknk, for k, ni ≥ 1 and Oi ∈ {Ba, Ia, Cab | a, b ∈ A},
where i = 1, . . . , k. �

We are now ready to define our tableau calculus for BIC.

Definition 3. Given a finite set of signed formulae Φ = {ϕ1, ϕ2, . . . , ϕn}, a
labelled tableau for Φ, or simply a tableau for Φ, is a (downwards oriented) tree
with labelled formulae as nodes, obtained by putting elements from {1ϕ | ϕ ∈ Φ}
as initial branch, and then possibly extending it with the following rules:
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σα(α) σα1

σα2

σβ
(β)

σβ1 | σβ2

σπO

(πO)
σ;OnπO

0

σνO

(νO)
σ;OnνO

0

σνO

(DO) , providing πO
0 = νO

0
σπO

σνBa

(4Ba)
σ;BanνBa

σ;BanνBa

(4rBa)
σνBa

σνIa

(4IaBa)
σ;BanνIa

σνCab

(4CabBa)
σ;BanνCab

σνCab

(4CabIa)
σ; IanνCab

σ;BanνIa

(4rIaBa)
σνIa

σ;BanνCab

(4rCabBa)
σνCab

σ; IanνCab

(4rCabBa)
σνCab

A branch of a tableau, i.e., a path from the root of the tree to some leaf, is closed
if σT⊥, σF�, or both σTϕ and σFϕ, for some label σ and formula ϕ, appear
on the branch. A tableau is closed if each of its branches is closed. A (labelled)
tableau proof of an unsigned formula ϕ is a closed tableau for Fϕ. �

Note that the labels within a given rule are at most one step away from
each other, hence these tableaux are also referred to as “single-step tableaux”,
following Massacci [6] and Goré [5]. Note also that the (πO)-rule comes with
the constraint that σ;On must not already appear on the current branch. All
other rules require that labels appearing in them must already be present on the
current branch.

The intuition behind the tableau rules is rather simple. The (α) and (β) rules
are the standard tableau rules for classical propositional logic. As for the modal
rules, consider, e.g., the (πO)-rule, and assume we have a πO-formula that holds
in a world with the symbolic name σ. From the semantics of πO-formulae, it
follows that there must be a world reachable from σ by RO where πO

0 holds.
Therefore, the (πO)-rule allows us to create a new label, as a symbolic name for
this world, and assert that πO

0 holds in it. Analogous considerations apply for
the (νO)-rule as well, taking the semantics of νO-formulae into account.

The remaining rules carry the name of the frame conditions they implic-
itly represent. Following the standard modal-logic nomenclature, “4” stands for
transitivity, and “D” for seriality. Rules containing the symbols “4r” represent
reverse transitivity, which we get as a side effect of transitivity and Euclideanity.

The (DO)-rule is obtained from the seriality of BIC operators. If a formula
νO holds in some world named by σ, then there must be at least one world
reachable by RO in which νO

0 holds. The (DO)-rule creates a corresponding πO

formula, thus granting us the use of the (πO)-rule that in turn creates a new
label naming this world.

Rules (4Ba) and (4rBa) tell us what we can conclude from a νBa -formula
based on transitivity and Euclideanity of RBa . Let us consider the rule (4rBa)
and assume that νBa holds in some world w named by σ;Ban. Let us furthermore
consider a world v named by σ. Obviously, w is reachable from v, since w is
named by a simple extension of σ. From the Euclideanity of RBa , we know that
any other world u reachable from v by RBa is also reachable from w using the
same relation. Since νBa holds in w, νBa

0 must hold in all RBa -successors of w,
and therefore also in all RBa -successors of v. This in turn means that νBa holds
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in v, which is exactly what the rule asserts. The intuition behind the remaining
rules can be given in a similar manner.

Example 1. Consider the formula ψ = (Cabϕ ∧ Baϕ) ⊃ Ba(Cabϕ ∧ Baϕ), for-
malising that if agent a believes ϕ and communicates it to agent b, then it also
believes that it believes ϕ and that the communication took place. The following
tree is a tableau proof of ψ (with justifications for each node in square brackets):

1. 1F(Cabϕ ∧ Baϕ) ⊃ Ba(Cabϕ ∧ Baϕ) [assumption]
2. 1TCabϕ ∧ Baϕ [1, (α)]
3. 1FBa(Cabϕ ∧ Baϕ) [1, (α)]
4. 1TCabϕ [2, (α)]
5. 1TBaϕ [2, (α)]
6. 1;Ba1FCabϕ ∧ Baϕ [3, (πBa)]

7. 1;Ba1FCabϕ [6, (β)] 8. 1;Ba1FBaϕ [6, (β)]
9. 1;Ba1;Cab1Fϕ [7, (πCab)] 10. 1;Ba1;Ba1Fϕ [8, (πBa)]

11. 1;Ba1TCabϕ [4, (4CabBa)] 12. 1;Ba1TBaϕ [5, (4Ba)]
13. 1;Ba1;Cab1Tϕ [1, (νCab)] 14. 1;Ba1;Ba1Tϕ [12, (νBa)]

× [closure, 9,13] × [closure, 10,14]

4 Adequacy of the Tableau Calculus

4.1 Soundness

We first show soundness, i.e., that every formula provable in the tableau calculus
is valid in BIC. We start with defining what it means for a tableau to be satisfiable.
To this end, we introduce some notation: By frm(θ) we denote the set of all
labelled formulae appearing on some tableau branch θ. Further, we abbreviate
the set lab(frm(θ)), i.e., the set of all labels appearing on the formulae of θ, by
lab(θ).

Definition 4. Let Φ be a set of labelled formulae and let M be a model. A
label interpretation of Φ in M is a mapping N from lab(Φ) to the set of possible
worlds in M such that, for every σ ∈ lab(Φ), every number n, and every O ∈
{Ba, Ia, Cab | a, b ∈ A}, σ;On ∈ lab(Φ) implies N (σ)RON (σ;On). �

Definition 5. A BIC-interpretation (or, simply, interpretation) of a set Φ of
labelled formulae is a pair 〈M,N〉, where M is a model and N is a label inter-
pretation of Φ in M. �

An interpretation satisfies a set Φ of labelled formulae if for every formula
σϕ ∈ Φ, M,N (σ) � ϕ holds. We say that Φ is satisfiable if there exists a
satisfying interpretation. Further, a branch θ of a tableau is satisfiable if frm(θ)
is satisfiable, and a tableau is satisfiable if it has a satisfiable branch.

We call a set L of labels rooted if it is non-empty and σ;On ∈ L implies
σ ∈ L, for all n ≥ 1 and all O ∈ {Ba, Ia, Cab | a, b ∈ A}. Note that, if L is rooted,
then it contains in particular the label 1 which is called the root of L.
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Lemma 1. For every branch θ in a tableau, the set of all labels on θ is rooted.

Proof. Since the initial branch of every tableau contains the label 1, and θ is
obtained from the initial branch by applying tableau rules, we have that 1 ∈
lab(θ), and hence lab(θ) is non-empty. Consider now an arbitrary label σ;On ∈
lab(θ), for O ∈ {Ba, Ia, Cab | a, b ∈ A}. This label must have been introduced by
an application of the (πO)-rule to some formula σπO that already appears on θ,
as π-rules are the only rules allowed to introduce new labels. Hence, σ ∈ lab(θ),
and so lab(θ) is rooted. �

Lemma 2. If a tableau is satisfiable, then every tableau obtained from it by
one application of a tableau rule is also satisfiable.

Proof. Suppose T is a satisfiable tableau. Then, T contains a satisfiable branch,
say θ. Consider T ′ obtained from T by applying some tableau rule to T . If
the rule was applied to some branch other than θ, then θ remains unchanged
and therefore T ′ has a satisfiable branch. Otherwise, we make a case distinction
depending on what rule was applied. We only show the result for one type of
rule; the others are similar.

Suppose the (4O1O2)-rule has been applied to some νO1 -formula σνO1 ∈
frm(θ), where (O1, O2) ∈ {(Ba, Ba), (Ia, Ba), (Cab, Ba), (Cab, Ia)}.1 Then, we
obtain an extended branch θ′ by adding σ;O2nνO1 to θ, for some σ;O2n ∈ lab(θ).
As θ is satisfiable, there is an interpretation 〈M,N〉 that satisfies frm(θ). In par-
ticular, M,N (σ) � νO1 holds. By the semantics of νO1 -formulae, for every world
w in M, N (σ)RO1w implies M, w � νO1

0 . Further, as σ;O2n ∈ lab(θ), there must
be a world in M that σ;O2n is mapped to such that N (σ)RO2N (σ;O2n) holds.
Moreover, as M requires RO1 to be transitive over RO2 , it follows that for every
world v in M, N (σ;O2n)RO1 implies N (σ)RO1v. Combining this with the pre-
vious observation, we get that N (σ;O2n)RO1v implies M, v � νO1

0 . It follows
from the semantics of νO1 -formulae that M,N (σ;O2n) � νO1 . Next, observe
that lab(θ′) = lab(θ) and therefore 〈M,N〉 is also an interpretation of frm(θ′).
As frm(θ′) = frm(θ) ∪ {σ;O2nνO1}, 〈M,N〉 satisfies frm(θ) by assumption,
showing that 〈M,N〉 satisfies σ;O2nνO1 . We conclude that 〈M,N〉 satisfies
frm(θ′), and therefore T ′ is satisfiable. �

Theorem 2 (Soundness). If a formula has a tableau proof, then it is valid.

Proof. Let ϕ be a formula having a tableau proof, T , and assume that ϕ is not
valid, i.e., there is some model M and some world w in M such that M, w 
� ϕ.
Let θ0 be the initial branch of T . Then, by definition, frm(θ0) = {1Fϕ}. By
defining a label interpretation N of frm(θ0) in M by setting N (1) = w, we get
that the tableau consisting of just the initial branch θ0 of T is satisfiable since
M,N (1) 
� ϕ, i.e., M,N (1) � Fϕ. Hence, in view of Lemma 2, it follows that
T is satisfiable too. As a satisfiable tableau cannot be closed, this violates our
assumption that ϕ has a tableau proof. Thus, ϕ must be valid. �

1 Here, (4BaBa) refers to the rule (4Ba).
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4.2 Completeness

A Systematic Tableau Procedure. We show completeness by using a systematic
tableau procedure which, given a finite set Φ of signed formulae, systematically
constructs a tableau proof of Φ if there is one, by applying all possible applicable
rules, or provides sufficient information to construct a countermodel. This is a
well-known approach for showing completeness of a tableau calculus and our
construction follows the one given by Goré [5] for certain modal and temporal
logics.

Our systematic tableau construction for a given finite set Φ of signed formulae
is depicted in Fig. 1. Note that the way we process π-formulae guarantees that
every ν-formula is considered again when a new label, that could allow additional
applications of a tableau rule, is added to the branch. We call a tableau produced
by the systematic tableau procedure a systematic tableau.

Fig. 1. Systematic tableau construction for Φ = {ϕ1, ϕ2, . . . , ϕn}.

A systematic tableau is a finitely generated tree, as each node of it has at
most two successors. It may happen that the systematic construction of a tableau
continues ad infinitum, i.e., we would obtain an infinite tableau. Then, from
König’s Lemma (cf., e.g., Fitting [4]), it follows that such a tableau must have
an infinite branch. Now, in principle, the following cases can be distinguished:

(I1) There is an infinite branch that contains a sequence of infinitely many
distinct labelled formulae, all with the same label σ.
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(I2) There is an infinite branch that contains a sequence of infinitely many
labelled formulae, where all the labels are simple extensions of a common
label σ.
(I3) There is an infinite branch that contains a sequence of infinitely many
labelled formulae, where all labels are different.
(I4) There is an infinite branch obtained by considering a set of ν-formulae
over and over again, infinitely many times.

The first item on the list is impossible as there are only finitely many different
formulae in a systematic tableau, up to label differences. This follows from the
fact that, apart from the DO-rule, for O ∈ {Ba, Ia, Cab | a, b ∈ A}, all other
tableau rules satisfy the subformula property, i.e., only subformulae of the for-
mulae on the initial branch are introduced. But there are also only finitely many
formulae introduced by the (DO)-rule, as they must result from a νO-formula,
of which there are only finitely many.

Also, (I2) is not possible, as it can be shown that for every branch in a
systematic tableau for a finite set Φ of signed formulae, the number of distinct
labels of a given length is finite. Likewise, it holds that (I4) is impossible in a
systematic tableau.

Hence, the only possible way to have an infinite tableau is to have at least one
branch with an infinite sequence of formulae where all the labels are different.
Since, as stated above, we have at most finitely many formulae of any given
length n, our labels must get longer and longer. Moreover, in order for a label
σ′, |σ′| > 1, to be introduced to a branch, there must exist a label σ with |σ| =
|σ′| − 1 already present on the branch. Therefore, our infinite sequence of labels
must have the following form: σ, σ;O1n1, σ;O1n1;O2n2, σ;O1n1;O2n2;O3n3, . . . ,
where each Oi ∈ {Ba, Ia, Cab | a, b ∈ A}.

As the only label of length 1 is the label 1, we define a chain of labels as a
sequence 1, σ1, σ2, . . . of labels if each label in a sequence is a simple extension
of its predecessor. Moreover, a chain 1, σ1, σ2, . . . of labels in some (infinite) set
Φ of labelled formulae is periodic if there exist distinct labels σi and σj such that
σi precedes σj on the chain and, for any given (unlabelled) formula ϕ, σiϕ is in
Φ iff σjϕ is in Φ. Furthermore, a branch θ is periodic if every infinite chain of
labels in frm(θ) is periodic.

We obtain the following result, whose proof is similar to an analogous result
given by Fitting [4].

Lemma 3. In a systematic tableau for a finite set Φ of signed formulae, every
infinite branch must be periodic.

The proof of the lemma follows from the fact that on every infinite branch θ
there are only finitely many different formulae up to label differences. Each label
σ appearing on θ is associated with a set of unlabelled formulae (formulae that
appear on θ with the label σ). Notice that there are only finitely many such sets.
Now, an arbitrary infinite chain on θ has infinitely many different labels. Hence,
there must be two labels that are associated with the same set of unlabelled
formulae and thus the chain is periodic, and so is the branch.
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Label Accessibility and Completeness. We continue with showing how to extract
a countermodel for a formula ϕ from an open branch θ of the systematic tableau
for Fϕ. As labels represent symbolic names for possible worlds in a model, the
intuitive approach would be to take the set of labels that appear on θ as the
set of possible worlds. Further, we mentioned that the structure of labels should
encode the reachability relations between worlds. We next formalise this by intro-
ducing the notion of accessibility relations between labels in a rooted set and
showing that these relations satisfy all the conditions imposed on the reachability
relations between possible worlds.

Definition 6. The accessibility relations �∗
Ba

,�∗
Ia

,�∗
Cab

between two labels σ1

and σ2 are defined as follows:

(i) σ1 �∗
Ba

σ2 iff there exists a label σ such that σ1 = σ; τ and σ2 = σ; ρ;BaL,
where τ = BaN1; . . . ;BaNn, ρ = BaM1; . . . ;BaMm, |σ| ≥ 1, |τ |, |ρ| ≥
0, L ≥ 1, and Ni,Mj ≥ 1, for i = 1, . . . , n, j = 1, . . . ,m;

(ii) σ1 �∗
Ia

σ2 iff there exists a label σ such that σ1 = σ; τ and σ2 = σ; ρ; IaL,
where τ = BaN1; . . . ;BaNn, ρ = BaM1; . . . ;BaMm, |σ| ≥ 1, |τ |, |ρ| ≥
0, L ≥ 1, and Ni,Mj ≥ 1, for i = 1, . . . , n, j = 1, . . . , m;

(iii) σ1 �∗
Cab

σ2 iff there exists a label σ such that σ1 = σ; τ and σ2 = σ; ρ;CabL,
where τ = O1n1; . . . ;OnNn, ρ = O′

1M1; . . . ;O′
mMm, |σ| ≥ 1, |τ |, |ρ| ≥

0, L ≥ 1, Ni,Mj ≥ 1, and Oi, O
′
j ∈ {Ba, Ia}, for i = 1, . . . , n, j = 1, . . . , m.

�

Concerning the intuitions behind these relations, let us consider �∗
Cab

for
illustration (the other relations can be explained similarly). For a possible world
named by a label σ, any simple extension σ;CabN of σ with respect to Cab

names a world that is reachable from σ via RCab and so it is natural to
have σ �∗

Cab
σ;CabN . Consider now the label σ;O1N1; . . . ;OnNn;CabL, where

L ≥ 1, n ≥ 0, and Oi ∈ {Ba, Ia}, for i = 1, . . . , n. Assume the case where
n ≥ 1. Then, we have that the world named by σ;O1N1; . . . ;OnNn;CabL is
reachable via RCab from the world named by σ;O1N1; . . . ;OnNn, as we are
dealing with a simple extension of σ;O1N1; . . . ;OnNn with respect to Cab. Sim-
ilarly, the world named by σ;O1N1; . . . ;OnNn is reachable from the world
named by σ;O1N1; . . . ;On−1Nn−1 via ROn−1 . Since On−1 ∈ {Ba, Ia}, and
RCab is transitive over both RBa and RIa , we have that the world named by
σ;O1N1; . . . ;OnNn;CabL can be reached from the world named by σ;O1N1; . . . ;
On−1Nn−1 via RCab . Following this approach, we can go backwards step by
step and eventually obtain that the world named by σ;O1N1; . . . ;OnNn;CabL
can be reached from σ via RCab . Hence, it is desirable to have σ �∗

Cab

σ;O1N1; . . . ;OnNn;CabL.
Consider now the label σ;O′

1M1; . . . ;O′
mMm, where m ≥ 0 and O′

j ∈
{Ba, Ia}, for j = 1, . . . ,m. If m = 0, then we have the same situation
as above. If m ≥ 1, as σ;O′

1M1 is a simple extension of σ with respect
to O′

1, we have that the world named by σ;O′
1M1 is reachable from the

world named by σ via RO′
1 . Since we have shown that the world named by

σ;O1N1; . . . ;OnNn;CabL is reachable from σ via RCab , we conclude, from the
fact that O′

1 ∈ {Ba, Ia} and RCab is Euclidean over both Ba and Ia, that
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the world with the symbolic name σ;O1N1; . . . ;OnNn;CabL is reachable from
the world named by σ;O′

1M1 via RCab . Once again, we proceed step by step
(this time going forward), and apply the same argument until we eventually get
that the world named by σ;O1N1; . . . ;OnNn;CabL is reachable from the world
named by σ;O′

1M1; . . . ;O′
mMm via RCab . Note that chains O1N1; . . . ;OnNn

and O′
1M1; . . . ;O′

mMm can be arbitrarily short or long. This yields the defini-
tion above.

Theorem 3. (i) �∗
Ba

is transitive and Euclidean; (ii) �∗
Ia

is transitive and
Euclidean over �∗

Ba
; and (iii) �∗

Cab
is transitive and Euclidean over �∗

Ba
and

�∗
Ia

.

The proof of this result is quite extensive with several case distinctions with
repetitive arguments, and therefore omitted due to space reasons. It can be
found in the thesis of the first author [10].

As each accessibility relation in a model must be serial, for each label accessi-
bility relation �∗

O, O ∈ {Ba, Ia, Cab | a, b ∈ A}, we define the serial closure, �D
O ,

of �∗
O by demanding that all those labels from which no other label is accessible

be reflexive. Note that it suffices to define the serial closure as above, as every
infinite chain of labels, on an open branch of a systematic tableau, eventually
becomes periodical. Hence, it is possible to compute the serial closure in a finite
amount of time.

Although �∗
Ia

is transitive and Euclidean over �∗
Ba

and �∗
Cab

is transitive
and Euclidean over both �∗

Ba
and �∗

Ia
, unfortunately this is not the case for their

respective serial closures. Hence, we need one more step to obtain label accessi-
bility relations which fully capture the reachability relations between worlds.

Definition 7. The extended accessibility relations �◦
Ba

,�◦
Ia

, and �◦
Cab

are given
as follows, where σ1 and σ2 are labels:

(i) σ1 �◦
Ba

σ2 iff σ1 �D
Ba

σ2.
(ii) σ1 �◦

Ia
σ2 iff (a) σ1 �D

Ia
σ2 or (b) σ2 �D

Ia
σ2 and there exists a label σ,

|σ| ≥ 1, and some σ′ = BaN1; . . . ;BaNn, σ′′ = BaM1; . . . ;BaMm, such that
σ1 = σ;σ′ and σ2 = σ;σ′′, where Ni,Mj ≥ 1, for i = 1, . . . , n, j = 1, . . . ,m.

(iii) σ1 �◦
Cab

σ2 iff (a) σ1 �D
Cab

σ2 or (b) σ2 �D
Cab

σ2 and there exists a label
σ, |σ| ≥ 1, and some σ′ = O1N1; . . . ;OnNn, σ′′ = O′

1M1; . . . ;O′
mMm such

that σ1 = σ;σ′, σ2 = σ;σ′′, where Ni,Mj ≥ 1, Oi, O
′
j ∈ {Ba, Ia | a ∈ A},

for i = 1, . . . , n, j = 1, . . . ,m. �

Theorem 4. The relations �◦
Ba

, �◦
Ia

, and �◦
Cab

are serial. Moreover, (i) �◦
Ba

is
transitive and Euclidean, (ii) �◦

Ia
is transitive and Euclidean over �◦

Ba
, (iii) �◦

Cab

is transitive and Euclidean over �◦
Ba

, and (iv) �◦
Cab

is transitive and Euclidean
over �◦

Ia
.

As before, the proof can be found in the thesis of the first author [10].

Definition 8. Let Φ be a rooted set of labelled formulae. Then, Φ is
BIC -downward saturated if it satisfies the following conditions (for O ∈
{Ba, Ia, Cab | a, b ∈ A}):
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(S0) {σTϕ, σFϕ} 
⊆ Φ, {σT⊥, σF�} ∩ Φ = ∅, for any unsigned formula ϕ and
label σ;
(S1) if σα ∈ Φ, then σα1 ∈ Φ and σα2 ∈ Φ;
(S2) if σβ ∈ Φ, then σβ1 ∈ Φ or σβ2 ∈ Φ;
(S3) σπO ∈ Φ implies τπO

0 ∈ Φ, for at least one τ ∈ lab(Φ) with σ �◦
O τ ; and

(S4) σνO ∈ Φ implies τνO
0 ∈ Φ, for every τ ∈ lab(Φ) such that σ �◦

O τ . �
Lemma 4. If Φ is a rooted set of labelled formulae that is BIC-downward sat-
urated, then Φ is satisfiable in a model whose possible worlds are labels that
appear in Φ.

Proof. Let Φ be a rooted set of labelled formulae that is BIC-downward saturated.
Let M = 〈lab(Φ), (RBa)a∈A, (RIa)a∈A, (RCab)a,b∈A,�〉 be a model such that
σROτ iff σ �◦

O τ , O ∈ {Ba, Ia, Cab | a, b ∈ A}, and M, σ � P iff σTP ∈ Φ, for
every atom P . Further, we define a label interpretation N of Φ in M as the
identity mapping N (σ) = σ. Using Theorem 4, it can be shown, by induction
on the logical complexity of ϕ, that M, σ � ϕ, for every formula σϕ ∈ Φ. Hence,
〈M,N〉 satisfies Φ. �

We proceed with showing that every open branch of a systematic tableau is
BIC-downward saturated. To this end, we say that a branch is processed with
respect to a tableau rule if whenever the rule is applicable, then it has already
been applied. Further, we call an open tableau completed if it is infinite or no
formula on it is awake (cf. Fig. 1 for the notion of awakeness).

In what follows, we refer to the sequence in which the systematic tableau
procedure expands the nodes (formulae) in a tableau under construction, as a
visit sequence of the tableau. Note that if a labelled formula occurrence σϕ on
the visit sequence is awake at the end of stage n, the systematic procedure is
guaranteed to either visit it at some later stage or close the tableau. Indeed,
since no formula occurrence on the visit sequence can be awakened once it is
marked as finished, each subsequent stage will visit the next formula occurrence
on the sequence. Therefore, if at stage n, there are l formula occurrences which
are awake on the visit sequence that precede σφ, this label will be visited at
stage n + l + 1.

Lemma 5. If θ is an open branch of a completed systematic tableau, then θ is
processed with respect to every tableau rule in the calculus.

Proof. First, observe that α-, β-, and πO-rules, for O ∈ {Ba, Ia, Cab | a, b ∈ A},
are applied whenever some formula of the corresponding type is visited. As each
formula on θ is visited at least once, θ must be processed with respect to α-, β-
and πO-rules.

Now, suppose some νO-rule is applicable to a formula σνO because some
label τ was used on the branch. Then, if τ was present on the branch when σνO

was first visited, the rule must have been applied then. Otherwise, the label τ
must be of form σ;On and it must have been created at some later stage by
some awake formula σπO. But in that case, at the end of the stage when τ was
created, the formula σνO is visited again and once again all applicable rules are
applied to it, in particular also the νO-rule. Therefore, θ must be processed with
respect to the rest of the tableau rules.
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Lemma 6. If θ is an open branch of a completed systematic tableau, then θ is
BIC-downward saturated.

Proof. We show that conditions (S0)–(S4) in Definition 8 are satisfied. Condition
(S0) holds as θ is an open branch. By Lemma 5, θ is processed with respect to all
rules in the calculus. Thus, Conditions (S1) and (S2) hold as well. In particular,
as θ is processed with respect to the πO-rule, for O ∈ {Ba, Ia, Cab | a, b ∈ A},
whenever we have a formula of the form σπO on θ, then the (πO)-rule must have
been applied and hence there is a label σ;On on θ such that σ;OnπO

0 ∈ frm(θ).
Thus, Condition (S3) holds. The proof of Condition (S4) depends on the type of
the ν-formula and is omitted due to space reasons. �

Theorem 5. If the systematic tableau for a set of signed formulae Φ does not
close, then Φ is satisfiable.

Proof. Let T be the systematic tableau for Φ and suppose that T does not
close. As T was created by the systematic procedure, it must be completed
and, by definition, it must contain an open branch θ. By Lemma 6, θ is BIC-
downward saturated. As frm(θ) is a rooted set, we have, by Lemma 4, that
frm(θ) is satisfiable under the identity interpretation N (i.e., where N (σ) = σ
holds for each σ) in a model M = 〈lab(θ), (�◦

Ba
), (�◦

Ia
), (�◦

Cab
),�〉. Furthermore,

if σφ ∈ frm(θ), then M, σ � φ. Since the tableau starts with 1φi, for each φi ∈ Φ,
1φi ∈ frm(θ) holds. Therefore, we obtain that M, 1 � Φ. �

Theorem 6 (Completeness). If an unsigned formula is valid, then it is prov-
able.

Proof. If φ is valid, then by the semantics of signed formulae, Tφ is also valid,
which means that Fφ is unsatisfiable. Hence, by Theorem 5, the systematic
tableau for {Fφ} provides a tableau proof for φ. �

In concluding, we note that our calculus can be extended in the usual manner
by employing local and global assumption rules for accommodating logical conse-
quence, where, following Fitting [4], a set V of formulae is a logical consequence
of a set of local assumptions U and a set of global assumptions S, denoted by
S �BIC (U −→ V ), iff in every BIC-model M in which all formulae of S are true
(forced by every world in M), whenever all elements of U are true in some world
w, then at least one element of V must be true in w. For details, we again refer
to the thesis of the first author [10].
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10. Pavlović, S.: A tableau calculus for a multi-modal logic of dishonesty. Bachelor’s
thesis, Technische Universität Wien, Institute for Logic and Computation (2018)

11. Sakama, C.: Dishonest reasoning by abduction. In: Proceedings of the 22nd Inter-
national Joint Conference on Artificial Intelligence, IJCAI 2011, pp. 1063–1064.
IJCAI/AAAI (2011)

12. Sakama, C.: Dishonest arguments in debate games. In: Proceedings of the Fourth
International Conference on Computational Models of Argument, COMMA 2012.
Frontiers in Artificial Intelligence and Applications, vol. 245, pp. 177–184. IOS
Press (2012)

13. Sakama, C.: Learning dishonesty. In: Riguzzi, F., Železný, F. (eds.) ILP 2012.
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Abstract. Business processes are widely used to capture how a service
is realized or a product is delivered by a set of combined tasks. It is
a recommended practice to implement a business goal through a sin-
gle business process; in many cases, however, this is impossible or it is
not efficient. The choice is, then, to split the process into a number of
interacting processes. In order to realize this kind of solution, the busi-
ness goal is broken up and distributed through many “actors”, who will
depend on one another in carrying out their tasks. We explain, in this
work, some weaknesses that emerge in this picture, and also how they
would be overcome by introducing an explicit representation of responsi-
bilities and accountabilities. We rely, as a running example, on the Hiring
Process as described by Silver in [13].

Keywords: Accountability · Responsibility · BPM · Goals

1 Introduction

Most of the methodologies for the design and development of complex distributed
systems turn around the notion of goal as a way to specify the functional behav-
ior of the system under development. In the agent-oriented programming, for
instance, the Gaia methodology [20] is specifically concerned with how a society
of agents cooperate to realize the system-level goals.

The notion of goal is also relevant in the specification of business processes.
Specifically, a business process can be defined as “a set of activities that are per-
formed in coordination in an organizational and technical environment. These
activities jointly realize a business goal.” [19] As a general practice, it is desirable
to design an end-to-end process [13]: a single process is triggered by a specific
request and ends up with a proper answer for that request (e.g., a service or
a product). In other words, since the Business Process Modeling and Nota-
tion (BPMN) is one of the most widely used languages for modeling business
processes, the description of how satisfying a business request should be encom-
passed within a single BPMN process, whenever possible, so that any instance
of such a process would be a specific case.
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Sometimes, however, such a practice cannot be implemented, for instance
because the activity instances are not aligned across the whole end-to-end pro-
cess. To cope with this problem, the engineer cannot but resort to model the
end-to-end process as multiple BPMN processes, realizing in this way the one-
to-many coordination pattern [10,13]. In the one-to-many pattern, the designer
must model a number of independent BPMN processes that interact with each
other either by exchanging messages, or by means of a synchronized access to
a shared data storage. Since these processes are independent, each of them has
its own start and end events, however, none of them alone can bring about the
business goal. Such a goal, in fact, is only achieved when all the processes are
considered as a whole. This represents a first pitfall of the one-to-many pat-
tern because the business goal is no longer explicitly represented by a single
BPMN process. Moreover, interactions among the processes may be only indi-
rectly represented – as synchronized accesses to data storages. As a consequence,
the BPMN models lose part of their descriptive power because relevant coordi-
nation aspects are actually missing. Thus, an engineer has to deal with several
processes at design time, but she has not adequate abstractions to model, and
check, how these processes will actually interact.

We deem that providing an engineer with explicit abstractions for captur-
ing interactions at the level of goals is essential for the realization of complex
distributed systems, and in particular, systems where multiple, concurrent busi-
ness processes interact with each other to achieve a business goal. To support
the achievement of goals in a distributed way, we resort to notions that underlie
human coordination, namely, accountability and responsibility. The two terms
are strictly related, and often used interchangeably in the literature, but in our
perspective they assume distinct meaning and purpose. For instance, in [11]
responsibilities are seen as charges assigned to some actor. Being responsible for
a task, however, does not necessarily mean to directly carry out the very same
task. A task, in fact, can be decomposed into subtasks, each of which is then
under the responsibility of a different actor. Here comes into play the notion
of accountability that is broadly defined as: the obligation to give account to
someone else under the threat of sanction(s) [5,8,14]. In other works, e.g. [6],
accountability is a directed relationship between two principals, which reflects
the legitimate expectations the second principal has of the first about the achieve-
ment of a condition. Moreover, thanks to the inherent expectations created by
an accountability relationship, accountability is seen as a major driving force of
individuals when it comes to decide about their own behavior [1]. In our perspec-
tive, see the information model described in [3], accountability is characterized
by two fundamental facets. First, as already noted, the legitimate expectation
that an actor has on the behavior of another actor. Second, the control over the
condition for which one is held accountable. The intuitive meaning, here, is that
an actor declares (or accepts) to be accountable for a given condition when it
has the capabilities for bringing about the condition on its own, or when it can
rely on the accountability relationships provided by other actors. In both cases
the actor has control over the condition –direct in the former case, indirect in
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Fig. 1. The hiring process example: ineffective solution.

the latter. In fact, an actor that can hold another to account exerts a form of
authority having the right of asking the second actor an account of its actions
about a condition of interest. Accountability, thus, plays a twofold role. On the
one side, it is the instrument through which responsibilities are discharged [11].
On the other side, it is the trigger that makes interactions progress as agents
tend to discharge their duties lest being sanctioned.

In this paper, we first point out some modeling issues related to the one-
to-many pattern for coordinating independent business processes (Sect. 2). We
then describe our proposal (Sect. 3), and argue how responsibility and account-
ability can be accommodated in the context of business processes to keep an
explicit trace of (1) how a business goal is distributed over concurrent processes,
each responsible for a specific portion of the goal, and (2) how the coordination
among these processes is represented via accountability relationships. Having an
explicit model of goal distribution has several beneficial consequences. First of
all, it becomes clear what is the (sub)goal carried out by each business process
and how this is functional for the achievement of the overall goal. Moreover,
having a formal model, the engineer can verify whether the processes she has
designed actually achieve the overall goal, and hence detect in advance flaws. In
particular, we will show (Sect. 4) that thanks to the recursive feature of control
associated with accountability, an engineer can establish whether each process
is properly supported by the others, and what is potentially missing. Finally,
we show how, driven by the goal distribution model, the interaction among the
processes can be implemented as commitment-based protocols, provided that
some specific conditions on the creation and shape of commitments are respected
(Sect. 5). Finally, we conclude with a comparison between our proposal and novel
approaches to modeling business process choreographies (Sect. 6).

2 Challenges in Business Goal Distribution

To understand the issues hidden in the one-to-many pattern, we shortly recall
how Silver [13] illustrates this problem by means of the Hiring Process example.
Suppose a case consisting of one open job position; the goal is to hire a new
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Fig. 2. The hiring process example: correct solution.

employee for that job. Many candidates will likely apply. As long as the position
remains open, each interested candidate walks through an evaluation process,
that may take some time to be completed. When a candidate is deemed apt for
the position, the job is assigned and the position is closed.

Silver explains how such a procedure cannot be modeled as a single BPMN
process since, inherently, the activities managing the candidates (e.g., accepting
and processing their applications), have a different multiplicity than the activity
managing the position, which is only one. A first intuitive solution is showed
in Fig. 1 where the multiplicity of the candidates is dealt with by means of an
iterative task (i.e., Receive and Screen) and a parallel task (i.e., Interview).
Although this solution is formally correct, it does not meet the goal. Indeed,
the goal of the hirer is to assign the position as soon as an adequate candidate
is found. The process in Fig. 1, instead, awaits to collect a certain number of
applications, and then starts the interviews (in parallel). A first weakness of the
process is that the hirer has to set the number of applications she is willing
to wait before staring the interviews. Once this number is reached, it is not
possible to accept other applications. Thus, it may be the case that the position
remains unfilled because none of the interviews were satisfactory and no new
application is admissible. Moreover, the hirer moves to step Make Offer only
after having interviewed all the candidates. This process, thus, does not represent
the intended goal since an offer is not made as soon as a good candidate is found.

In order to deal with many candidates for a single job, so as to meet the goal,
Silver suggests the adoption of two distinct BPMN processes, that, although
potentially performed by the same people, are formally represented in two
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separate pools since independent processes. These two processes are: the Hir-
ing Process, that manages the job position by opening and assigning it, and
the Evaluate Candidate process, which examines one candidate. The two pro-
cesses are represented in independent pools because their respective instances do
not have a 1:1 correspondence: the hiring process runs just once for a position,
whereas the evaluation process runs for each candidate who shows up for the job.
Possibly, many instances of this process run in parallel depending on the number
of available evaluators. A coordination problem now rises because, as soon as one
of the candidates fills the position, all the evaluations still in progress must be
stopped. The Evaluate Candidate processes, thus, although processing different
candidate applications, are all synchronized on the status of the position. Such
a synchronization can only be guaranteed by introducing a data storage (Fig. 2),
external to the processes and accessible to all of them.

We see in the solution proposed by Silver some critical issues. A first problem
is that the goal fill position is achieved by the Hiring Process, but this process
is cleared off any meaningful activity. The process, in fact, just opens a position
in the beginning, and then awaits for an event either to assign the position or
to abandon it. The hiring agent loses the control on the candidates’ evaluation.
When a candidate is accepted by an evaluator, the hiring agent does not know
how the evaluation process has been carried out. On the other hand, in case the
three-month timeout expires, the hiring agent cannot know whether all the can-
didates were rejected, or no candidate at all showed up. Looking at the Evaluate
Candidate process, instead, one knows how an evaluator manages a candidate,
but cannot contextualize the process: the evaluator does not know how many
positions are open, nor she knows there is a time limit. The (sub)goal evaluate
candidate is functional to the achievement of the original business goal fill posi-
tion, but the relationship between these two goals (and processes) is hidden in
the synchronized access to the data store. Data are used as a sort of synchro-
nization signals, but then the semantics associated with data falls outside the
model. Arguably, the engineer adds an annotation to the model through which
she explains data semantics, but then the correct development of the processes
relies on the skills of the careful developer.

Our goal, on the contrary, is to maintain the dependencies between the Hiring
and the Evaluate Candidate processes in an explicit, formal way that allows one
to develop them so as to be compliant with the coordination designed by the
engineer. We believe that the notions of responsibility and accountability serve
this purpose in an intuitive, yet effective way, and in the rest of the paper we
discuss how to achieve this result.

3 Distributing Goals via Accountability
and Responsibility

In order to support the achievement of distributed goals, we resort to the notions
of accountability and responsibility. Specifically, we take as a starting point the
ReMMo conceptual model proposed by Feltus [11], which is, to the best of our
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knowledge, the first proposal that relates responsibility and accountability in
a computational model. ReMMo, in fact, defines responsibility as “a charge
assigned to a unique actor to signify its accountabilities concerning a unique
business task.” Responsibility is therefore seen as a charge assigned to an agent,
which is always linked at least to one accountability.

Accountability, on the other hand, has distinctive traits which do not allow
making it a special kind of responsibility. It involves two agents, the one who
gives the account (a-giver) and the one who takes the account (a-taker). The
a-taker can only be someone who has some kind of authority on the account
giver [7]. The origin of such an authority may be various; for instance, it may
be due to a principal-agent relationship, or to a delegation. Moreover, account-
ability is defined into a context (or condition), and concerns either to-do or
to-achieve a specific goal (or task). Accountability may also involve a sanction,
as a social consequence of the account giver’s achievement or non-achievement of
what expected, and of its providing or not providing an account. So, for instance,
both a doctor and a nurse will be responsible – in different ways – for a treatment
task to be given to a patient. The different ways in which they are responsible
depend on the many accountabilities they will have concerning this task (e.g.,
towards the head physician, towards the administration, towards the patient,
the nurse towards the doctor, . . . ). The nurse will be accountable to do (herself)
certain procedures, the doctor to achieve (relying on others) certain results.

The ReMMo model is surely a valuable contribution, but it fails in providing a
proper characterization of accountability. The notion of expectation, for instance,
is just informally assumed but it is not explicitly captured within the model.
Moreover, we deem that an agent can be held accountable for a given goal
only when it has the control over the goal. Control can be defined as the ability,
possibly distributed among agents, of bringing about events [12]. In fact, without
control, the agent does not have an impact on the situation. It will be ineffectual.
Again, the notion of control is not part of the ReMMo model. Discussing how
the ReMMo model could be enhanced with a more precise characterization of
accountability is out the scope of this paper, a first attempt is discussed in [3].
In the rest of the paper, we assume that each accountability relationship brings
over the two features of legitimate expectation and control.

We now illustrate in abstract terms how a business model can be comple-
mented with accountabilities. Let us suppose that a modeler has devised a set
of independent business processes that, working in a choreography, achieve a
given business goal. As discussed above, the goal is clearly in the mind of the
modeler, but since it has been distributed over a number of processes, in the
resulting BPMN model, BP , the business goal remains substantially implicit.
To make the goal explicit, first, we consider each process assigned to a role x
in BP as an objective ob, whose achievement contributes to the achievement of
the business goal, and, second, we say that role x is responsible for that specific
objective, denoted by R(x, ob). In other terms, we can think of an objective as a
high-level task that abstracts from execution details. The set of responsibilities
make explicit what high-level tasks are needed to achieve a business goal, and
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which role is in charge for each task. However, the responsibilities do not model
how an objective is related to another objective, that is, how it is functional to,
and coordinated with, other objectives.

To this end, we follow the same idea of grounding responsibilities on account-
abilities, followed also in [11], and characterize each R(x, ob) with a set of account-
ability relationships of form A(x, y, p, q): role y, the a-taker, is entitled to ask role
x, the account-giver, for a proof about the (non-)realization of condition q, when
condition p is realized. In his case, x must provide the account, that is, x will
produce a sequence of events that prove the satisfaction of the expectations y
has on x. Events in the proof amount to the execution of a (sub)process meet-
ing condition q. Generally speaking, the two conditions p and q need not to be
causally nor temporally related, i.e. q can be brought about even if p does not
hold yet. Condition p just circumscribes the context under which x is held to
account for q. When modeling the coordination of distributed business processes,
however, the intuition is that q should be actually achieved after p.

More precisely, x and y are roles in BP , whereas p and q can be thought
of as events representing portions of the BP process relevant for expressing the
accountability relation. Intuitively, events in p and q corresponds to the send-
ing/reception of messages, the throwing/catching of signals, and the execution
of activities as indicated in BP . (At the time being, the language for expressing
the antecedent and consequent conditions is not relevant in this abstract pre-
sentation, a specific formalism is introduced for a concrete scenario in the next
section, where we show how the coordination between antecedent and consequent
conditions can be obtained.) However, not all the events in q may be under the
direct control of x. On the other hand, we demand that the consequent condition
be under the control of the a-giver. This requires an indirect form of control that
is achieved only when all the accountability relationships associated with every
role in BP are closed.

Definition 1. Let BP be a business process achieving a given business goal,
and let A be the set of all the accountability relationships A(x, y, p, q) for each
pair of roles x and y in BP . We say that A is closed if for each accountability
relationship A(x, y, p, q) ∈ A, every event e occurring in q is such that either x
can bring about e directly, or there exists in A another accountability relationship
A(z, x, p′, q′) such that e holds when q′ holds (i.e., q′ |= e), and x has direct
control over p′.

Control over condition q is therefore exerted by agent x in two ways. For
direct control we mean that x can bring about every event in q directly via its
own behaviors. For indirect control we mean that x can bring about some of the
events in q by relying on the collaboration of other agents, that are subjected
to x via accountability relationships through which x can pressure them, having
the control of the antecedent condition, to pull their weight on achieving the
condition q.
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4 Responsibility and Accountability in the One-to-Many
Pattern

In this section we exemplify in the hiring process scenario how our accountabil-
ity framework is used to model the one-to-many pattern. In the hiring process
scenario, it is quite natural to individuate three roles: the hirer, the evalua-
tor, and the candidate. For each available position, then, there will be just one
actor hi playing the hirer role, whereas many evaluators and candidates will be
admissible. To simplify the exposition, we will assume that a candidate i will
be evaluated by a specific evaluator evi; this does not exclude, however, that
the same agent be an evaluator for different candidates. Namely, evi and i are
role instances of roles evaluator and candidate, respectively. To each role we
ascribe part of the responsibility of achieving the business goal, namely with
R(hi, fill position) we denote that the hirer is in charge of fulfilling the objective
fill position, whereas R(evi, evaluate candidate) denotes that evaluator evi is in
charge of the evaluation of a single candidate, finally, with R(i, follow-through
application) we specify that every candidate has the objective to complete its
application process.

Each responsibility is, then, characterized by a set of accountabilities describ-
ing how a role player can meet that responsibility. The set of accountabilities
for the hiring process is showed in Fig. 3, where antecedent and consequent con-
ditions are expressed in precedence logic.1 It is interesting to study first the
accountabilities that each evaluator evi assumes having part of the responsibili-
ties over the goal. These accountabilities derive directly from the Evaluate Candi-
date process in Fig. 2, which describes the procedure an evaluator is expected to
follow. Roughly speaking, the hirer expects that the evaluator be compliant with
the evaluation process (e.g., always perform Screen and Interview before a Make
Offer). Moreover, the evaluator should interrupt the evaluation as soon as the
position is assigned. On the other hand, a candidate submitting an application
expects from an evaluator to be answered, either with a notification of rejection,
or with a message of position filled, or possibly with an offer. All these considera-
tions bring us to characterize R(evi, evaluate candidate) with the accountability
relationships a1 and a2. Each event occurring in the expressions is adorned, as
subscript, with the role that brings it about. Intuitively, accountability a1 means
that evaluator evi is accountable towards hirer hi for evaluating a candidate i,
but only in the context where hirer has posted a position (post-jobhi) and can-
didate i has applied for the position (applyi), to guarantee this strict ordering,
1 Precedence logic is an event-based linear temporal logic introduced in [16] and in

[17, Chap. 14] for Web service composition. The interpretation of such a logic deals
with occurrences of events along runs (i.e., sequence of instanced events). Under
this respect, event occurrences are assumed as nonrepeating and persistent: once an
event has occurred, it has occurred forever. The precedence logic has three primary
operators: ‘∨’ (choice), ‘∧’ (concurrence), and ‘·’ (before). The before operator allows
one to constrain the order with which two events must occur, e.g., a · b means that a
must occur before b, but the two events do not need to occur immediately after one
another.
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the sequence post-jobhi · applyi appears both as the antecedent condition and
as a prefix of the consequent condition, preceding the candidate evaluation. The
same pattern is used throughout the subsequent relationships. The evaluation is
encoded as the sequence of events that may occur during an evaluation according
to the Evaluate Candidate process in Fig. 2.

Fig. 3. The set of accountabilities relationships for the Hiring Process scenario.

Accountability a2 represents the expectation candidate i has on evi: in the
context in which a job is posted and candidate i has applied for it, evi is expected
to inform i with the outcome of the evaluation process, this can either be, a
message with content “position closed”, a rejection notification, or an offer for
the job.

It is important to observe that, to be properly grounded, the accountability
relationships must be such to guarantee the a-giver has the control (possibly
indirect) over the consequent condition. Under this respect, a1 is not properly
founded since there are events in expression evaluate-candidateevi

that are not
generated by evi. First of all, event position-filledhi occurs when the hirer has
assigned the position, in this case the evaluation process carried on by evi has
to terminate by informing the candidate that the position is no longer available
(msg-position-closedevi

). To grant evi control over this event, thus, R(hi, fill
position) must be characterized by accountability a3, which states that hi is
accountable towards every evaluator evi still processing a candidate that, as soon
as the position gets filled due to the acceptance event coming from an evaluator
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evj , hi will notify this change (position-filledhi). In other words, notifying that
the position has been assigned is part of the responsibilities of the hirer role. Note
that, even if evi and evj are distinct, they are role instances of the same role
evaluator, and hence a3 satisfies the definition of indirect control in Definition 1.

More critically, also the events response-yesi and response-noi are not under
the control of evi. In case of an offer made to candidate i, evi awaits an answer,
either response-yesi or response-noi, from i. However, the candidate could never
answer, and if this happened, the error would be ascribed to the evaluator for
not having completed its process, rather than to the candidate for not hav-
ing answered. Noticeably, this is exactly the scenario modeled in the BPMN
processes in Fig. 2. In fact, the BPMN model does not specify the internal pro-
cess of the candidate, thus there is no guarantee that the candidate will ever
answer to the evaluator’s offer. The lack of proper abstractions for explicitly
modeling interactions at the goal level, rather than just at the data level via
message exchanges, makes the overall system fragile to unexpected conditions.
We properly handle this issue thanks to the notions of expectation and control
characterizing the accountability relationships. Since every accountability must
be properly grounded over control, the engineer makes a1 closed by associating
accountability a4 to R(i, follow-through application). a4 means that candidate i
is accountable towards evi for answering either response-yesi or response-noi in
case it receives an offer from evi. This correctly captures the expectation of evi
to receive an answer, and enables evi to control (even indirectly) all the events
in the consequent condition of a1.

Since a business goal, put in a context, is usually functional to other goals, it is
reasonable to characterize the responsibility of the hirer with the accountability
it has towards its boss. Accountability a5 means that hi is accountable towards
boss for posting a job vacancy when boss open a position for that job, this triggers
the whole hiring process. Accountability a6 models the fact that hi is account-
able for managing the hiring process until either the assignment of the position
to a candidate or to the abandoned. In particular, timeout 3monthshi means
position-filledhi, that is, the complementary event of position-filledhi represent-
ing the fact that, after a three-month period, the position is no longer assignable.
Thus, when a candidate is accepted (acceptedevi

), hi is expected to assign the
position to that candidate position-filledhi. Otherwise, in case the three-month
period expires without the occurrence of an acceptance (timeout 3monthshi),
hi is expected to abandon the position (position-abandonedhi). Here boss can
be thought of as an abstraction of the rest of the organization to which hirer
and evaluator belong. This allows us to express the relations the hiring process
has with other processes within the same organization. In fact, the hirer is not
necessarily the same agent who opens a position, since the opening of a posi-
tion might depend on decisions taken at the top level of an organization. The
hirer, instead, is the agent who has the responsibility of managing the hiring
process. The result achieved by this process will reasonably become the input
for a downstream process.
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Accountabilities Framework in Action. It is worth noting that our proposal
is not only useful at the modeling stage (e.g., to recognize flaws in the interaction
among business processes), but it also provides runtime support for handling
exceptions. In fact, via the accountability relationships it is possible to isolate
the actors responsible for unexpected executions. Let us assume, for instance,
that after a reasonable amount of time, candidate i complains that it has not
received a response about its application, yet the position results assigned to
a different candidate. The isolation of the actor(s) that misbehaved would in
general require the examination of the processes’ logs to reconstruct the actual
sequence of events that has led to the missing notification. Our accountability
framework, instead, does this in a more direct and effective way. If i has not
received an answer, then evi has not satisfied a2, that is, evi has not sent none
of the three possible messages. Thus evi is surely to blame for its misbehavior.
Our framework allows for a more in-depth analysis, if we detect that also a3 has
not been satisfied, then hi, too, is responsible for the unexpected behavior since
event position-filledhi is necessary for evi in order to send msg-position-closedevi

(see a1). In a different scenario where hi fails in satisfying a3 and evi behaves
correctly, evi will carry out the evaluation and will issue to i either an offer
or a rejection notice. This anomalous behavior is detectable and explainable by
simply observing rejection notices or offers instead of “position closed” messages
after that the position has been assigned.

5 Implementing Accountabilities

So far we have discussed how the notions of accountability and responsibility
can be used at design time to model a one-to-many pattern of interaction among
independent processes. In particular, we have shown how, taking into account
the expectation and control facets of accountability, the engineer can verify, at
design time, whether the interaction among the processes is well founded. To be
an effective instrument in the hands of the engineer, however, responsibility and
accountability should also be means for implementing process coordination in a
way which is compliant with the model. Interestingly, accountabilities (as we pro-
posed them) can be mapped, under certain conditions, into commitment-based
protocols, and hence any platform supporting them (see for instance JaCaMo+
[2]), is a good candidate for implementing the coordination among the business
processes.

Roughly speaking, a commitment-based protocol P is a set of social com-
mitments [15] that agents can manipulate via a predefined set of operations.
Formally, a commitment is denoted as C(x, y, p, q), meaning that agent x, the
debtor, is committed towards y, the creditor, to bring about the consequent
condition q in case the antecedent condition p is satisfied. A commitment thus
formalizes a promise, or a contract, between the two agents. It creates a legitimate
expectation in y that q will be brought about whenever p holds. This aspect is
therefore very similar to what an accountability relationship A(x, y, p, q) creates.
Intuitively, thus, for each accountability relationship an analogous commitment
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can be defined. However, the mapping is not always so trivial. As noticed in
[6], commitments are just a way to express accountability relations, others are,
for instance, authorizations and prohibitions. Therefore, in general, not every
accountability relationship can be mapped into a commitment. In this paper,
however, we have characterized accountability in terms of expectation and con-
trol, meaning that the a-giver is expected to do, or to achieve, a given condition.
This specific characterization of accountability is indeed mappable into commit-
ments since a commitment, implicitly, suggests that the debtor will behave so as
to achieve the consequent condition. In order to use properly commitments for
representing accountability relationships, we have, however, to pay special care
on how these commitments are created and defined.

First of all, a commitment can only be created by its debtor. This in general
enables flexible executions w.r.t. obligations since agents can decide what com-
mitments create depending on contextual conditions. However, this flexibility
may create some problems because responsibilities and accountabilities are not
necessarily taken on voluntarily by an agent, but may be part of a role defini-
tion in an organization. In our hiring scenario, for instance, an agent playing
the evaluator role is expected to satisfy its accountabilities related to the objec-
tive evaluate candidate, it is not a matter of the evaluator’s initiative. To cope
with this problem, we impose that an agent willing to play a given role r in P
accepts, explicitly, all the commitments Cr in P that mention r as debtor. In [4]
we present the ADOPT protocol as a means for an agent and an organization
to create an accountable agreement upon the powers and commitments that the
agent will take as a player of a specific role in the organization. A second fea-
ture of commitments is that, similarly to accountability relationships, there is
no causal nor temporal dependency between the antecedent condition p and the
consequent one q: q can be satisfied even before condition p.

Finally, and more importantly, in a commitment the antecedent and con-
sequent conditions are not necessarily under the control of the creditor and
debtor agents, respectively. In other words, agent x can create the commit-
ment C(x, y, p, q) even though it has no control over q. This feature is again
justified by the sake of flexibility, but this freedom endangers the realization
of sound accountabilities. As argued above, in fact, our accountability relation-
ships demand that the a-giver has control, possibly indirect, over the consequent
condition. This means that also the corresponding commitments must retain the
same property. Noticeably, it can be proved that when a set commitments imple-
ment a set of closed accountability relationships, all the commitments are safe as
defined in [12]: “a commitment is safe for its debtor if either the debtor controls
the negation of the antecedent or whenever the antecedent holds, the debtor
controls the residuation of the consequent.” In other words, the safeness of the
commitments is obtained as a side effect of the closeness of the accountability
relationships.
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6 Discussion and Conclusions

Goals are the final purposes that justify every activity in business processes.
Surprisingly enough, however, goals are not modeled explicitly in the standard
modeling languages for business applications (e.g., BPMN). Especially in cross-
organizational settings, the lack of an explicit representation of the business
goal raises many problems, including documentation, design checking, and com-
pliance of the implementation. Cross organizational business processes are often
modeled via choreographies which define “the sequence and conditions under
which multiple cooperating, independent agents exchange messages in order to
perform a task to achieve a goal” [18]. Choreographies are therefore a means for
reaching goals in a distributed way, but the goal is in the mind of the modeler,
whereas the model itself boils down to an exchange of messages that may be
not sufficiently informative. As discussed in [9], the interconnection model style
of BPMN hampers the modularity and reuse of the processes, and creates situ-
ations where the interaction is easily ill-modeled. Decker et al. propose a novel
modeling style for choreographies: the interaction model, and introduce iBPMN
as an extension to BPMN. In iBPMN a choreography becomes a first-class com-
ponent as it lays outside the business processes. Specific language elements allow
the modeler to express how the interaction progresses through a workflow, where
elementary activities include the (atomic) send-receive of messages, and decision
and split gates. iBPMN allows the modeler to define ordering constraints between
the interaction activities, and it is certainly a more powerful tool for expressing
choreographies than standard BPMN, however, the goal of the interaction is still
in the mind of the modeler and it is not made explicit.

In this paper we have shown how the notions of responsibility and account-
ability provide the engineer with explicit modeling tools, through which it
becomes possible to distribute a business goal among different processes, yet
maintaining precise dependencies among them via accountability relationships.
For the sake of exposition, we have presented our approach through an example
of the one-to-many coordination pattern. However, our proposal is applicable
for cross-organization integration in the broad sense. An explicit representation
of accountability relationships has several advantages. First of all, it makes the
assessment of the correctness of an interaction model possible. As shown in the
simple hiring scenario, for instance, we have singled out a flaw in the BPMN
model proposed by Silver, thanks to the formal characterization of control asso-
ciated with an accountability relationships. Moreover, our proposal paves the
way to compatibility and conformance checks. Intuitively, compatibility centers
around whether a set of process models can interact successfully. Conformance,
on the other hand, focuses on whether a process model is a valid refinement or
implementation of a given specification [9]. We have also pointed out that our
accountability relationships are not just an abstract modeling tool, but find a
proper implementation in commitment-based protocols. The obvious advantage,
thus, is to translate the interaction model into a compliant implementation.
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Abstract. Verification of data-aware Business Processes is a highly
complex and time consuming activity. As Business Processes tend to
increase in terms of both size and complexity, the process of verifying
such, becomes difficult even for experts. Data values may cause, for exam-
ple, a deadlock in the control-flow of a Business Process, due to unsat-
isfied constraints on the data values, preventing the procedure of the
process. Although commercial and non-commercial suites handling both
control-flow and data-flow are available on the market, they struggle to
produce an impact, due to the fact that the data-flow is on a separated
layer from the control-flow.

In this paper we present the experimental results of the first proto-
type of the RAW-SYS framework, a framework for the verification of
data-aware Business Processes, using small sized Business Process mod-
els, but arbitrarily complex, with updates on the data values and relying
on data-constraints in order, for the process, to proceed. Despite the
restricted size of the models, results are good and suggest that planning
techniques are a valid way of verifying data-aware Business Processes.

Keywords: Business processes · Automated planning
Data-aware workflow verification

1 Introduction

In recent years, organisations have increasingly adopted business process man-
agement (BPM) to understand, structure, monitor, and govern their internal
work, and better achieve their strategic goals [10]. At the same time, processes
have grown both in size and complexity, dealing with concurrent activities, data
stored in different information systems, and many types of resources (employees,
managers, consultants, etc.).

Business Process Management professionals reserve a first-class citizenship
to processes, downplaying the importance of data [3]. As a result, it is often
hidden inside the logic of activities how the data is modified, e.g. within Java
code. Therefore, it is not possible to verify data related aspects since how the
data is modified is not formally captured. Several theoretical frameworks have
been developed in order to verify formal properties considering the interplay
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between both aspects. However, such frameworks are often too far from the
modelling languages adopted in practice, or do not properly represent data in
real world scenarios. To overcame these limitations the formal framework RAW-
SYS has been recently introduced combining process and data modelling which
captures a wide range of features provided by commercial BPM systems [4].
RAW-SYS is based on Petri Nets (a formal representation of BPs capturing
the control-flow) to model the control-flow, and relational databases (the most
widely used and well-known persistent data model) to represent persistent data;
moreover it enables the formal verification of BP models leveraging state of the
art automated planning systems.

In this paper we present the results obtained from the development of a first
prototype for the RAW-SYS framework. Results are promising as the framework
efficiently verifies moderately complex BP models enriched with data.

2 Background

In this section we introduce some basic concepts that are used further in the
paper.

2.1 Business Processes

A Business Process (BP), is a set of activities, belonging to a Business, organized
such that, when performed, a particular goal/objective is reached. BPs represent
flows of activities that are performed sequentially, in parallel or exclusively in
order to achieved a certain goal. The Business Process Management Notation,
described in [8] makes use of simple symbols and is thus easy to understand even
from non-experts of the field (e.g. managers).

2.2 Petri Nets

A Petri Net (PN) is a bipartite graph, whose nodes are of two types, namely tran-
sitions and places [1]. It is the most widely used formal language for representing
the control-flow of BPs. Rectangles, named transitions, represent activities, while
circles represent momentary phases, from one transition to the following. Arcs
denote the flow relation, that is, the sequence flow of activities. Two objects of
the same type cannot be connected via an arc.

Moreover we rely on the Petri Net Markup Language [9] for storing the PN
on a file. Such representation allows for portability and a standardized way of
persistently storing PNs. A simple example of PN is shown in Fig. 1.

2.3 Action Language

Action languages are formal models of parts of the natural language that are used
for talking about the effects of actions [5]. Action languages are part of the rea-
soning branch of Artificial Intelligence, which make use of planning techniques.
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Fig. 1. Simple PN example

In particular, we make use of the PDDL Action Language, a language derived
from STRIPS and used for planning competitions. The language is described
by means of actions, having a set of preconditions, representing the necessary
condition(s) in order to execute the action, and a set of postconditions, a set
of conditions that will be true (or false, depending on the specification) after
executing the action.

2.4 RAW-SYS Model

The RAW-SYS framework, described in [4], is a framework for verifying data-
aware Business Processes. On the one hand, it graphically represents BPs by
means of Petri Nets. On the other hand, it stores data on the well-known rela-
tional model of databases, called data store in RAW-SYS.

In RAW-SYS, the class of Petri Nets is restricted to Workflow-nets (WF-
nets), Petri Nets with a single starting place and one sinking place. Additionally,
the Petri Nets used are limited to 1-safeness. That is, only one token may be
assigned to each place. WF-nets are equipped with a data store. This new type
of nets is called Relational-AWare workflow nets, namely RAW-nets. The par-
ticularity of RAW-nets, is that transitions are equipped with guards. Guards are
queries over the data store which represent either a condition on the data store
that has to be satisfied, or an effect of the firing (i.e. execution) of a transition
that is executed when performing the activity. An unsatisfied guard prevents the
transition from being fired.

3 Petri Net Conversion

In order to convert the BP, from the PN notation, to a planning domain and
problem, in PDDL, we created a Java program that performs such conversion.
The underlying idea of the conversion is described in this section.

3.1 Domain Definition

As simple as it sounds, in action languages, including PDDL, actions represent,
literally, an action. Thus PN’s transitions are be mapped to PDDL’s actions,
since they have the same meaning. A PDDL action has preconditions and effects
for regulating the execution of it. On the other side, the firing of a Petri Net’s
transition, is regulated by tokens, marking the places in the preset of the transi-
tion and the postset of it. Therefore in the action language representation, PN’s
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places have to be present along with tokens, and will be managed by predicates,
moving tokens from one place to another, after the execution of an action. Since
we focus on 1-safe networks, then we just need to represent the fact that in a
place there is at least a token; therefore we don’t need to store the actual number
of tokens. The state of the marking is encoded using a binary predicate where
the first argument is the process id (to deal with multi process cases) and the
second the place id.

Since RAW-SYS guards are FO (First Order) queries, which verify with the
local database whether the transition can be fired, in PDDL the constraint can
be seen as part of an action’s precondition, which has to be satisfied in order to
execute the action. Therefore a guard’s constraint is part of a PDDL action. On
the other side, RAW-SYS actions are updates of the data values and are therefore
associated with the firing of a transition. In PDDL, the only way to modify the
values of predicates is via the effect of an action, since the precondition only
verifies that a constraint is satisfied. Therefore the RAW-SYS action is translated
into PDDL predicates and inserted into the effect of the action.

3.2 Problem Definition

Problems in PDDL are separated from domains, as a domain may be posed sev-
eral problems. In order to verify the PN represented in the domain, the problem
first declares the set of objects that may be involved for finding a solution, then
describes the initial state of the PN, from the marking to the data. Lastly, it
defines a goal that has to be satisfied in order for the sequence of actions to be
a solution. In our case the goal is to reach the sinking place, that is, the final
state that ends the process.

4 Evaluation Methodology

In this section we first provide a description of how the experiment has been
conducted. Next, we provide a description of the BP models used for testing,
followed by a description of the testing environment.

4.1 Experimental Approach

To investigate the behavior of the planner, we explore the relation between BP
model’s characteristics and time needed to verify the model. In particular we
focus on two types of models: (i) single process instance and (ii) multiple process
instance. On the one hand, (i) represents independent processes that do not
need any other process instance to access nor to modify data values in order
to prosecute. On the other hand, (ii), represents process instances that rely on
each other in order to either create, remove or update data values in order, for
the process flow, to proceed. The two process types are of particular importance
because of their expressibility, in terms of models, capturing most of the BP
models that may be needed.
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The planner used for the experiments is a generic planner, Fast-Downward [6],
developed for planning competitions and accepting the PDDL action language, as
described in Sect. 2.3. The language supported by the planner is not the complete
PDDL language specification, but a subset, rich enough for our purpose. Other
planners can be adopted, depending on the considered model and on the process
related activities. We chose to use such planner because of it’s generality and
performances.

The goal the planner has to satisfy is to find an execution path, from the start
to the end, of the given BP such that guards (i.e. the constraints on transitions)
are not violated. Guards are added on transitions as FO queries in the PDDL
language, referencing the data objects declared in the domain and problem.
RAW-SYS actions are written in the PDDL language as well, but not all of
them affect the process flow (they are added for the sake of representing a more
realistic scenario).

For the single process instance models, we varied the number of objects,
while the number of concurrent process instances was free. Instead, the multiple
process instance models had a fixed amount of objects, but we varied number of
concurrent process instances that were running.

On the one hand, the single process model was tested with the same values
10 times and the resulting times were averaged, for each step of increasing the
number of data object. The number of data objects was initially set to 5, and
incremented by 5 units until 25 data objects (latter included). On the other hand,
the multiple process models were tested with a fixed number of data objects (5),
and a varying number of process instances, starting from 2 to 10, incrementing
at each step by 2 process instances. As before, the same configuration is run 10
times and timing is averaged.

For all tests the same search strategy for the planner is used, a greedy search
with no memory nor time bounds. This search strategy makes use of the FF
heuristic [6].

4.2 Business Process Models

For our experiments we considered three different BPs, each of different size and
complexity. The first example that we considered is taken from [2] and represents
the process for claims to a car insurance company. As Fig. 2 shows, the process
starts with two activities that can be performed in parallel: check insurance and
contact garage. In this two activities a data value is updated and such value is
used, afterwards, when the process flow is converged, where depending on the
data constraint, either the pay damage activity is performed or the send letter
activity is performed. The process flow ends after one of the two activities is
performed.

FO queries have been added on check insurance and contact garage transi-
tions, updating a data object such that a particular activity is selected when
choosing between pay damage and send letter. The value to be used for updat-
ing the data object has been defined a priori, since the value depended on an
external factors (the garage and the insurance).
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For simplicity, we will refer at it as insurance model.

Fig. 2. PN for the insurance model example

The second considered BP is taken from the YAWL foundation and is
described in [7]. It represents the workflow for a film production. Since the
example was available only in the form of workflow-net, we converted it into
a RAW-SYS model. As Fig. 3 shows, the size is quite big, and we will thus, only
describe the underlying idea. The number of shooting days is decided a priori
and inserted, along with other data values, into the system via a first phase.
Once such phase terminates, the process starts cycling over a series of activities,
representing a shooting day. The number of cycles is defined by the number of
shooting days. After the shooting days have ended, the process flow ends too in
a final state. Several data updates are performed during the cycles on the same
data objects, which are inserted during the first phase.

FO queries have been added on almost all transitions. Most of the queries
simply update some data objects, with no influence on the process-flow. On the
other hand, some queries influence the process-flow, in particular the counter
keeping track of the number of shooting days. If the number of shooting days
reaches a threshold defined a priori, no new shooting day is started, instead, the
process ends.

We will refer at this model as YAWL4FILM.
The last example used, is a synthetic one, specially designed to stress the

updates on the data from concurrent process, which have to collaborate in order
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Fig. 3. PN for the YAWL4FILM example

to terminate. Therefore the small size. The PN is shown in Fig. 4 and repre-
sents a shipping domain, where, on the one hand, goods are chosen, purchased
and received from customers and, on the other hand, a warehouse employee
receives the order from the customer and processes it by shipping it to the client.
Note that the client has to wait for the purchased goods to be shipped from an
employee, while the employee cannot ship the products before the customer has
purchased those products. This relation between the data, leads to having at
least two concurrent processes active at the same time.

FO queries have been added on all transitions. This model has two types of
users, based on which certain activities can be performed while other not. There-
fore the planner has to decide whether the user is a customer or an employee
at the start of the process. When a customer buys the selected products, a
RAW-SYS action is triggered, setting all purchased products as ordered, but
not delivered. At least one good has to be ordered, for a warehouse employee
to ship those products and label them as delivered (in this case we assume that
the shipping does not require any time). The warehouse employee’s process will
then end. Only after shipping, the customer will receive the products, ending
the process.

We will refer at this model as Goods Shipping.

Fig. 4. PN for the Goods Shipping example
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4.3 Testing Environment

The timings are taken with the time command of the Linux System, considering
the total time taken, from the conversion of the PN to PDDL, to the solution
(there is always one), by the process, including waiting times for I/O operations.
All the tests are conducted on a 64-bit Ubuntu 17.04 machine, mounting an Intel
Core i7-4710HQ processor (2.5 GHz, 4 cores, 8 threads), 8 GBs of RAM and 3,
4 GBs of swap space on a mechanical hard-disk.

5 Results

In this section we present the results obtained from testing the prototype within
the environment described in Sect. 4. We start describing the results of single
process instance models, followed by the results of multiple process instance
models.

5.1 Single Process Instance Models

We first tested the running time of the single process instance models, as they
were expected to take less time than the multiple process instance model. The
obtained results of both single process instance models are shown in Fig. 5, pro-
viding a visual comparison of the running time. Expectable is that the size and
the complexity of the business model influence the running time of the planner.

Fig. 5. Running time for single process instance

As the graph in Fig. 5 shows, time grows along with the number of objects
the planner has to handle. Notable is also the growing gap between the two
models. The bigger and more complex the model, the more time is needed to
verify such. Overall, the planner provides an answer rather quickly: in the worst
case, slightly less than 0.5 s for the YAWL4FILM model with 25 data objects,
while slightly less than 0.1 s for the insurance model.
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5.2 Multiple Process Instance Model

As expected, the multiple process instance model takes more than the single
process instances. This is due to the fact that the number of possible choices
of the planner increase exponentially, as the number of concurrent processes
increases. The increase in time required by the planner is much drastic with
respect to the other models.

6 Discussion

The obtained results reveal that verification of data-aware Business Processes
via planning techniques is feasible, for small models at least. The three major
influences on the running time, that we could notice, are size, complexity (the
number of data objects as well as the constraints and loops) and number of
concurrent processes in the model.

For single process instance models, the growth of time needed to verify the
model, increases as expected, with the number of data objects. Noticeable is the
increase of the gap between the two models with increasing number of objects.
This gap suggests that the growth of time needed to discover a solution, along
with the increase of data objects to handle, depends on both size and complexity
of the model. In particular, we believe that loops play a significant role in such
increase for single process instance models. This hypothesis shall be confirmed
by further tests stressing such aspect.

On the other side, when verifying the Goods Shipping model with two process
instances running concurrently, the planner takes approximately the same time
of the film model example with 25 data objects. Although, the size of the Goods
Shipping model is significantly smaller than the size of the YAWL4FILM model,

Fig. 6. Running time for multiple process instances
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with a different number of data objects, multi process instance models require
more time in order to discover a solution, with respect to single process instance
models. From this fact, we can deduce that the running time is heavily influenced
by the number of concurrent processes and the dependency among them.

Other planners may perform differently, as we used an off-the-shelf plan-
ner, Fast-Downward. Planning techniques, such as search algorithms and search
space representation, may vary from planner to planner and thus, may affect the
running time. Also the search strategy of the planner may influence the running
time of the planner. Finally, the number of threads of the machine may influence
the running time as well and the support, of the planner, of multi-thread (Fig. 6).

7 Future Work and Conclusions

Formal verification of BP models is an important aspect of BP modeling, that
has been studied only theoretically. In this paper we have shown the results
of a prototype for the RAW-SYS framework, for modeling and verifying data-
aware processes, based on the well-established PNs for representing BP models
and the planning language PDDL for solving the verification problem. Results
look promising and support the usage of planners for verification of data-aware
business processes. Although very big and complex BP models may not per-
form as well as smaller ones, we recall the fact that the planner used for the
tests is an off-the-shelf planner, which is likely to be outperformed by other,
more task-specific, ones. In this regard, the system will be further developed for
accommodating other planners. Performances of other planners will be tested
with respect to other BP models.

Additional, complex, object types are part of the next implementation steps
for our tool. Moreover, support for other planning languages that provide dif-
ferent features than the ones provided by classical planning (e.g. temporal plan-
ning), are part of the next implementation steps as well.
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Abstract. Noisy (uncertain, missing, or inconsistent) information, typi-
cal of many real-world domains, may dramatically affect the performance
of logic-based Machine Learning. Multistrategy Learning approaches
have been tried to solve this problem by coupling Inductive Logic Pro-
gramming with other kinds of inference. While uncertainty has been
tackled using probabilistic approaches, and abduction has been used
to deal with missing data, inconsistency is still an open problem. In
the Multistrategy Learning perspective, this paper proposes to attack
this latter kind of noise using (abstract) Argumentation, an inferential
strategy aimed at handling conflicting information. More specifically, it
defines a pre-processing operator based on abstract argumentation that
can detect and remove noisy atoms from the observations before running
the learning system on the polished data. Quantitative and qualitative
experiments point out some strengths and weaknesses of the proposed
approach, and suggest lines for future research on this topic.
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1 Introduction and Related Work

Machine Learning approaches based on First-Order Logic (FOL) representations,
such as Inductive Logic Programming (ILP), are particularly suited for tasks in
which the relationships among objects play a relevant role in the definition of the
concepts of interest. Unfortunately, logic-based approaches are very sensitive to
noise in the data, in the form of missing, uncertain or inconsistent information.

Multistrategy Learning (MSL) is an approach to Machine Learning based
on the cooperation between purely inductive operators and other kinds of infer-
ence strategies. Some MSL solutions have been attempted to tackle the problem
of noisy data. Abductive Logic Programming (ALP) coupled pure induction
with abduction in order to handle missing information by hypothesizing likely
but unknown facts, provided that they are consistent with a set of integrity
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constraints. Statistical Relational Learning (SRL) coupled purely logical and
probabilistic approaches in order to handle uncertainty by associating a degree
of likelihood to information items. In this landscape, an attempt to deal with
inconsistency in the data is still missing and any contribution would be extremely
important.

Since argumentation is the kind of logical inference specifically devoted to
settling conflicts, in this paper we propose a novel MSL approach that couples
ILP with abstract argumentation in order to tackle the problem inconsistent
data. More specifically, we define a pre-processing operator that is able to detect
conflicting information in the available data, to select a subset of consistent data,
and to remove the inconsistent portion of the data before running the inductive
operators. The proposed approach uses background knowledge, provided in the
form of integrity constraints based on various kinds of logical operators (AND,
OR, NAND, NOR, XOR, IF, IFF), to build the argument graphs to be input to
the argumentative reasoner.

This paper is organized as follows. After quickly discussing related work in
the next section, Sect. 3 defines the problem and Sect. 4 describes the proposed
solution. Section 5 evaluates the performance of our approach. Finally, Sect. 6
concludes the paper.

2 Related Work

In the following, after describing some ILP systems that were reported to be
capable of handling some kind of noise, we will introduce the Abstract Argu-
mentation notions on which the proposed approach relies.

2.1 Noise Handling in ILP

The problem of noise handling, and the need to tackle it, was clearly perceived
in the ILP research field since its very beginning [5]. However, the concepts of
‘noise’ were initially very primitive, and the approaches to tackle them often
unsuitable to really attack the problem, as the following list shows.

– FOIL [16] may stop extending a clause, or expanding a set of clauses, based on
the idea that approximate concepts can be more valuable than overspecified
rules that “fit the noise”.

– mFOIL [7] is claimed to be “more robust against noise” because its concept
descriptions compete to classify test examples based on the likelihood ratios
that are assigned to clauses that make up the descriptions.

– GOLEM [15] allows hypotheses to cover a certain number of negative exam-
ples based on information theoretic thresholds.

– LINUS [12] uses pre-pruning and post-pruning in the construction of decision
trees.

– HYDRA [1] presents a method to increase predictive accuracy on noisy
domains using likelihood multipliers that reduces the small disjuncts problem.
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It is clear that these systems consider as noise the presence of wrong examples,
or of superfluous wrong features in example descriptions. This allows them to
cast the problem as overfitting or polymorphism, and thus to handle it simply
using generalizations, disjunctive concepts or partial example coverage.

Further developments in this landscape are tackled in the LIME system [14]
with the help of Bayesian heuristics for inducing a hypothesis with the maximum
posterior probability; or in the CN2 system [11] by adapting compression mea-
sures, based on the Minimum Description Length principle, for grading candidate
hypotheses. Recently, in [9], an ILP system has been hybridized by connecting
it with neural networks over ambiguous data in order to be applied to domains
which ILP cannot address, while providing data efficiency and generalization
beyond what neural networks on their own can achieve.

2.2 Abstract Argumentation

Argumentation is an inferential strategy that aims at selecting acceptable (i.e.,
justified) items in a set of conflicting claims (the arguments). It has been a very
active topic in Artificial Intelligence since more than two decades now (see [2]
for a comprehensive and up-to-date view of the state of the art and current
trends). The Abstract Argumentation Frameworks introduced by Dung [6] are
not interested in the internal structure and actual content of the claims; they just
consider the interactions among arguments. Such interactions are expressed by
a directed graph in which nodes represent arguments, and arcs represent attacks
between pairs of arguments. Several non-monotonic reasoning approaches have
been defined to determine ‘consistent’ subsets of arguments in the graph, based
on the fact that they defend each other from attacks of arguments not included in
the subset. These acceptable subsets of arguments, called extensions, correspond
to various positions one may take based on the available arguments. The precise
conditions for arguments acceptance are defined by different semantics, that
produce different acceptable subsets. It should be noted that most extension-
based semantics in the literature are not single-status, that is, they may produce
several alternative solutions (extensions).

Dung’s original framework has been extended along many lines (see [17] for
an overview). The extension that is relevant for the purpose of this paper is
the Bipolar Argumentation Framework (BAF ) [3] in which a support relation
between pairs of arguments can be considered, in addition to the attack relation.
So, a BAF can be represented by a directed graph in which two kinds of arcs
are used, in order to differentiate between the two relations (see Fig. 1 for an
example in which normal arrows depict attack relations, and dashed arrows
depict support relations). More formally, we have the following definition:

Definition 1. A BAF is a triplet B = 〈A,Ratt,Rsup〉, where A is a set of
arguments, Ratt is a binary relation on A called attack relation and Rsup is
another binary relation on A called support relation. For two arguments a and
b, aRattb (resp., aRsupb) means that a attacks b (resp., a supports b).
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Fig. 1. BAF example

In BAFs, new kinds of attack emerge from the interaction between the direct
attacks and the supports: there is a supported attack for an argument b by an
argument a iff there is a sequence of supports followed by one attack, while, there
is an indirect attack for an argument b by an argument a iff there is an attack
followed by a sequence of supports. Taking into account sequences of supports
and attacks leads to the following definition applying to sets of arguments [3].

Definition 2. Let B = 〈A,Ratt,Rsup〉 be a BAF. A set S ⊆ A set-attacks an
argument b ∈ A, iff there exists a supported attack or an indirect attack for b
from an element of S. A set S ⊆ A set-supports an argument b ∈ A, iff there
exists a sequence a1Rsup . . .Rsupan, n ≥ 2, such that an = b and a1 ∈ S. A
set S ⊆ A defends an argument a ∈ A, iff for each argument b ∈ A, if {b}
set-attacks a, then b is set-attacked by S.

The semantics for acceptability in BAFs are as follows.

Definition 3. Let B = 〈A,Ratt,Rsup〉 be a BAF and S ⊆ A. Then, S is:

– conflict-free ( cf for short), iff �a, b ∈ S s.t. {a} set-attacks b;
– S is a stable extension, iff S is cf and ∀a /∈ S, S set-attacks a;
– a admissible set, iff S is conflict-free and ∀a ∈ S, a is defended by S;
– a preferred extension is a ⊆-maximal d-admissible subset of A.

3 Problem Definition and Setting

Given a background knowledge B, a theory T , and a set of observations O,
the fundamental equation of reasoning is B ∪ T |= O (i.e., the theory, along
with the background knowledge, must explain the observations), where B, T
and O are sets of logical formulas. In inductive learning, B and O are given, and
the objective is finding a T which is consistent with B and O and satisfies the
fundamental equation. Clearly, if O is inconsistent in itself, no T whatsoever can
be found for which T ∪ O is consistent, and thus the inductive learning problem
cannot be solved. This paper aims at solving this fundamental problem.

The Inductive Logic Programming (ILP) approach, specifically, works in the
Logic Programming setting [13], where formulas are Horn clauses. Clauses are
disjunctions of literals, where a literal is an atom or a negated atom1. They
correspond to implications: given {pi}i=1,...,n and {qi}i=1,...,m sets of atoms,

1 An atom is an n-ary predicate applied to n terms as arguments, where a term is a
constant, a variable, or an n-ary function applied to n terms as arguments.
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p1 ∨ · · · ∨ pn ∨ ¬q1 ∨ · · · ∨ ¬qm ≡ q1 ∧ · · · ∧ qm ⇒ p1 ∨ · · · ∨ pn. The conclusion is
called the head of the clause, while the premises are called the body. Horn clauses
contain at most one literal in their head. A Horn clause having non-empty head
and body is a rule; one having only the head is called a fact. Rules are typically
found in T , while facts are typically found in O. In an informal interpretation, O
is the set of claims (atom) that describe what we know about the given domain.
Many learning framework adopt the Datalog [4] sublanguage of Prolog, where
terms can only be variables or constants (functions are not permitted). It has
the same expressive power as Prolog [20].

In this setting, having an inconsistent set of observations O means that there
must be pairs of claims in O that are inconsistent to each other. Since this
prevents the application of inductive learning on these data, we need to remove
either of the claims in each pair in order to obtain a subset C ⊂ O of the original
observations in which consistency is restored. Of course, one cannot work at the
level of single pairs of inconsistent atoms, and the removal approach must adopt
a global strategy. Our proposal is to represent all pairwise inconsistencies in the
observations as an argumentation graph, and to apply an abstract argumentation
operator to obtain C, so that the inductive learning approach can be applied to
the modified fundamental equation B ∪ T |= C.

More in general, given a pair of claims in O, various cases may apply: either
of the two attacks the other, or they are mutually inconsistent, or either of the
two supports the other, or they support each other, or they are unrelated. If we
have knowledge about all these cases, we should adopt a bipolar approach to
argumentation, in order to leverage not only knowledge about attacks but also
knowledge about supports, when determining the consistent subset of claims.

4 Argumentative Integrity Constraints

The main issue in the proposed approach is how to determine automatically the
arcs in the argumentation graph (nodes are the atoms in O). Indeed, manually
building such a graph for each given dataset would be infeasible, and a general
technique is needed so that the learning system may autonomously obtain the
graph starting from general knowledge about the domain at hand. We propose
to place such knowledge in the background knowledge component B of the fun-
damental equation, and to express it in the form of constraints. In a nutshell,
constraints are applied in all possible ways to the available observations in O,
and each instance of such applications may generate a set of arcs in the graph.

As to the constraints, we adopted the typed integrity constraints as proposed
in [10] (a preliminary version of which can be found in [19]) for abduction. This
has several advantages: first, it implements a real MultiStrategy approach, in
which different inference strategies are really integrated because they exploit the
same background knowledge items; second, we may leverage existing techniques
for checking these constraints; third, this saves costly expert time to define the
constraints, since constraints may be defined once and used for both abduction
and argumentation. Given two claims A and B, the following types of constraints
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can be expressed on A and B, and generate the pieces of BAF shown in Fig. 2
(also involving the negations of A and B, ¬A and ¬B).

and([A,B]) or([A,B]) nand([A,B]) nor([A,B])

A B

¬A ¬B

A B

¬A ¬B

A B

¬A ¬B

A B

¬A ¬B

xor([A,B]) if([A],[B]) iff([A],[B])

A B

¬A ¬B

A B

¬A ¬B

A B

¬A ¬B

Fig. 2. Pieces of BAF generated by the constraints

AND([A,B]): A and B must both survive in C. In abstract argumentation
terms, A supports B and attacks ¬B, and B supports A and attacks ¬A.

OR([A,B]): at least one between A and B must survive in C. In abstract argu-
mentation terms, ¬A and ¬B attack each other, ¬B being true supports A, and
¬A being true supports B.

NAND([A,B]): A and B cannot both survive in C. In abstract argumentation
terms, it has the opposite behavior of the AND constraint: A and B attack each
other, A being true supports ¬B, B being true supports ¬A.

NOR([A,B]): neither A nor B must survive in C. In abstract argumentation
terms, it has the opposite behavior of the OR constraint: ¬A and ¬B support
each other, ¬A being true attacks B, and ¬B being true attacks A.

XOR([A,B]): either A or B, but not both, must survive in C. This means that
A and B attack each other, and ¬A and B, as well as A and ¬B, support each
other.

IF([A], [B]): if A survives in C, then also B must survive (modus ponens); if B
does not survive in C, then also A must not survive (modus tollens). In abstract
argumentation terms, A supports B and ¬B supports ¬A, while A and ¬B
attack each other.

IFF([A], [B]): either both A and B survive in C, or none of them survives. In
the graph translation A and B, as well as ¬A and ¬B, support each other, while
A and ¬B, as well as B and ¬A, attack each other.

For any claim A, the obvious denial nand([A,¬A]) is implicitly considered
and automatically applied.
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5 Experiments

To run experiments aimed at evaluating the behavior of our operator we selected
the domain of family relationships, both because it allows an immediate under-
standing by the reader, and because benchmark datasets are available for it.
According to the proposed approach, we expressed constraints concerning fam-
ily relationships in the background knowledge, applied them on an inconsistent
set of observations in order to build an argumentation graph, applied a semantics
to obtain a consistent subset of the observations, and finally ran a learning sys-
tem on such a subset in order to obtain a theory defining family relationships.
Since the dataset reports complete and consistent information, we purposely
corrupted it before applying our approach. This allowed us to check the behav-
ior of our operator under qualitatively and quantitatively different conditions of
inconsistency. We will report about all the above steps in the following.

5.1 Experimental Setting

We considered the family dataset from [18]. It involves 86 people across 5 gen-
erations, reporting 744 examples of family relationships among them, plus 1488
randomly generated negative examples for those relationships that we ignore in
our experiments. The observations are described in terms of predicates male/1,
female/1, parent/2 (where the former argument is the parent and the latter is
the child) and married/2 (where the former argument is the husband and the
latter is the wife), plus predicates husband/2, wife/2, mother/2, father/2, daugh-
ter/2, son/2, sister/2, brother/2, aunt/2, uncle/2, niece/2, and nephew/2 which
are the concepts to be learned.

For corrupting the observations, in order to obtain the inconsistencies to be
detected and cleaned by our approach, we proceeded as follows. A corruption
ratio p ∈ [0, 1] means that each atom in the observations built on a descriptive
predicate had probability p of being corrupted. Depending on the specific pred-
icate, different kinds of corruptions were possible, as shown in Table 1. Atoms
selected for corruption were replaced by one of the associated possible corruption
chosen at random (where variable Z, is present, was replaced by the name of
another individual from the dataset). Basically, sex predicates were switched, or
the roles of the arguments were swapped, or an impossible relation was intro-
duced.

Table 1. Possible corruptions for atoms based on descriptive predicates

Atom Possible corruptions

male(A) female(A)

female(A) male(A)

married(A,B) married(B,A), married(A,Z), married(Z,B), parent(A,B), parent(B,A)

parent(A,B) parent(B,A), parent(A,Z), parent(Z,B), married(A,B), married(B,A)
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Table 2 reports the set of integrity constraints we placed in the background
knowledge for the descriptive predicates in the family domain. The argumen-
tation graph was built by starting from the empty graph, then applying the
constraints in all possible ways on the observation atoms and adding the to the
graph the nodes and arcs associated to each such application. In these prelimi-
nary experiments, we decided to use only limited subsets of one or two constraint
types in each run, in order to investigate their specific behavior. On the result-
ing BAF we applied the ASPARTIX argumentation system [8] to compute an
extension-based semantics that would select a subset of conflict-free atoms, to
be used as reliable (consistent, noise-free) observations for the learning step.
Specifically, we focused on the preferred and stable semantics, in order to have
different levels of skepticism in the justification and acceptability of extensions.

Table 2. Family integrity constraints

AND married(A,B) ∧ female(A)
married(A,B) ∧ male(B)

OR parent(A,B) ∨ parent(C,A)

NAND married(A,B) ↑ male(A)
married(A,B) ↑ female(B)

married(A,B) ↑ married(B,A)
parent(A,B) ↑ married(A,B)
parent(A,B) ↑ married(B,A)
parent(A,B) ↑ parent(B,A)

male(A) ↑ female(A)

NOR parent(A,B) ↓ parent(A,C)

XOR married(A,B) ⊕ parent(A,B)
married(A,B) ⊕ parent(B,A)

married(A,C) ⊕ male(A)
married(C,B) ⊕ female(B)
parent(A,B) ⊕ parent(B,A)

male(A) ⊕ female(A)

IF married(A,B) → female(A)
married(A,B) → male(B)

parent(A,C) → married(A,B)
parent(A,C) → married(B,A)

IFF parent(A,B) ↔ parent(C,B)
parent(A,B) ↔ married(A,C)
parent(A,B) ↔ married(C,A)

For each experimental configuration (set of constraint types, corruption
ratio), all the target concepts were learned (based on the positive examples
in the dataset) using InTheLEx, an ILP system that is able to learn hierar-
chical (i.e., non-recursive) theories from positive and negative examples. It is
fully incremental : it is able not only to refine existing theories, but also to start
learning from an empty theory and from the first available example. It works on
Datalog representations interpreted under the Object Identity (OI) assumption
(“within a clause, terms denoted by different symbols must be distinct”). The
resulting language, DatalogOI , has the same expressive power as Datalog [21]. It
takes examples in the form of Horn clauses where the head is the atom labeling a
target class instance, and the body is the set of (non-negated) atoms in the obser-
vation that are provided to the system as relevant to that instance. InTheLEx
adopts the Closed World Assumption, by which what is not reported in the
example description is assumed to be false. In our case, each example reported
in the body the full set of observations. The theories learned by InTheLEx are
made up of general rules (whose head expresses the target concept and whose
body reports a conjunctive definition for it) and, possibly, of specific exceptions
(examples for which the inductive operators available in InTheLEx could not
find a correct refinement of the existing theory).
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5.2 Evaluation of the Argumentation Step

A first (qualitative) evaluation of the proposed approach was aimed at under-
standing how the number of integrity constraints and the degree of dataset cor-
ruption affected the following features of the argumentation step:

– Number of arguments in the graph
– Number of supports in the graph
– Number of attacks in the graph
– Number of solutions obtained for preferred semantics
– Average length of the solutions obtained for the preferred extensions
– Number of solutions obtained for stable semantics
– Average length of the solutions obtained for stable extensions.

We focused in turn on graphs built on a single type of constraints, and tried
different levels of corruption, ranging from 10% to 50% with 10% steps. Since
for some graphs ASPARTIX returned hundreds of solutions, for practical reasons
we decided to stop the argumentation system after finding the first 50 solutions.
This may be considered enough for the objectives of our study. Also, we stopped
extension computations which did not terminate within a 10 minutes time limit.

The results, reported in Table 3, suggest a number of considerations:

– When the number of solutions increases, the average length of the solutions
also increases, and few solutions correspond to a small graph and small exten-
sions.

– Exclusive constraints (NAND and XOR) build smaller graphs and therefore
lead to shorter extensions. Inclusive constraints (such as OR) behave the
opposite way, generating larger graphs and leading to more, longer solutions.

– Using exclusive constraints, the increase in the length of the solutions is
directly proportional to the increase in corruption. Intuitively, this was
expected: e.g., XOR generates two alternative solutions and mutually exclu-
sive solutions, because the two atoms cannot coexist in the same solution but
each of them might in principle be reliable individually.

– The IFF constraint tends to yield less, shorter extensions as the corruption
ratio increases. We may call it a ‘strict’ operator compared to exclusive ones,
because when the latter generate two alternative solutions it does not gen-
erate any solution. The results also show that IFF might be considered a
‘strong’ operator, since in all combinations with other operators it retains
the characteristic of reducing the number and size of the solutions as the
corruption ratio in the data increases.
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Table 3. Quantitative evaluation of the argumentation step

OP Corr Arg Att Supp # pref Avg pref size # stable Avg stable size

AND .1 22 36 14 16 11 16 11

.2 20 32 12 16 10 16 10

.3 20 32 12 16 10 16 10

.4 32 52 20 50 16 50 16

.5 38 64 26 50 19 50 19

AND,OR .1 60 122 63 50 30 50 30

.2 54 106 52 50 27 50 27

.3 58 116 58 50 29 50 29

.4 68 131 63 50 34 50 34

.5 70 124 54 50 35 50 35

OR .1 86 230 144 50 43 50 43

.4 68 185 117 50 34 50 34

.5 68 168 100 50 34 50 34

NAND .1 10 16 6 15 5 15 5

.2 14 22 8 45 7 45 7

.3 20 34 14 50 10 50 10

.4 32 53 21 50 16 50 16

.5 34 54 20 50 17 50 17

NOR .1 32 54 22 32 16 32 16

.2 32 54 22 32 16 32 16

.3 34 58 24 32 17 32 17

.4 26 46 20 16 13 16 13

.5 34 54 20 50 17 50 17

XOR .1 10 16 12 15 5 15 5

.2 14 22 16 45 7 45 7

.3 20 34 28 50 10 50 10

.4 32 53 42 50 16 50 16

.5 34 54 40 50 17 50 17

IF .1 66 122 56 50 33 50 30

.2 58 110 52 50 29 50 27

.3 64 118 54 50 32 50 30

.4 64 122 58 50 32 50 30

.5 76 164 88 50 38 50 36

IF,IFF .2 58 158 100 50 28 50 28

.3 64 158 94 50 31 50 31

IFF .1 50 170 120 50 24 50 24

.2 32 104 72 50 15 50 15

.3 26 86 60 32 12 32 12

.4 16 52 36 8 7 8 7

.5 6 18 12 2 3 2 3
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5.3 Evaluation of the Learning Step

Another (qualitative) evaluation concerned the correctness of theories learned
by InTheLEx for the target concepts. Since the extensions computed in the
argumentation step may contain both positive and negative atoms, only the
set of positive atoms was provided to InTheLEx for use as observations. Also,
when many alternative extensions were generated by a given setting, since from
a logical viewpoint there is no reason to prefer one over another, we decided to
use one at random as the set of observations for learning. An overview of the
results for selected subsets of constraint types is reported in Table 4, reporting
for each combination (concept, constraint types) a 4-tuple of values: number
of corrected definitions/number of under-specified definitions/number of over-
specified definitions/number of wrong definitions. The results show that, albeit
the correct definition is almost never learned, most of the errors are in the
under-specified or over-specified cases. Most wrong definitions are associated to
XOR/OR-type constraints, and a detailed analysis reveals that they are due to
corrupted atoms that were not detected as inconsistencies by the argumentation
step due to the lack of attacks on them. This should be solved by using all the
types of constraints together. As regards over-specified definitions, this is the
easiest case, because it may be expected that having further examples available
may lead to theory refinements that finally converge to the correct definition.
Finally, the presence of under-specified definitions can be explained by the fact
that InTheLEx worked without the help of negative examples to limit the extent
of generalizations. Coupled with the argumentation step removing wrong atoms,
but not replacing them with correct ones, this explains why relevant parts of the
definitions were removed. In a Multistrategy Learning perspective, abductive
operators might fill this missing information (InTheLEx provides an abductive

Table 4. Quantitative evaluation of the learning step

Concept OR XOR AND-OR IF IFF IF-IFF

wife/2 0/2/3/2 0/9/0/7 0/5/5/1 1/1/3/1 0/0/10/0 0/2/8/2

husband/2 0/3/3/1 0/9/0/7 0/5/5/1 1/2/3/0 0/0/10/0 0/3/8/1

mother/2 0/4/3/1 0/14/0/6 0/7/3/1 0/5/2/0 0/2/11/0 0/3/10/0

father/2 0/5/1/1 0/11/0/7 0/7/5/0 0/7/2/0 0/2/9/0 0/4/6/0

daughter/2 0/1/3/2 0/12/0/0 0/5/5/1 0/3/3/0 0/0/9/0 0/0/12/0

son/2 0/5/2/0 0/17/0/4 0/7/3/1 0/7/1/0 0/0/9/0 0/4/9/1

sister/2 0/2/2/1 0/5/0/0 0/6/3/2 0/4/3/0 0/0/7/0 0/1/6/0

brother/2 0/6/0/0 0/8/0/4 0/7/3/0 0/3/1/0 0/0/9/0 0/1/7/0

aunt/2 0/6/2/2 0/7/0/4 0/9/3/0 0/6/0/0 0/6/3/0 0/4/6/0

uncle/2 0/3/2/1 0/8/0/3 0/5/2/0 0/4/0/0 0/7/1/0 0/4/4/0

niece/2 0/4/2/1 0/12/0/1 0/7/4/1 0/8/0/0 0/6/2/0 0/1/8/0

nephew/2 0/3/3/1 0/8/0/2 0/3/2/0 0/6/0/0 0/7/2/0 0/3/8/0
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operator that works on exactly the same constraints as those used here for the
proposed argumentation-based approach). So, overall, while the figures are not
good, they still provide room for solutions.

Let us provide some insight into the learned theories:

IF. Theories learned using the IF constraint are very simple and never wrong,
typically made up of a single rule. An example is wife(A,B) :- female(A),
male(B)., which is clearly incomplete (the married(B,A) atom is missing).

IFF. This operator was considered a strong operator because, combined with
the others, it maintained its peculiarities, overriding those of the other opera-
tors. With 0.1 corruption ratio, we got a mixture of quite general theories (e.g.,
for concept mother/2) with much longer theories (as for concept sister/2).
With higher corruption ratios, theories are not wrong but incomplete (missing
information about sex), and typically short (2–5 literals per rule), except for the
aunt/2 concept, which turned out to be one of the most difficult to learn.

IF-IFF. Since for this combination of constraints the argumentation step did
not terminate within 10 min for corruption ratios 0.1, 0.4, and 0.5, only ratios 0.2
and 0.3 were used for the learning step, both with the preferred and the stable
semantics. Theories learned based on the preferred semantics are not wrong;
their rules are very long but often incomplete (they seldom include information
about sex). With the stable semantics, the length of the rules still increases
slightly and sex information is more present.

OR. This operator (not used for 0.20 and 0.30 corruption ratios, where the
argumentation step did not terminate within 10 min) returned interesting results:
generally, the theories were short (1–4 literals per rule) and sound, detecting
also correct atoms about sex, but sometimes both incomplete and redundant. It
behaved worse on the concepts of indirect kinship (aunt/2, uncle/2).

XOR. Rules learned based on the XOR constraint are typically very short (at
most 2 atoms in the body) and not wrong (e.g., wife(A,B) :- married(A,B).),
but they sometimes include positive exceptions.

AND-OR. With 0.1 corruption ratio, the AND-OR combination neatly tends
to generate longer rules, full of useless information, but always capturing sex
information correctly. With 0.4 corruption ratio, the rule size drops below 10
atoms. With 0.5 corruption ratio, the behavior is hybrid: some learned rules are
extremely short and general, others long and include superfluous information.

In general, as expected, concepts having easier definitions (those in the upper
part of Table 4, expressing more direct kinship) were learned ‘better’ than those
having a more complex definition (those in the lower part of Table 4). Indeed,
the need for longer definitions (and hence more data) to learn the latter increases
the chance of involving missing or incorrect information in the data, leading to
more wrong definitions. On the other hand, the former suffered from incomplete
definitions due to missing information. Often, the concepts that differ only in
the sex of one of the involved persons are learned in a similar way, with rules
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that differ only, in fact, for sex. In general, sex information was learned with
difficulty when using constraints AND, OR, and XOR, and their combinations.

6 Conclusion

The research carried out so far aimed at making logic-based learning approaches,
and specifically Inductive Logic Programming, able to deal with noisy data,
focused on uncertain and missing information. Carrying on this stream of inter-
est, this work represents a first step towards solving the relevant problem of
inconsistent data. The proposed solution relies on constraint-based computa-
tional argumentation techniques to remove inconsistency from the data, so that
a subsequent learning step may work on consistent information only. In a Mul-
tistrategy Learning perspective, our approach is smoothly integrated with other
inference strategies, and specifically abduction.

Experiments ran on a dataset about family relationships, purposely aimed
at studying the behavior of the proposed approach, highlighted some strengths
and weaknesses. They allowed us to understand the features and behavior of sin-
gle types of constraints, and to identify directions for overcoming the problems.
Using the full set of constraints will probably allow to remove further inconsis-
tencies, thanks to their complementary features. Coupling argumentation with
abstraction should allow the latter to restore the missing information dropped
by the former. These are the issues that we plan to explore in our future work.
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7. Džeroski, S.: Handling imperfect data in inductive logic programming. In: Proceed-
ings of the Fourth Scandinavian Conference on Artificial Intelligence–93, SCAI93,
pp. 111–125 (1993)

8. Egly, U., Gaggl, S.A., Woltran, S.: ASPARTIX: implementing argumentation
frameworks using answer-set programming. In: Garcia de la Banda, M., Pontelli,
E. (eds.) ICLP 2008. LNCS, vol. 5366, pp. 734–738. Springer, Heidelberg (2008).
https://doi.org/10.1007/978-3-540-89982-2 67

https://doi.org/10.1007/11518655_33
https://doi.org/10.1007/11518655_33
https://doi.org/10.1007/978-3-642-83952-8
https://doi.org/10.1007/978-3-540-89982-2_67


292 A. Pazienza and S. Ferilli

9. Evans, R., Grefenstette, E.: Learning explanatory rules from noisy data. J. Artif.
Intell. Res. 61, 1–64 (2018)

10. Ferilli, S.: Extending expressivity and flexibility of abductive logic programming. J.
Intell. Inf. Syst. (2018). https://doi.org/10.1007/s10844-018-0531-6, ISSN: 1573-
7675
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Abstract. Probabilistic Logic Programming (PLP) combines logic and
probability for representing and reasoning over domains with uncertainty.
Hierarchical probability Logic Programming (HPLP) is a recent language
of PLP whose clauses are hierarchically organized forming a deep neural
network or arithmetic circuit. Inference in HPLP is done by circuit eval-
uation and learning is therefore cheaper than any generic PLP language.
We present in this paper an Expectation Maximization algorithm, called
Expectation Maximization Parameter learning for HIerarchical Proba-
bilistic Logic programs (EMPHIL), for learning HPLP parameters. The
algorithm converts an arithmetic circuit into a Bayesian network and
performs the belief propagation algorithm over the corresponding factor
graph.

Keywords: Hierarchical probabilistic logic programming
Arithmetic circuits · Expectation Maximization · Factor graph
Belief propagation

1 Introduction

Due to it expressiveness and intuitiveness, Probabilistic Logic Programming
(PLP) has been recently used in many fields such as natural language processing
[12,17], link prediction [8] and bioinformatics [3,9]. Hierarchical PLP (HPLP)
[11] is a type of PLP where clauses and predicates are hierarchically organized
forming deep neural networks or arithmetic circuits (AC). In this paper we
present an algorithm, called “Expectation Maximization Parameter learning for
HIerarchical Probabilistic Logic programs” (EMPHIL), that performs parame-
ter learning of HPLP using Expectation Maximization. The algorithm computes
the required expectations by performing two passes over ACs.

The paper is organized as follows: Sect. 2 describes PLP and hierarchical
PLP. Section 3 presents EMPHIL. Related work is discussed in Sects. 4 and 5
concludes the paper.
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2 Probabilistic Logic Programming and Hierarchical PLP

PLP languages under the distribution semantics [18] have been shown expressive
enough to represent a wide variety of domains [1,2,16]. A program in PLP under
the distribution semantics defines a probability distribution over normal logic
programs called instances. We consider in this paper a PLP language with a
general syntax called Logic Programs with Annotated Disjunctions (LPADs) [19]
in which each clause head is a disjunction of atoms annotated with probabilities.
Consider a program T with p clauses: P = {C1, . . . , Cp}. Each clause Ci takes
the form:

hi1 : πi1; . . . ;hini
: πini

:− bi1, . . . , bimi

where hi1, . . . , hini
are logical atoms, bi1, . . . , bimi

are logical literals and
πi1, . . . , πini

are real numbers in the interval [0, 1] that sum up to 1. bi1, . . . , bimi

is indicated with body(Ci). Note that if ni = 1 the clause corresponds to a non-
disjunctive clause. We denote by ground(T ) the grounding of an LPAD T . Each
grounding Ciθj of a clause Ci corresponds to a random variable Xij with values
{1, . . . , ni}. The random variables Xij are independent of each other. An atomic
choice [15] is a triple (Ci, θj , k) where Ci ∈ T , θj is a substitution that grounds
Ci and k ∈ {1, . . . , ni} identifies one of the head atoms. In practice (Ci, θj , k)
corresponds to an assignment Xij = k.

A selection σ is a set of atomic choices that, for each clause Ciθj in
ground(T ), contains an atomic choice (Ci, θj , k). A selection σ identifies a normal
logic program lσ defined as lσ = {(hik :− body(Ci))θj |(Ci, θj , k) ∈ σ}. lσ is called
an instance of T . Since the random variables associated to ground clauses are
independent, we can assign a probability to instances: P (lσ) =

∏
(Ci,θj ,k)∈σ Πik.

We write lσ |= q to mean that the query q is true in the well-founded model
of the program lσ. We denote the set of all instances by LT . Let P (LT ) be the
distribution over instances. The probability of a query q given an instance l is
P (q|l) = 1 if l |= q and 0 otherwise. The probability of a query q is given by

P (q) =
∑

l∈LT

P (q, l) =
∑

l∈LT

P (q|l)P (l) =
∑

l∈LT :l|=q

P (l) (1)

In the hierarchical PLP language [11], clauses are restricted to the following
form:

C = p(X) : π :− φ(X,Y ), b1(X,Y ), . . . , bk(X,Y )

where p(X) is the single atom in the head annotated with the probability π,
φ(X,Y ) is a conjunction of input literals (that is their definitions are given in
input and are non-probabilistic) and bi(X,Y ) for i = 1, . . . , k literals for are
hidden predicate. This means that clauses and predicates are hierarchically orga-
nized forming a tree that can be translated into a neural networks or Arithmetic
Circuit (AC). Inference can be performed with HPLP programs by generating
their groundings that, similarly to clauses, form a tree. Such a tree can be used
for inference by translating it into an Arithmetic Circuit (AC). The AC has a ×
node for each clause computing the product of the values of its children, and a
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⊕
node for each clause head, computing the function

⊕
i pi = 1 − ∏

i(1 − pi).
Moreover, ¬ nodes are associated with negative literals in bodies, computing the
function 1 − p where p is the value of their only child, Each leaf is associated to
the Boolean random variable Xi of a clause and takes value π. The AC can be
evaluated bottom-up from the leaves to the root. Because of the constraints that
HPLP programs must respect, literals in bodies are mutually independent and
bodies of different clauses are mutually independent as well, so the value that is
computed at the root is the probability that the atom associated with the root is
true according to the distribution semantics. Let us call v(N) the value of node
N in the arithmetic circuit. Circuits generation and inference are described in
[11].

Example 1. Consider the UW-CSE domain [6] where the objective is to predict
the “advised by” relation between students and professors. An example of an
HPLP program for advisedby/2 may be

C1 = advisedby(A,B) : 0.3 :−
student(A), professor(B), project(C,A), project(C,B),
r11(A,B,C).

C2 = advisedby(A,B) : 0.6 :−
student(A), professor(B), ta(C,A), taughtby(C,B).

C111 = r11(A,B,C) : 0.2 :−
publication(D,A,C), publication(D,B,C).

where project(C,A) means that C is a project with participant A, ta(C,A)
means that A is a teaching assistant (TA) for course C and taughtby(C,B)
means that course C is taught by B. publication(A,B,C) means that A is
a publication with author B produced in project C. student/1, professor/1,
project/2, ta/2, taughtby/2 and publication/3 are input predicates and r11/3 is
a hidden predicate.

The probability of q = advisedby(harry, ben) depends on the number of joint
courses and projects and on the number of joint publications from projects. The
clause for r11(A,B,C) computes an aggregation over publications of a projects
and the clause level above aggregates over projects. Supposing harry and ben
have two joint courses c1 and c2, two joint projects pr1 and pr2, two joint
publications p1 and p2 from project pr1 and two joint publications p3 and p4
from project pr2, the AC of such ground program is shown in Fig. 1.

3 EMPHIL

EMPHIL performs parameter learning of HPLP using Expectation Maximization
(EM). The parameter learning problem is: given an HPLP P and a training set of
positive and negative examples, E = {e1, . . . , eM ,not eM+1, . . . ,not eN}, find
the parameters Π of P that maximize the log-likelihood (LL):

arg max
Π

M∑

i=1

log P (ei) +
N∑

i=M+1

log(not P (ei)) (2)
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⊕

× × × ×
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0.6

× × × ×

0.2

Fig. 1. Arithmetic circuit.

where P (ei) is the probability assigned to ei by P. EMPHIL alternates between
Expectation (E) and Maximization (M) steps. For a single example e, the Expec-
tation step computes E[ci0|e] and E[ci1|e] for all rules Ci where cix is the number
of times a variable Xij takes value x for x ∈ {0, 1} and for all j ∈ g(i) i.e.

E[cix|e] =
∑

j∈g(i)

P (Xij = x|e)

where g(i) = {j|θj is a substitution grounding Ci}. These values are aggregated
over all examples obtaining E[ci0] =

∑
e∈E

∑
j∈g(i) P (Xij = 0|e) and E[ci1] =

∑
e∈E

∑
j∈g(i) P (Xij = 1|e).

Then the Maximization computes

πi =
E[ci1]

E[ci0] + E[ci1]

For a single substitution θj of clause Ci we have that P (Xij = 0|e) + P (Xij =
1|e) = 1. So E[ci0] + E[ci1] =

∑
e∈E |g(i)|

Therefore to perform EMPHIL, we have to compute P (Xij = 1|e) for each
example e. We do it using two passes over the AC, one bottom-up and one top-
down. In order to illustrate the passes, we construct a graphical model associated
with the AC and then apply the belief propagation (BP) algorithm [14].

A Bayesian Network (BN) can be obtained from the AC by replacing each
node with a random variable. The variables associated with an

⊕
node have

a conditional probabilistic table (CPT) that encodes an OR deterministic func-
tion, while variables associated with an × node have a CPT encoding an AND.
Variables associated with a ¬ node have a CPT encoding the NOT function.
Leaf nodes associated with the same parameter are split into as many nodes
Xij as the groundings of the rule Ci, each associated with a CPT such that
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Fig. 2. Factor graph.

P (Xij = 1) = πi. We convert the BN into a Factor Graph (FG) using the stan-
dard translation because BN can be expressed in a simpler way for FGs. The
FG corresponding to the AC of Fig. 1 is shown in Fig. 2.

After constructing the FG, P (Xij = 0|e) and P (Xij = 1|e) are computed by
exchanging messages among nodes and factors until convergence. In the case of
FG obtained from an AC, the graph is a tree and it is sufficient to propagate the
message first bottom-up and then top-down. The message from a variable N to
a factor f is [14]

μN→f (n) =
∏

h∈nb(N)\f

μh→N (n) (3)

where nb(X) is the set of neighbor of X (the set of factors X appears in). The
message from a factor f to a variable N is.

μf→N (n) =
∑

�N

(f(n, s)
∏

Y ∈nb(f)\N

μY →f (y)) (4)

where nb(f) is the set of arguments of f . After convergence, the belief of each
variable N is defined as follows:

b(n) =
∏

f∈nb(N)

μf→N (n) (5)
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↓ tP

↓ tN
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N

(a) Factor graph of not node.

X

fx

(b) Factor graph for a leaf node.

. . .

cP ↑ ↓ tP

cN ↗

↙ tN

P

f

N S1 Sm

(c) Factor graph for inner or root node.

Fig. 3. Examples of factor graph

that is the product of all incoming messages to the variable. By normalizing
b(n) we obtain P (N = n|e). Evidence is taken into account by setting the cells
of the factor that are incompatible with evidence to 0. We want to develop an
algorithm for computing b(n) over the AC. So we want the AC nodes to send
messages. We call cN the normalized message, μf→N (N = 1), in the bottom-up
pass and tN the normalized message, μf→N (N = 1), in the top-down pass. Let
us now compute the messages in the forward pass. Different cases can occur: the
leaf, the inner and the root node. For a leaf node X, we have the factor graph
in Fig. 3b From Table 1d, the message from fx to X is given by:

μfx→X = [π(x), 1 − π(x)] = [v(x), 1 − v(x)] (6)

Note that the message is equal to the value of the node. Moreover, because of
the construction of HPLP, for any variable node N

μf→P (p) = μP→f (p) (7)

where P is the parent of N .
Let us consider a node P with children N ,S1 . . . Sm as shown in Fig. 3c. We

define S = S1 . . . Sm and s = s1 . . . sm. We prove by induction that cP = v(P ).
For leaf nodes it was proved above. Suppose that cC = v(C) for all children
N,S1, ...Sm:
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Table 1. Cpts of factors

(a) P is an or node

p n = 1 n = 0, S = 0 n = 1, ¬ (S = 0)
0 0 1 0
1 1 0 1

(b) P is an and node

p n = 0 n = 1, S = 1 n = 1, ¬ (S = 1)
0 1 0 1
1 0 1 0

(c) P is a not node

p n = 0 n = 1
0 0 1
1 1 0

(d) Leaf node fx = π(x)

x fx
0 1-π(x)
1 π(x)

If P is an × node, the cpt of P given its children is described in Table 1b and
μC→f (c) = v(c) for all children C. According to Eq. 4 we have:

μf→P (1) =
∑

�P

f(p, n, s)
∏

Y ∈nb(f)\P

μY →f (y)

=
∑

n,s

(f(p, n, s)
∏

Y ∈{N,S}
μY →f (y) (8)

= μN→f (1) ·
∏

Sk

μSk→f (1)

= v(N) ·
∏

sk

v(Sk) = v(P )

In the same way, from Eq. 8 we have:

μf→P (0) = 1 − μN→f (1) ·
∏

Sk

μSk→f (1)

= 1 − v(N) ·
∏

sk

v(Sk) = 1 − v(P )

So cP = v(P )
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If P is an
⊕

node, the cpt of P given its children is described in Table 1a.
From Eq. 8 we have:

μf→P (1) =
∑

n,s

f(p, n, s)
∏

Y ∈{N,S}
μY →f (y)

= 1 − μN→·(0) ·
∏

Sk

μSk→f (0) = 1 − v(N) ·
∏

Sk

v(Sk)

= 1 − (1 − v(N)) ·
∏

Sk

(1 − v(Sk)) = v(P )

In the same way we have:

μf→P (0) = μN→f (0).
∏

Sk

μSk→f (0) = v(N = 0) ·
∏

Sk

v(N = 0)

= 1 − [1 − (1 − v(N) ·
∏

Sk

v(Sk)] = 1 − v(P )

If P is a ¬ node with the single child N , its cpt us shown in Table 1c and we
have:

μf→P (1) =
∑

n

f(p, n)
∏

Y ∈{N}
μY →f (y)

= μN→f (0) = 1 − v(N)

and

μf→P (0) = μN→f (1) = v(N)

Overall, exchanging message in the forward pass means evaluating the value of
each node in the AC. This leads to Algorithm1.

Now let us compute the messages in the backward pass. Considering the
factor graph in Fig. 3c, we consider the message tP = μP→f (1) as known and we
want to compute the message tN = μf→N (1).

If P is an inner
⊕

node (with children N,S1, ...Sm), its cpt is shown in
Table 1a. Let us compute the messages μf→N (1) and μf→N (0):

μf→N (1) =
∑

�N

(f(p, n, s)
∏

Y ∈nb(f)\N

μY →f (y))

= [
∑

p,s

(f(p, n, s)
∏

S

v(s)] · [μP→f (1)]

= μP→f (1) = tP (9)

In the same way

μf→N (0) =
∑

p,s

f(p, n, s)
∏

S

v(s)[μP→f (p)] (10)

= [1 −
∏

S

(1 − v(S))] · [μP→f (1)] +
∏

S

(1 − v(S))[μP→f (0)]

= v(P ) � v(N) · tP + (1 − v(P ) � v(N)) · (1 − tP )



Expectation Maximization in Deep Probabilistic Logic Programming 301

Algorithm 1. Function Forward

1: function Forward(node) � node is an AC
2: if node = not(n) then
3: v(node) ← 1 − Forward(n)
4: return v(node)
5: else
6: � Compute the output example by recursively call Forward on its sub AC
7: if node =

⊕
(n1, . . . nm) then �

⊕
node

8: for all nj do
9: v(nj) ← Forward(nj)

10: end for
11: v(node) ← v(n1) ⊕ . . . ⊕ v(nm)
12: return v(node)
13: else � and Node
14: if node = ×(πi, n1, . . . nm) then
15: for all nj do
16: v(nj) ← Forward(nj)
17: end for
18: v(node) ← πi · v(n1) · . . . · v(nm)
19: return v(node)
20: end if
21: end if
22: end if
23: end function

where the operator � is defined as follows:

v(p) � v(n) = 1 −
∏

s

(1 − v(s)) = 1 − 1 − v(p)
1 − v(n)

(11)

So we have

tN =
tP

tP + v(P ) � v(N) · tP + (1 − v(P ) � v(n)) · (1 − tP )
(12)

If P is a × node, its cpt is shown in Table 1b and we have:

μf→N (1) =
∑

�N

(f(p, n, s)
∏

Y ∈nb(f)\N

μY →f (y))

= μP→f (P = 1) ·
∏

S

μS→f (1) + μP→f (0) · (1 −
∏

S

μS→f (1))

= tP ·
∏

S

v(S) + (1 − tP ) · (1 −
∏

S

v(S))

= tP · v(P )
v(N)

+ (1 − tP ) · (1 − v(P )
v(N)

)
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In the same way,

μf→N (0) = μP→f (0) ·
∑

S

(f(p, n, s)
∏

S

μS→f (s)) = 1 − tP

So we have

tN =
tP . v(P )

v(N) + (1 − tP ) · (1 − v(P )
v(N) )

tP . v(P )
v(N) + (1 − tP ).(1 − v(P )

v(N) ) + (1 − tP )
(13)

If P is a ¬ node, its cpt is shown in Table 1c and we have:

μf→N (1) =
∑

p

f(p, n)
∏

Y ∈{P}
μY →f (y) = μP→f (0) = 1 − tP

Equivalently

μf→N (0) =
∑

p

f(p, n)
∏

Y ∈{P}
μY →f (y) = μP→f (1) = tP

And then

tN =
1 − tP

1 − tP + tP
= 1 − tP (14)

To take into account evidence, we consider μP→f = [1, 0] as the initial messages
in the backward pass (where P is the root) and use Eq. 12 for

⊕
node. Overall,

in the backward pass we have:

tN =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

tP
tP +v(P )�v(N)·tP +(1−v(P )�v(N))·(1−tp) if P is a ⊕ node

tP · v(P )
v(P )+(1−tP )·(1− v(P )

v(N) )

tP · v(P )
v(N)+(1−tP )·(1− v(P )

v(N) )+(1−tP )
if P is a × node

1 − tP if P is a ¬ node

(15)

Since the belief propagation algorithm (for AC) converges after two passes, we
can compute the unnormalized belief of each parameter during the backward pass
by multiplying tN by v(N) (that is all incoming messages). Algorithm 2 perform
the backward pass of belief propagation algorithm and computes the normalized
belief of each parameter. It also counts the number of clause groundings using
the parameter, lines 17–18.

We present EMPHIL in Algorithm 3. After building the ACs (sharing param-
eters) for positive and negative examples and initializing the parameters, the
expectations and the counters, lines 2–5, EMPHIL proceeds by alternating
between expectation step 8–13 and maximization step 13–17. The algorithm
stops when the difference between the current value of the LL and the previous
one is below a given threshold or when such a difference relative to the absolute
value of the current one is below a given threshold. The theory is then updated
and returned (lines 19–20).
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Algorithm 2. Procedure Backward

1: procedure Backward(tp, node, B, Count)
2: if node = not(n) then
3: Backward(1 − tp, n, B, Count)
4: else
5: if node =

⊕
(n1, . . . nm) then �

⊕
node

6: for all child ni do
7: tni ← tp

tp+v(node)�v(ni)·tp+(1−v(node)�v(ni))·(1−tp)

8: Backward(tni , ni, B, Count)
9: end for

10: else
11: if node = ×(n1, . . . nm) then � × node
12: for all child ni do

13: tni ← tp· v(node)
v(ni)

+(1−tp)·(1− v(node)
v(ni)

)

tp· v(node)
v(ni)

+(1−tp)·(1− v(node)
v(ni)

)+(1−tp)

14: Backward(tni , ni, B, Count)
15: end for
16: else � leaf node πi

17: B[i] ← B[i] +
πitp

(πitp+(1−πi)(1−tp)

18: Count[i] ← Count[i] + 1
19: end if
20: end if
21: end if
22: end procedure

4 Related Work

EMPHIL is related to Deep Parameter learning for HIerarchical probabilistic
Logic programs (DPHIL) [13] that learns hierarchical PLP parameters using
gradient descent and back-propagation. Similarly to EMPHIL, DPHIL performs
two passes over the ACs: the Forward pass evaluates the AC, as EMPHIL, and
the backward pass computes the gradient of the cross entropy error with respect
to each parameter. A method for stochastic optimization, Adam [5], is used to
update the parameters (shared over the ACs). Since EMPHIL is strongly related
to EMPHIL we plan in our future work to implement EMPHIL and compare
the performance of both algorithms.

Hierarchical PLP is also related to [4,7,10] where the probability of a query
is computed by combining the contribution of different rules and grounding of
rules with noisy-Or or Mean combining rules. In First-Order Probabilistic Logic
(FOPL), [7] and Bayesian Logic Programs (BLP), [4], each ground atoms is
considered as a random variables and rules have a single atom in the head and
only positive literals in the body. Each rule is associated with a CPT defining the
dependence of the head variable given the body ones. Similarly to HPLP, FOPL
and BLP allow multiple layers of rules. Differently from FOPL and HPLP, BLP
allows different combining rules. Like FOLP, BLP and hierarchical PLP, First-
Order Conditional Influence Language (FOCIL) [10], uses probabilistic rules
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Algorithm 3. Function EMPHIL.
1: function EMPHIL(Theory, ε, δ, Max)
2: Examples ← BuildACs(Theory) � Build the set of ACs
3: for i ← 1 → |Theory| do
4: Π[i] ← random; B[i], Count[i] ← 0 � Initialize the parameters
5: end for
6: LL ← −inf ; Iter ← 0
7: repeat
8: LL0 ← LL, LL ← 0 � Expectation step
9: for all node ∈ Examples do

10: P ← Forward(node)
11: Backward(1, node, B, Count)
12: LL ← LL + log P
13: end for � Maximization step
14: for i ← 1 → |Theory| do
15: Π[i] ← B[i]

Count[i]

16: B[i], Count[i] ← 0
17: end for
18: until LL − LL0 < ε ∨ LL − LL0 < −LL.δ ∨ Iter > Max
19: FinalTheory ← UpdateTheory(Theory, Π)
20: return FinalTheory
21: end function

for compactly encoding probabilistic dependencies. The probability of a query is
computed using two combining rules: the contributions of different groundings of
the same rule with the same random variable in the head are combined by taking
the Mean and the contributions of different rules are combined either with a
weighted mean or with a noisy-OR combining rule. HPLP instead uses the noisy-
OR combining rule for both cases. FOPL, BLP and FOCIL implement parameter
learning using gradient descent, or Expectation Maximization, as EMPHIL. In
this paper we specialized the results of [4,7,10] for the HPLP language obtaining
formulas that can be easily implemented into an algorithm.

5 Conclusion

We present in this paper the algorithm EMPHIL for learning the parameters of
hierarchical PLP using Expectation Maximization. The formula for expectations
are obtained by converting an arithmetic circuit into a Bayesian network and
performing belief propagation algorithm over the corresponding factor graph.
We plan in our future work to implement and compare EMPHIL with DPHIL,
an algorithm that performs parameter learning of HPLP using gradient descent.
We also plan to design an algorithm for learning the structure of hierarchical
PLP in order to search in the space of HPLP the program that best described
the data using EMPHIL or DPHIL as sub-procedures.
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Abstract. Recently a research trend of learning algorithms by means of
deep learning techniques has started. Most of these are different imple-
mentations of the controller-interface abstraction: they use a neural con-
troller as a “processor” and provide different interfaces for input, out-
put and memory management. In this trend, we consider of particular
interest the Neural Random-Access Machines, called NRAM, because
this model is also able to solve problems which require indirect memory
references. In this paper we propose a version of the Neural Random-
Access Machines, where the core neural controller is trained with Dif-
ferential Evolution meta-heuristic instead of the usual backpropagation
algorithm. Some experimental results showing that this approach is effec-
tive and competitive are also presented.

Keywords: NRAM · Differential Evolution · Neural networks

1 Introduction

A new learning algorithms’ research trend, by means of deep learning techniques,
has been recently started by various works [5,7–9,11,12]. The basic idea is to
learn regularities in sequences of symbols, each sequence generated by simple
algorithms. The learning of the regularities can be performed only by models
having the ability to count and memorize. Most of the implementations are
based on the controller-interface abstraction as they use a neural controller as a
“processor” and provide different interfaces for input, output and memory. The
most influential model is the Differentiable Neural Computer (DNC) [6]. In order
to make these models trainable with gradient descent, sometimes the authors
made them “artificiously” fully differentiable modifying the discrete nature of
their interfaces [5,9].

In this trend, we consider of particular interest the Neural Random-Access
Machines (NRAM) [9] as the proposed model is able to solve problems using
pointers. The algorithm can learn to solve problems that require explicit manip-
ulation and dereferencing of pointers as well as it can learn to solve a number of
algorithmic problems. Moreover, the authors show that the solutions can gen-
eralize well to inputs longer than ones used during the training and for some
c© Springer Nature Switzerland AG 2018
C. Ghidini et al. (Eds.): AI*IA 2018, LNAI 11298, pp. 307–319, 2018.
https://doi.org/10.1007/978-3-030-03840-3_23
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problems they generalize to inputs of arbitrary length. However, as reported
by the authors, the optimization problem resulting from the backpropagation
through the execution trace of the program is very challenging for standard
optimization techniques.

Moreover, the continuity condition of the optimization function and the
“fuzzyfication” process add further complexity to the optimization problem. For
example, since the gates are connected in a fuzzy way to each other and to the
registers, computing the circuit results is an expensive operation. From further
analysis, since the additional cost of computing circuit results is due to the use of
gradient descent, different optimization methods not requiring differentiability
can help to reduce the complexity of the operation.

This work is part of a wider project aiming to rewrite a NRAM model which
does not require the differentiability condition for the neural controller. The main
idea is to train the controller with an evolutionary optimization algorithm, in
line with the approach used in previous work [7] where an evolutionary algorithm
is used to learn the controller of a Neural Turing Machine [5].

In this paper we present a new version of the Neural Random-Access
Machines using the same model proposed in the original paper [9], where the core
neural controller is trained with Differential Evolution meta-heuristic instead of
backpropagation algorithm. In particular, we employ the Differential Evolution
for Neural Networks (DENN) method [1,4], to evolve neural networks by means
of Differential Evolution. With respect to the optimization methods based on
gradient descent, DENN is less influenced by the choice of starting points, it
has lower chances to be trapped in local minima and it has a more exploratory
attitude.

Experiments are conducted to evaluate the system from two different points
of view: the ability of DENN technique to optimize the network and compete with
backpropagation, and the generalization capability of our solution. Moreover,
some DE variants have been tested in order to find the best for this kind of
problems. In the experiments, some algorithmic problems whose solutions require
pointer manipulation and chasing are chosen.

DENN approach has been applied in its simplest form, by flattening the
network depth. The results are encouraging and prove that further analysis and
investigation should be undertaken in a more advanced manner.

2 Neural Random Access Machines

In this section we briefly recall the NRAM model presented in [9]. This model
can be included in the recent research trend of learning algorithms [5,7,8,11,
12]. Like others, NRAM model is an implementation of the controller-interface
abstraction: it uses a neural controller as a “processor” and provides different
interfaces for input, output and memory.

In particular the NRAM model can learn to solve problems that require
explicit manipulation and dereferencing of pointers. The controller, the core
part of the NRAM model, can be a feedforward neural network or an LSTM,
and it is the only trainable part of the model.
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The idea of NRAM is that the controller, at each time-step, produces a small
set of elementary operations, described with a circuit, which are executed. The
execution terminates after a given number of time-steps or when the controller
signals the willingness of termination.

The NRAM model can be divided in four main pieces: the controller, which
can be a feed-forward or a Long-Short Term Memory (LSTM) neural network, a
set of R registers r1, . . . , rR, the gates (also called modules), and a variable-sized
memory tape.

Registers and memory cells contain integers from the set N = {0, 1, . . . , I−1},
where I is an integer constant. Moreover, the memory has I cells numbered from
0 to I − 1, hence any integer of N can also be seen as a valid address.

In order to have a fully differentiable model the NRAM does not work directly
with integers but with probability distributions p ∈ R

I . Hence, each register or
memory cell plays the role of random variable. The content memory can be
represented by a square matrix M of size I, whose rows are the probability
distributions of the content of their cells. In this way, the model is fully differ-
entiable.

There are Q = 14 gates, representing the elementary operations, divided in
constant, unary and binary. Each gate is represented as a function mi with 0, 1,
or 2 arguments from the set N and a result is in N . There are

– 3 constant gates: Zero() = 0, One() = 1, Two() = 2
– 3 unary gates: Inc(a) = (a + 1) mod I, Dec(a) = (a − 1) mod I, Read(p)
– 8 binary gates: Add(a, b) = (a + b) mod I, Sub(a, b) = (a − b) mod I, Less-

Than(a, b) = [a < b], Less-Or-Equal-Than(a, b) = [a ≤ b], Equal-Than(a, b)
= [a = b], Min(a, b) = min(a, b), Max(a, b) = max(a, b), Write(p, a)

The controller at each time step is given as input the vector
(pr1(0), . . . , prR

(0)), i.e. the probability that each register contains 0. This choice
gives the controller only a partial information about the content of the registers,
in this way the controller can generalize to different memory sizes.

The controller produces the description of a “fuzzy” circuit which contains
all the Q gates, exactly once and taken in the same order (Read, Zero, One,
Two, Inc, Add, Sub, Dec, Less-Than, Less-Or-Equal-Than, Equal-Than, Min,
Max, Write). The circuit is described by three sequence of vectors a1, . . . , aQ,
b1, . . . , bQ, and c1, . . . , cR. For the i-th gate, the vectors ai and bi have size
R + i − 1, while all the vectors cj have size R + Q.

We denote by oi the output produced by the i–th gate, which is computed as
follows. Denoting by vi = (r1, . . . , rR, o1, . . . , oi−1) the vector composed by the
values of all the R registers and the output of the previous i − 1 gates, if the
gate is unary, then

oi = mi(vT
i · softmax(ai)),

while if it is binary, then

oi = mi(vT
i · softmax(ai), vT

i · softmax(bi)).

Clearly, if the gate is constant, oi = mi().
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The vector ci, for i = 1, . . . , R, determines how the register ri is updated for
the next iteration, by the formula

ri ← vT
Q+1 · softmax(ci)

where the vector vQ+1 is composed by the current values of the register ri and
the outputs of all the gates m1, · · · ,mQ.

Note that, as for the registers, the gates have to work over probability dis-
tributions: since the inputs are probability distributions also the output is a
probability distribution. For instance if the module mi is binary, A and B are
its input, the probability of having the value γ ∈ N as result is given by

P (mi(A,B) = γ) =
∑

α,β∈N

P (A = α)P (B = β)[mi(α, β) = γ] (1)

The result of the gate Read(p) is defined by the probability distribution
MT p, while the effect of Write(p, a), where p is the address and a is the data to
be written (both are probability distributions), is to change the content of the
memory using the following equation

M ← (J − p) · JT � M + p · aT

where J is a column vector composed by I ones and � denotes a coordinate-wise
multiplication.

For each time step t the controller also outputs a value ξt ∈ R. The value
ft = sigmoid(ξt) ∈ [0, 1] represents the willingness of finishing the execution at
the time step t. Hence, the probability that the output is produced in t can be

computed as pt = ft ·
t−1∏
i=1

(1 − fi). Anyway, the execution continues at most for

a given maximum number of time-steps T or when ft is above given a threshold
θ.

The global procedure to execute the NRAM program is the following:

– Initialize the registers and the memory
– For each time-step t = 1, . . . , T

1. the controller gets the input from the registers and computes its output,
i.e. the data describing the circuit

2. if the controller is a LSTM, it also updates its internal state
3. the circuit is executed
4. the values of the registers and the memory is updated
5. if ft > θ the execution is stopped

During the learning process we feed the network with examples, each of
them described by a couple (x, y) ∈ N I × N I which contains the starting input
sequence and the expected output sequence.

The cost function to be minimized can be computed using the memory matrix
M(t) at the end of the execution of the time-step t as the expected negative log-
likelihood of producing the correct output, i.e.

C(x, y) = −
T∑

t=1

(
pt ·

I−1∑

i=0

log
(
M(t)

i,yi

))
(2)
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where yi is the expected integer value at memory cell number i.

3 DENN: Differential Evolution for Neural Networks

In this section we briefly describe the algorithm DENN, an enhancement of a
previous algorithm already presented in [1], which optimizes artificial neural
networks using Differential Evolution (DE). In particular we use DENN to train
the neural controller of the NRAM model using a dataset of examples D.

We decided to use this approach because it is the only method we know that
has been tested with relatively large neural networks.

DE is applied according the conventional neuroevolution approach, i.e. to
evolve the network weights instead of backpropagation or other optimization
methods based on backpropagation. A batch system, similar to that one used in
stochastic gradient descent, is adopted to reduce the computation time.

DENN evolves a population P of N feed-forward neural networks
{ξ1, . . . , ξN} with a given fixed topology and fixed activation functions.

The representation of neural networks as population elements is defined as
follows.

Each neural network has L levels, numbered from 1 to L and each network
level l is defined by a real valued matrix W(l), representing the connection
weights, and by the bias vector b(l).

Then, each population element ξi is described by a sequence

〈(w(i,1),b(i,1)), . . . , (w(i,L),b(i,L))〉,
where w(i,l) is the vector obtained by linearizing the matrix W(i,l), for l =
1, . . . , L.

For a given population element ξi, we denote by ξ
(h)
i its h–th component, for

h = 1, . . . , 2L, i.e. ξ
(h)
i = w(i,(h+1)/2), if h is odd, while ξ

(h)
i = b(i,h/2) if h is

even. Note that each component ξ
(h)
i of a solution xi is a vector whose size d(h)

depends on the number of neurons in the level h.
The population elements are evolved by applying mutation and crossover

operators in a component-wise way. For instance, the mutation rand/1 for the
element ξi is applied in the following way: three indexes r1, r2, r3 are randomly
chosen in the set {1, . . . , N}\{i} without repetition; then, for h = 1, . . . , 2L, the
h–th component υ

(h)
i of the donor element υi is obtained as the linear combina-

tion
υ
(h)
i = ξ

(h)
r1 + F (ξ(h)r2 − ξ

(h)
r3 ).

We have implemented three mutation operators, namely rand/1, DEGL and
Current-to-pbest (see for instance [2,3]).

Each trial ζi, for i = 1, . . . , N , is produced by applying the usual crossover
operator bin to ξi and υi.

The evaluation of each population element ξi should be performed by com-
puting the sum of the cost function C(xj , yj) for each example (xj , yj) in the
dataset D.
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Anyway, the computation of this quantity is the most time consuming opera-
tion in the overall algorithm and it will lead to unacceptable computation time.
For this motivation we have decided to follow a batching method similar to the
one proposed in [10].

The dataset D is split in three different sets: a training set TS used for
the training phase, a validation set V S used for a uniform evaluation of the
individuals selected at the end of each training phase, and a test set ES used to
evaluate the performance of the best neural network.

Then, the training set TS is randomly partitioned in k batches B0, . . . , Bk−1

of size b = |TS|/k. Moreover, the fitness function f is computed using the records
present in a “window” U of size b, which is composed by examples both from
the current batch Bi and from the next one Bi+1.

The window is changed after s generations, by replacing b/r examples of U
from Bi with b/r examples taken from Bi+1 and not already present in U . s is
called sub-epoch dimension and the window completely passes from a batch to
the next one in r sub-epoch, i.e. in rs generations (we call epoch this period).
In this way the evolution has enough time to learn from the batch because the
window is updated after s generations.

Since the fitness function depends also on the batch and we need a fixed way
to compare the elements, at the end of every epoch the best neural network ξ∗

e of
the epoch e is selected as the neural network in P reaching the lowest cost in the
validation set V S. The global best network ξ∗∗ found so far is then eventually
updated.

At the beginning of each epoch, the fitness of every element in P is re-
evaluated by computing the fitness on the new batch and the window U becomes
exactly the current batch.

To avoid a premature convergence of the algorithm, a restart method is
applied: all the elements in the current population, except the best element, are
discarded and the search continues with a new randomly generated population.
The restart mechanism is performed at the end of each epoch, if the fitness
evaluation of ξ∗∗ has remained unchanged for a given number M of epochs.

The complete DENN algorithm is depicted in Algorithm 1.
In DENN algorithm, the function generate offspring computes the mutation

and the crossover operators that produce the trial element, while the function
best score returns the best network ξ∗, and its score f∗, among all the elements
in the population.

4 Experiments

The experiments has been performed by using DENN, as described in Sect. 3,
to train the controller of the system described in Sect. 2. Since DE has never
been applied before to this kind of problems, we decided to test different DE
variants and mutation strategies. Moreover, as suggested in NRAM paper [9], a
curriculum learning method has been applied.
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Algorithm 1. The algorithm DENN
1: Initialize the population
2: k ← |TS|/b
3: Extract the k batches B0, . . . , Bk−1

4: h ← 0
5: for e ← 0 to G/(rs) − 1 do
6: Set the current batch as Be mod k

7: Re-evaluate all the elements (ξ1, . . . , ξN )
8: for z ← 1 to r do
9: for j ← 1 to s do

10: for i ← 1 to N do
11: ζi ← generate offspring(ξi)
12: end for
13: for i ← 1 to N do
14: if f(ζi) < f(ξi) then
15: ξi ← ζi
16: end if
17: end for
18: end for
19: Update the window U
20: end for
21: ξ∗

e , f∗
e ← best score(ξ1, . . . , ξN )

22: Update ξ∗∗, f∗∗

23: if ξ∗∗ is not changed then
24: if h > M then
25: Restart the population
26: h ← 0
27: else
28: h ← h + 1
29: end if
30: end if
31: end for
32: return ξ∗∗

4.1 Curriculum Learning

For each task, we defined a set of problems of increasing difficulty, where the
difficulty d is defined as a tuple containing the length of the working sequence
and the number of timesteps of running. During the training, a tuple is selected
according to the current difficulty D as follows:

– with probability 10%: pick d randomly from the set of all difficulties according
to a uniform distribution

– with probability 25%: pick d randomly from the set [1,D + e] according to a
uniform distribution, with e generated from a geometric distribution with a
success probability of 0.5

– with probability 65%: set d = D + e, where e is sampled as above.
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The difficulty is increased when 1 − c
m < λ, where c represents the correct

modified cells, m the cells that should be modified and λ is a threshold chosen
by the user. Furthermore, we ensure that the difficulty is increased at least after
a given number of generations.

We test the impact of curriculum learning approach because the authors of
the original paper [9] claimed it is of crucial importance. They explicitly claim
that without curriculum learning the training of some controllers is impossible.

4.2 Settings

The DE variants used for testing are JADE, SHADE and L-SHADE. Each of
them has been combined with the mutation methods DEGL and Current-to-
pbest. The crossover method is bin. In each test we set population to 100 indi-
viduals, for DEGL the neighborhood is in the interval [4, 8], and we set p = 0.1
for Current-to-pbest.

All the tests are executed with a feedforward neural network with two hidden
levels, each containing 260 neurons. The training set is composed of batches of
1000 examples generated at runtime. The generalization tests are executed with
input sequences up to 1000 values. The Curriculum Learning was set up with
an interval of batches in [25, 250] and a threshold λ = 0.1.

4.3 Tasks

The tasks used in these experiments are a subset of the ones proposed in [9].
In the following descriptions, capital and small letters represent respectively
arrays and pointers, NULL denotes the value 0 and it is used both as an ending
character and a placeholder for missing next element in the lists.

– Access Given a value k and an array A, return A[k]. Input is given as
k,A[0], . . . ,A[n − 1],NULL and the network should replace the first memory
cell with A[k].

– Copy Given an array and a pointer to the destination, copy all elements from
the array to the given location. Input is given as p,A[0], . . . ,A[n−1] where p
points to one element after A[n−1]. The expected output is A[0], . . . ,A[n−1]
at positions p, . . . , p + n − 1 respectively.

– Reverse Given an array and a pointer to the destination, copy all elements
from the array in reversed order. Input is given as p,A[0], . . . ,A[n−1] where
p points one element after A[n−1]. The expected output is A[n−1], . . . ,A[0]
at positions p, . . . , p + n − 1 respectively.

– Increment Given an array A, increment all its elements by 1. Input is given
as A[0], . . . ,A[n − 1],NULL and the expected output is A[0] + 1, . . . , A[n −
1] + 1.

5 Results

We have conducted the experiments following the structure proposed in NRAM
paper [9]. The main objective was to have comparable results with the ones in
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the original paper, with and without Curriculum Learning, focusing especially
on the generalization ability of the discovered solutions. In this paper the most
significant results are shown. Complete results can be retrieved on GitHUB1.
Training values for parameter I, number of timesteps T , and number of registers
R are similar to those used by Kurach et al. [9].

Table 1. Results of the tests comparing the optimization and generalization ability of
the system with and without curriculum learning.

Task Train complexity Cost=0 Train error Generalization

No CL CL No CL CL No CL CL No CL CL

DENN JADE/Current-to-pbest/1/bin

Access len(A) = 8, t = 3 len(A) ≤ 10 � � 0 0 Perfect Perfect

Increment len(A) = 9, t = 9 len(A) ≤ 11 � � 0 0 Perfect Perfect

Copy len(A) = 5, t = 12 len(A) ≤ 9 � × 0 — Semi-perfect —

Reverse len(A) = 4, t = 9 len(A) ≤ 8 � � 0 0 Perfect Perfect

ADAM [9]

Access len(A) = 8, t = 3 len(A) ≤ 10 × � — 0 — Perfect

Increment len(A) = 9, t = 9 len(A) ≤ 11 × � — 0 — Perfect

Copy len(A) = 5, t = 12 len(A) ≤ 9 × � — 0 — Perfect

Reverse len(A) = 4, t = 9 len(A) ≤ 8 × � — 0 — Perfect

In Table 1 we present the results that compare optimization and generaliza-
tion ability of our system with and without curriculum learning. In particular,
these results are obtained by means of the JADE version of DENN with the
mutation Currenttopbest and crossover bin. The column Train complexity repre-
sents the length of the sequences and the timesteps used in the training without
Curriculum Learning (No CL), while it represents the maximum length of the
sequences used in the training with Curriculum Learning (CL). The column
Reached cost 0 is checked when the cost function C reached the value 0 dur-
ing the training phase. The column Train Error represents the lowest error rate
1 − c/m reached by the trained controller. The Generalization column repre-
sents the behaviour of the trained controller with memory sequences longer and
more available timesteps for running with respect to those used in training. The
keyword Perfect is used when the controller produces circuits able to generalize
independently from the test length and the number of timesteps; the keyword
Semi-Perfect means that the solution generalizes well only with input sequences
and number of timesteps similar to those used in the training.

The first result we can note is the different contribution of curriculum learning
application in our system with respect to the original one in NRAM paper [9].
While Kurach et al. claim that their system cannot be trained without CL, we
have obtained good results also without it. As in [9], all these problems have
been solved with zero errors and producing circuits with perfect or semi-perfect
generalization ability.
1 https://github.com/Gabriele91/DENN-NRAM-RESULTS-2018.

https://github.com/Gabriele91/DENN-NRAM-RESULTS-2018
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Fig. 1. Costs reached by DE variants with task Increment.
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Fig. 2. Costs trend by DE variants with task Reverse.

5.1 DENN Variants Results

In this section the charts obtained plotting the values of the cost function are
shown. For each generation and for each combination of DE variant, mutation
and crossover, the convergence ability can be analyzed. For sake of space, just the
plots for the problems Increment and Reverse are respectively shown in Fig. 1
and in Fig. 2. The legends report all the combinations tested except the ones
for L-SHADE that cannot compete with the others, hence are not shown here.
In this way we can compare the costs reached by the DENN variants with the
cost of the reimplementation of the original system (trained with the ADAM
optimization algorithm) (Fig. 3).

Even if these experiments are preliminary and more tests have yet to be run,
we can see that, while some DENN variants cannot reach the convergence to
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Fig. 3. The circuits generated respectively for (a) the tasks Access when t ≥ 2, (b)
Increment when t ∈ [2, len(A)] and (c) Reverse when, in the first, t ∈ [2, len(A)] and,
in the second, when t is even and t > len(A).

zero, some other variants reach the convergence better than the original system
with ADAM, like for example the JADE variant with current to pbest mutation.

5.2 Circuits

In the following we present the circuits generated by the controller trained by
the JADE/current to pbest/1/bin variant. For the sake of readability, only the
necessary gates and registers are shown in the circuits.

Overall it is important to note that the circuits generated differ from those
shown in [9]. Even if a criterion to evaluate the circuit quality has not provided,
it is evident that the circuits generated by the controller trained by DENN are
more intuitive and easy to understand than the ones shown in [9]. Moreover, we
observed also that, in the case of DENN, the circuits generated depend to the
DE variant used in the training.

6 Conclusions and Future Works

In this work a version of NRAM with Differential Evolution as optimization
engine has been presented. In particular the DENN framework [4] has been used
instead of ADAM optimization algorithm.

As shown in the experiments, we can conclude that Differential Evolution and
DENN behave well with this kind of problems and with large neural networks.
For the Access, Increment and Reverse tasks, solutions that generalize perfectly
are reached, also without the use of Curriculum Learning.
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Considering the data obtained so far we can conclude that, excluding the case
of JADE/DEGL/1/bin + CL, the best performing variants are the ones with the
Current-to-pbest mutation method. The contribution of the Curriculum Learning
is crucial in some cases, like for the Increment task.

We also observed that the solutions found using DENN produce more intu-
itive circuits compared to those in the original paper [9]. DENN exploitation and
exploration is more effective with respect to Gradient Descent.

For future work, we plan to complete all the experiments including new
tasks. In particular, we are considering to evaluate the ones considered difficult
by Kurach et al. [9]. Moreover, we consider the current structure of the gates too
stringent, requiring the forced use of all them, making the execution excessively
static. One of our objective is to upgrade the NRAM model with a more advanced
system for a dynamic selection of the gates. Finally, we are planning to rewrite a
enhanced and simpler NRAM model which does not require the differentiability
condition. In this case the model can not be trained using the gradient descent
method, but the controller can be trained with an evolutionary optimization
algorithm.
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Abstract. Recognizing facial expressions from static images or video
sequences is a widely studied but still challenging problem. The recent
progresses obtained by deep neural architectures, or by ensembles of het-
erogeneous models, have shown that integrating multiple input represen-
tations leads to state-of-the-art results. In particular, the appearance and
the shape of the input face, or the representations of some face parts, are
commonly used to boost the quality of the recognizer. This paper inves-
tigates the application of Convolutional Neural Networks (CNNs) with
the aim of building a versatile recognizer of expressions in static images
that can be further applied to video sequences. We first study the impor-
tance of different face parts in the recognition task, focussing on appear-
ance and shape-related features. Then we cast the learning problem in
the Semi-Supervised setting, exploiting video data, where only a few
frames are supervised. The unsupervised portion of the training data is
used to enforce two types of coherence, namely temporal coherence and
coherence among the predictions on the face parts. Our experimental
analysis shows that coherence constraints can improve the quality of the
expression recognizer, thus offering a suitable basis to profitably exploit
unsupervised video sequences.

Keywords: Facial expression recognition
Convolutional Neural Networks · Learning from constraints
Coherence constraints

1 Introduction

Facial expression recognition is the problem of detecting emotions in facial
images or videos. The research activity on this problem involves the scientific
community that is about psychology but also the one that is about computer
science and artificial intelligence. Although this task is widely studied and much
progress has been made, it still remains a challenging problem, due to the vari-
ability and complexity of facial expressions. As a matter of fact, facial expres-
sions can be categorized with respect to multiple classes of emotions. The most
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widely followed approach consists in considering six basic emotions plus the neu-
tral case, and it is due to the studies of Paul Ekman [2], while other scientists
provided more fine grained descriptions [14]. Facial features of expressions are
mostly located around mouth, nose, and eyes, and their locations are essential in
explaining and categorizing expressions [1]. Despite the large number of advanced
psychological experiments about the human perception and recognition of emo-
tions, we can trivially figure out that different face parts have a different impact
in the way humans recognize emotions: the role of eyebrows when we are angry
or the way we treat our mouth when we are happy or surprised, for example.

We can find several approaches that exploit Machine Learning with the aim
of learning to categorize emotions from examples. Most of them are about using
still images [10,13], while several more recent works also consider video sequences
where actors start with a neutral expression and generate a non-neutral one
[9,16]. The learning framework is usually fully supervised, and supervision is
either about each training image or about each video sequence. Works that
exploit video data focus on the importance of the temporal evolution of the input
face. The system proposed by Fan and Tjahjadi [3] processes four sub-regions of
the face: forehead, eyes/eyebrows, nose and mouth. They used an extension of the
spatial pyramid histogram of gradients and dense optical flow to extract spatial
and dynamic features from video sequences, and adopted a multi-class SVM-
based classifier with one-to-one strategy to recognise facial expressions. Jung et
al. [7] propose a neural-network-based method where two different networks are
exploited: the first one extracts appearance features from image sequences, learn-
ing temporal correlations, while the other network extracts shape features from a
set of facial landmarks. The two nets are combined to yield the final decision on
the emotion class. Happy and Routray [5] identify salient areas with generalized
discriminative features for expression classification. They only use appearance-
based features, and they do not consider the time domain. The framework from
Jain et al. [6] recognizes facial expressions from video sequences by modeling
temporal variations within shapes. They show that shape provides important
information that is sometimes hard to grasp from appearance only. Zhang and
Huang [16] propose a mixed model which include a “temporal” and a “spatial”
network. The former captures dynamic features from consecutive frames, while
the latter is about extracting static features from still frames. More generally,
we can roughly characterize the popular trends in the existing literature by the
usage of (i) appearance-related (i.e., visual) features, (ii) shape-related features,
(iii) features from face parts, (iv) the temporal domain (i.e., video data).

This paper investigates the application of a pool of Convolutional Neural
Networks (CNNs) with the aim of building recognizers of expressions in static
images, that can be further applied to video sequences. We consider both (i)
appearance and (ii) shape features, but, differently from most of the existing
works, we do not hand-engineer shape features, and we let the CNNs learn the
right representations from special shape-only images. We propose a model that
considers (iii) sub-parts of the face in addition to the entire face, motivated by
the need of gaining deeper insights in the role of each component. Then, we
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move to the Semi-Supervised setting, exploiting (iv) video data. The unsuper-
vised portion of the training data is used to enforce “temporal coherence” among
consecutive frames, and “part coherence” in each frame, i.e., a coherent predic-
tion among the CNNs that operate on the different face parts. Our experimental
analysis shows that coherence constraints can improve the quality of the expres-
sion recognizer, thus offering a suitable basis to profitably exploit unsupervised
video sequences.

This paper is organized as follows. The next Section formalizes the prob-
lem of facial expression recognition. Section 3 introduces our model. The role of
coherence is described in Sect. 4, while experiments and conclusions (and future
work) are collected in Sects. 5 and 6, respectively.

2 Facial Expression Recognition

The task of facial expression recognition that we consider in this paper consists
in building a classifier that predicts one of the six universal emotions [2], that are
anger, disgust, fear, happiness, sadness, surprise, plus the neutral case, and that
we collect into the set Y , codified with indices from 1 to 7. The most popular
inputs of the recognizer are images of faces, represented in foreground, usually
with frontal orientation. When video data is considered, the recognition problem
focusses on short video clips where a transition from the neutral state toward
one the six emotions is recorded. Processing videos instead of still images can
improve the recognition performance because facial expressions involve variations
of the facial muscles along the temporal dimension. However, classifiers that are
specifically trained to build a latent representation from a video clip V before
taking a decision [7], cannot be immediately applied to classify images. Differ-
ently, image-based classifiers can process single frames {It} of a video (being t
the time index) to produce a final decision over a time window, so they are more
versatile from the point of view of easiness of deployment in different real-world
applications. The facial expression recognition problem is usually faced in the
“Fully-Supervised” setting, and, in the case of videos, the available datasets are
composed of labeled video clips where we do not have access to the labelings of
the single frames1. Nonetheless, obtaining supervised data is costly, while nowa-
days is pretty easy to have access to collections of unsupervised frontal view faces
(web, social networks, smartphones, ...) or unsupervised video recordings (video
conference/call applications). This suggests that studying the “Semi-Supervised”
setting, where a portion of the training data is labeled and a larger portion is
unsupervised, can be a promising way to approach the recognition task.

Motivated by the need of building a versatile emotion recognition system, we
focus on a predictor that operates on still images and that we can use to make
predictions on video data. The system can be trained exploiting both video
and image data in a Semi-Supervised setting, taking advantage of the temporal
evolution described by the video format. In detail, we consider a classifier f(·)
1 See CK+ http://www.consortium.ri.cmu.edu/ckagree/, Oulu-CASIA http://www.

cse.oulu.fi/CMV/Downloads/Oulu-CASIA, MMI https://mmifacedb.eu/.

http://www.consortium.ri.cmu.edu/ckagree/
http://www.cse.oulu.fi/CMV/Downloads/Oulu-CASIA
http://www.cse.oulu.fi/CMV/Downloads/Oulu-CASIA
https://mmifacedb.eu/
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that produces a decision y ∈ Y for each input image I, or for a set of consecutive
frames belonging to a time window W (that covers a video clip, for example),

y = f(I) (1)
y = majorityt∈W {f(It)} , (2)

where majority is the majority-voting function, that returns the most frequent
prediction in the time window W . Differently from the existing approaches, our
system can be trained using labeled and unlabeled image databases, collected
in DI , or labeled and unlabeled frames extracted from the previously described
labeled video sequences, collected in DV . Due to the aforementioned properties
of the existing video datasets (containing transitions from neutral to a certain
emotion), we can artificially generate DV by labeling as neutral the very first
frames of each video clip, and by assigning the provided video label to the last
frames of the sequence. The frames in the internal portion of the sequence are
not labeled. Formally, we have

DI = {(Ii, yi), i = 1, . . . , l} ∪ {(Ii, none), i = l + 1, . . . , l + u},

where yi ∈ Y is the image label, and the rightmost set is fully unlabeled. Then,

DV = {DVz
, z = 1, . . . , v},

where v is the number of available video clips and DVz
is a sequence extracted

from the z-th clip,

DVz
= ((Iz,t, neutral), t = 1, . . . , α|Vz|) ⊕

((Iz,t, none), t = α|Vz| + 1, . . . , β|Vz|) ⊕
((Iz,t, yz), t = β|Vz| + 1, . . . , |Vz|) ,

being ⊕ the sequence concatenation operator, Iz,t ∈ Vz the t-th frame of the
z-th video, and 0 < α < β < 1, arbitrarily chosen. In this case yz ∈ Y \
{neutral} is the label provided with the video clip Vz (neutral is the identifier
of the neutral class). We notice that DV is more informed than DI , since it
also stores the image/frame order and the frame grouping with respect to the
videos. For this reason, we can consider DI to be an instance of the more general
representation DV , and in the rest of the paper we will focus on data represented
as in DV without reducing the generality of what we described so far, and we
will compactly indicate it with D.

3 Model

Our model is based on CNNs that process two categories of representations of the
input image/frame I. Such categories consist in appearance-based (i.e., visual)
representations and a shape-based representations.

In both the cases, we do not consider the whole I, but only the rectangu-
lar area that is covered by the target face. We localize the face first, and then
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we crop the image accordingly. This choice is crucial when processing inputs
with multiple faces or when the face is not well positioned at the center of the
image (or more generally, at a position incoherent with the training data). The
appearance-based representation of the face is simply a grayscale instance of the
cropped face. In the case of the shape-based representation, we still focus on
the same cropped region, but we extract a set of shape features that essentially
describe the contours of the face parts, and that, in this work, consist of a set of
facial landmark points. However, instead of stacking their 2D coordinates into
a vector (that is only possible if the set of points is consistent among differ-
ent faces), we consider a more generic approach in which the shape is simply
represented by an artificial image with uniform background and in which the
landmarks points are depicted at their coordinates. This allows us to treat the
shape in a way that is similar to what we do with the appearance, and it opens
the possibility of providing different shape “sketches” that are not only based
on landmark points (but also on contour lines, for example).

In order to study the effects of the different face parts in the recognition pro-
cess, we computed the appearance and shape representations for the face (as just
described) and for all the face parts: mouth, nose, eyes, eyebrows. We localized
the face area and a set of 68 landmark points using the localizer of Viola and
Jones [15] and a landmark detector [8]2. The detector uses the classic Histogram
of Oriented Gradients (HOG) features combined with a linear classifier, an image
pyramid, and a sliding window detection scheme. Cropping around each set of
part-related landmarks (adding a small padding), we obtained 7 instances of
appearance-based representations of the input I and 8 shape-based ones, since
in the case of shape we also included the landmarks associated to the jaw con-
tour. Figure 1 shows the overall 15 representations that we generate. We resized
these representations to the following sizes: face area 200 × 200, mouth area
80 × 50, eye area 60 × 30, eyebrow area 100 × 30, nose area 60 × 100 pixels, jaw
area 200 × 170.

appearance-based inputs shape-based inputs

Fig. 1. Representations extracted from an input image. On the left there are the 7
appearance-based representations. On the right there are the 8 shape-based represen-
tations, that we implement by sketching landmark points in artificial images.

We implemented a pool of 15 CNNs, each of them processing one of the
aforementioned representations (Fig. 2). The generic CNNh associated to the
2 We used OpenCV https://opencv.org/ and the “dlib” library http://dlib.net/.

https://opencv.org/
http://dlib.net/
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h-th representation has two convolutional layers followed by max pooling, and
some fully connected layers terminated with a softmax activation that outputs a
probability distribution over the emotions in Y . We indicate with ph(·) the func-
tion computed by such CNNh. All the hidden neural units have ReLu activation
functions. The face-related CNNs have 32 and 64 filters on the two convolutional
layers, respectively, and two fully connected layers (64 and |Y | = 7 neurons). The
other CNNs, that are based on inputs with smaller sizes, exploit 16 and 32 filters,
and a single fully connected layer (|Y | = 7 neurons).

The output of each of the 15 CNNs, when followed by an arg max operation
(assuming 1-based indexing), is a possible instance of the function f in Eqs. (1)
and (2). Formally, for a given h,

xh = representationh(I)
ph(xh) = CNNh (xh)

f(I) = arg max ph(xh),

where xh is the h-representation of the input, and ph(xh) outputs a vector of
size |Y | that sums to 1. Even if our final goal is to focus on the case in which h is
the index of the full-face-based classifier, in Sect. 5 we will evaluate the quality
of multiple instances of f , considering the predictors on the face parts too. In
the next Section we will introduce a link between the full-face and face parts.

... ...

conv 3x3 - 32

max-pool 2x2

conv 3x3 - 64

max-pool 2x2

fully connected - 64 
(relu) 

fully connected - 7 
(softmax) 

Pface-app

conv 3x3 - 32

max-pool 2x2

conv 3x3 - 64

max-pool 2x2

fully connected - 64 
(relu) 

fully connected - 7 
(softmax) 

Pface-shape

conv 3x3 - 16

max-pool 2x2

conv 3x3 - 32

max-pool 2x2

fully connected - 7 
(softmax) 

Pmouth-app

conv 3x3 - 16

max-pool 2x2

conv 3x3 - 32

max-pool 2x2

fully connected - 7 
(softmax) 

Pjaw-shape

Fig. 2. Structure of CNNs employed.
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4 Learning by Enforcing Coherence

We trained the pool of CNNs by minimizing an objective function involving the
cross-entropy L(ph(xh), y) between the outputs of the networks and the available
labels (one-hot encoding), considering the training data T ⊂ D. The cross-
entropy only exploits the labeled pairs in T . However, our objective function
is also composed by the penalties associated to the fulfilment of “coherence
constraints” that we enforce on all the samples of T , being them labeled or
not. We have considered two types of coherence, namely “temporal coherence”
and “coherence among the predictions on the face parts”. The former enforces
the CNNs to be coherent over time for each video sequence, i.e., it enforces the
predictions to smoothly change along the time axis. This constraint introduces a
regularizing effect, since it prevents the system from developing unstable models
that abruptly change their decisions among consecutive frames3. The part-based
coherence enforces each full-face-representation-based classifiers to take decisions
that are coherent with the ones taken (on average) by the other part-based
classifiers (and vice-versa). The idea behind this constraint is that the committee
of the local (i.e. part-based) predictors could provide important fine-grained
information that the global (face-based) predictor might not have been able
to capture. We already experimented some related constraints in the case of
multi-view object recognition [12], and these ideas are borrowed by the generic
framework of “Learning from Constraints” [4], where a predictor is constrained
exploiting high-level knowledge on the task at hand, bridging the symbolic and
sub-symbolic worlds.

In detail, given two scalars λt, λc ≥ 0 that weigh the importance of the
coherence (soft) constraints, our objective function for the appearance-based
classifiers (or, equivalently, for the shape-based classifiers) is

∑

h

∑

i=1
yi �=none

wi · L(ph(xh,i), yi) + λt

temporal coherence︷ ︸︸ ︷
∑

h

v∑

z=1

|Vz|∑

t=2

(
1 − ph(xh,(z,t−1))′ · ph(xh,(z,t))

)

+λc

∑

h�=face

∑

i

(1 − pface(xh,i)′ · ph(xh,i))

︸ ︷︷ ︸
part coherence

(3)

where the index h spans over the 7 appearance-based classifiers (or the 8 shape-
based classifiers). The index i spans over all the pairs in T , and, for the sake
of simplicity, we used the notation yi �= none to indicate that we consider only
the labeled examples. The scalar weights wi are used to give custom weights to
the examples, and we used them to give more importance to the classes that are
less represented in T . The notation (z, t) is the index of the t-th frame in the

3 We remark that the enforcement of both the coherence constraints only happens at
training time.
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z-th video sequence belonging to T . Finally, face is used to indicate the index
associated with the full-face input, and ′ is the transpose operator.

We notice that since p·(·) is a probability distribution, the dot products
involving two instances of p·(·) are 1 when such instances are equivalent (and
the coherence constraints are fulfilled). The temporal constraint involves dot
products between the predictions on pairs of consecutive frames in the same
video clip. We kept the same structure to build the part-based constraint, where
the averaging operation on the part-based classifiers is evident when

∑
h�=face is

moved right before the second term of the dot product pface(xh,i)′ · ph(xh,i).

5 Experimental Results

In order to validate our model, we used the popular Extended Cohn-Kanade
dataset (CK+) [11]. It consists of 593 frames belonging to a set of short video
sequences, where 120 subjects (different age and gender) generate expressions
belonging to the following list: anger, contempt, disgust, fear, happiness, sadness
and surprise. We excluded the sequences associated to “contempt”, which is not
included into the six universal emotions. The video sequences are composed of
10–60 frames, they start with a neutral expression and they end with the peak
of one of the previously listed expressions. Each sequence is associated with an
emotion label.

In order to build the Semi-Supervised set D described in Sect. 2, we selected
α = 0.1 and β = 0.7. We generated 5 randomizations of the whole dataset, and
divided each of them into training (70%), validation (15%), and test sets (15%),
keeping the original distribution of the classes in each set. The validation data
was used to validate the model parameters and excluded from training. The test
partition was used to measure the quality of the model, and the results pre-
sented in this Section are averaged over the 5 test partitions (when available, we
also report the standard deviation in brackets). Each collection of training data
consists of about ≈4, 000 frames, out of which ≈1, 500 are labeled, and they are
organized into ≈200 sequences, while the validation data is composed of ≈600
frames, out of which ≈200 are labeled, and organized into ≈30 sequences. Since
examples from the “neutral” class are much more represented with respect to
other examples, we set wi = 0.1 in Eq. (3) if i is an example from the neu-
tral class, wi = 1 otherwise. We selected the optimal λc, λt by a grid-search in{
10−10, 10−8, 10−7, 10−6, 10−4, 10−2

}
, measuring frame-level accuracy (i.e., only

the labeled validation frames are considered). We implemented our model using
TensorFlow, and we minimized Eq. (3) by the Adam-based optimizer (starting
learning rate 0.001), mini-batches of size 96, and we have trained the model
for multiple epochs, stopping the procedure when the validation error started
increasing.

We performed experiments comparing a system with no-coherence-
constraints (λc = λt = 0) with other models that include either temporal or
part-based coherence. We compared the cases of single-frame-level predictions
(where only the labeled portion of the test set is considered) and the case of
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video-sequence-level predictions, following the decision rules of Eqs. (1) and (2),
respectively (where W covers the full video sequence). Since examples of the
different classes are not balanced in the given dataset, and in order to provide
a more informative set of results, we measured two types of accuracies, namely
Micro and Macro accuracies. The former is simply the percentage of correctly
labeled frames/sequences, while the latter is the average of the percentages of
correctly labeled frames/sequences in each emotion class.

Table 1 shows the results we obtain when testing the classifiers that operate
on the full-face inputs, considering both appearance and shape representations.
We also report results of an additional classifier obtained by averaging the out-
puts of the full set of 15 classifiers (thus mixing appearance and shape data).

Table 1. Micro and macro accuracies (std dev. in brackets) at image and video
(sequence) level of the full-face-based classifiers (appearance and shape representa-
tions) and of an ensemble of the 15 classifiers (average of 15 outputs, both shape and
appearance). Results without coherence constraints (None), with Part-based coher-
ence and Temp-oral coherence (results where coherence improves the accuracy are in
bold).

Images

% Micro Acc % Macro Acc

None Part Temp None Part Temp

Faceapp. 78.9 (3.6) 78.0 (2.0) 81.1 (3.0) 71.2 (2.8) 72.8 (2.2) 72.2 (7.4)

Faceshape 71.8 (3.0) 71.9 (3.1) 72.5 (2.9) 61.1 (2.9) 61.3 (3.0) 62.1 (2.7)

Avgall 73.7 (4.1) 71.4 (3.1) 72.1 (4.8) 71.9 (3.9) 70.2 (3.3) 69.7 (3.7)

Videos

% Micro Acc % Macro Acc

None Part Temp None Part Temp

Faceapp. 75.3 (5.1) 77.0 (3.4) 80.0 (2.9) 64.0 (3.2) 66.8 (3.1) 64.4 (10.3)

Faceshape 68.5 (3.0) 68.1 (3.1) 69.4 (2.9) 54.0 (2.9) 53.5 (3.0) 55.5 (2.7)

Avgall 78.3 (4.9) 77.9 (2.5) 80.4 (5.5) 65.6 (6.5) 65.9 (3.9) 64.8 (7.4)

Temporal coherence always improves the quality of the face-based classifiers,
up to 5% in the case of sequences (micro). In the case of macro-accuracy we
observe larger standard deviations, that are due to the effects of the predic-
tions on the classes with a smaller number of examples. Such classes are less-
frequently predicted, and asking for a strong temporal regularization sometimes
further reduces such frequency. Coherence among parts helps in a less evident
manner, especially when using shapes. Shape is less informative than appear-
ance, resulting in a performance drop of ≈10%. The average-based classifier is
only in some cases better that the face-based ones. Constraints are less effective
in this case (even if we get a strong micro accuracy in videos + temporal coher-
ence). This suggests that mixing the 15 classifiers together is not a promising
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Table 2. Micro and macro accuracies (std dev. in brackets) at image and video level of
all the part-based classifiers (appearance and shape representation). Results without
coherence constraints (None), with Part-based coherence and Temp-oral coherence
(results where coherence improves the accuracy are in bold).

Images

% Micro Acc % Macro Acc

None Part Temp None Part Temp

Mouthapp. 70.5 (3.5) 68.6 (3.0) 72.8 (2.6) 71.5 (6.7) 70.8 (5.8) 73.3 (4.4)

Left-eyeapp. 42.3 (6.0) 41.4 (6.0) 40.0 (4.2) 41.3 (6.5) 39.1 (4.9) 38.5 (3.9)

Right-eyeapp. 42.0 (5.6) 42.0 (7.3) 40.6 (5.2) 40.8 (5.7) 40.5 (5.7) 38.8 (5.6)

Left-eyebrowapp. 40.5 (6.8) 37.7 (7.3) 38.4 (9.1) 40.1 (6.1) 37.4 (7.5) 37.6 (8.4)

Right-eyebrowapp. 40.1 (2.5) 39.7 (2.4) 40.4 (2.9) 40.1 (3.5) 39.5 (2.8) 40.3 (3.1)

Noseapp. 43.6 (2.9) 44.1 (5.5) 43.4 (4.0) 41.6 (3.4) 42.4 (4.8) 42.0 (3.7)

Mouthshape 64.3 (2.3) 63.8 (3.5) 63.4 (3.2) 64.4 (4.7) 63.4 (4.8) 66.2 (4.9)

Left-eyeshape 35.8 (3.4) 34.5 (3.7) 35.2 (2.6) 33.2 (3.9) 33.0 (3.4) 32.5 (2.3)

Right-eyeshape 40.7 (3.2) 40.6 (2.7) 41.5 (3.0) 36.9 (2.4) 37.2 (2.1) 37.9 (2.0)

Left-eyebrowshape 31.2 (4.4) 31.0 (3.8) 30.1 (3.5) 31.8 (1.8) 31.9 (2.0) 31.7 (3.7)

Right-eyebrowshape 34.3 (4.2) 33.9 (3.7) 34.1 (3.5) 34.3 (5.2) 33.4 (4.5) 33.6 (4.9)

Noseshape 30.8 (3.7) 30.4 (3.2) 30.9 (4.2) 30.6 (5.6) 31.0 (5.0) 31.6 (5.2)

Jawshape 37.4 (3.7) 37.2 (3.7) 37.0 (3.5) 34.1 (4.6) 34.9 (4.3) 33.8 (4.0)

Videos

% Micro Acc % Macro Acc

None Part Temp None Part Temp

Mouthapp. 77.5 (7.7) 72.3 (9.0) 75.7 (6.4) 73.0 (9.5) 66.4 (8.4) 69.9 (8.7)

Left-eyeapp. 49.4 (8.4) 50.6 (4.1) 47.2 (5.9) 42.7 (5.8) 41.3 (2.7) 40.2 (6.3)

Right-eyeapp. 46.8 (2.3) 47.2 (4.9) 47.7 (2.9) 39.8 (1.7) 39.2 (3.0) 38.9 (3.7)

Left-eyebrowapp. 43.0 (9.7) 41.7 (9.2) 42.1 (11.1) 35.2 (7.7) 34.3 (9.1) 34.3 (9.6)

Right-eyebrowapp. 43.4 (4.6) 42.5 (5.5) 43.8 (3.2) 36.5 (6.6) 35.6 (6.8) 35.9 (4.0)

Noseapp. 44.3 (4.9) 47.7 (5.1) 47.2 (2.8) 35.4 (4.3) 38.8 (4.3) 38.9 (3.1)

Mouthshape 71.9 (2.5) 74.0 (3.7) 70.6 (2.8) 64.3 (4.2) 66.1 (6.0) 67.3 (5.0)

Left-eyeshape 45.1 (5.8) 44.7 (8.5) 45.1 (4.5) 36.6 (7.1) 37.2 (6.1) 38.3 (4.1)

Right-eyeshape 51.9 (2.2) 52.8 (3.7) 56.2 (3.7) 39.4 (3.1) 41.5 (3.3) 44.9 (3.9)

Left-eyebrowshape 36.2 (6.7) 34.5 (3.4) 34.9 (3.5) 28.7 (5.1) 28.7 (3.0) 29.3 (4.1)

Right-eyebrowshape 40.4 (5.0) 40.0 (5.9) 41.3 (6.7) 33.9 (5.6) 33.1 (5.0) 33.8 (7.0)

Noseshape 37.5 (5.0) 35.7 (3.7) 34.0 (1.4) 31.4 (5.4) 28.5 (5.6) 31.8(4.4)

Jawshape 40.9 (2.5) 40.9 (2.1) 40.0 (3.7) 30.5 (2.5) 31.3 (2.7) 29.8 (2.7)

direction, mostly because some of them have low performances that can degrade
the average quality of the system.

To gain better insights about the last comment, Table 2 reports the accuracies
for all the part-based classifiers. The mouth area is a very effective input for facial
expression recognition, that can sometimes compete with the full-face. This is
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more evident in the case of videos, when comparing shape-based representations
of face and mouth. As expected, the other parts are worse than the full-face,
since they are just local views. The addition of both coherences sparsely helps in
improving the local classifiers, with a preference toward temporal coherence. The
worst results are obtained by eyebrows and nose in shape-based classification.
Interestingly, the eye-based predictors score the most effective results after face
and mouth in video sequences. While their appearance representation is altered
when eyes get closed, their shape representation is more stable. This analysis
suggests that an accurate choice of a sub-portion of the face parts could signifi-
cantly help the part-based coherence constraint (since some of the parts are not
very informative).

We deepened the analysis on the temporal-constrained classifiers in the case
of making predictions in video sequences. Since the number of sequences is small,
we selected the optimal λt using image-level predictions on the validation data
(as already stated), leading to λt = 10−8 and λt = 10−2 in the case of micro
and macro accuracy, respectively. Figure 3 reports the performances on videos
with different values of λt (appearance only). We can see that the distributions
of the performances are multimodal, and if we focus on the macro accuracy we
observe that we could have obtained much better results with different values of
λt. This suggests that the validation procedure has room for being improved in
the case of video data.

Fig. 3. Micro and macro accuracies in the case of video data, full-face-based classifier
(appearance), for different values of λt. The black-bordered bars are the results we
reported in Table 1.

In Table 3 we show the results on single emotion classes for face and mouth
appearance-based classification, focussing on the case where no-coherence is
introduced and the ones with a selection of the best λc > 0 and λt > 0 from the
previously described experiments. “Fear” and “sadness” classes are difficult to
classify because they do not involve strong facial movements, while “happiness”
and “surprise” are easy to recognize. The mouth-based model has difficulties
in the “neutral” class, since some emotions do not evidently alter the mouth
area (the face model does not show this issue). In the “sadness” class, where the
face-based model scores low accuracies, the mouth-based classifier is much more
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performant. This suggests that the face-related network has difficulties in devel-
oping a generalizable representation for the whole face to identify “sadness”.
Larger training data could help in this case.

Table 3. Accuracies (std dev. in brackets) on each class of full-face and mouth classi-
fiers (appearance). Results without coherence constraints, with Part-based coherence
and Temporal coherence (results where coherence improves the accuracy are in bold).

Images

Anger Disgust Fear Happiness Sadness Surprise Neutral

faceapp. None 73.7 (8.8) 69.2 (12.4) 56.1 (28.9) 92.5 (9.8) 29.5 (27.7) 96.1 (1.3) 81.1 (14.9)

faceapp. Part 68.0 (28.0) 78.2 (10.0) 75.2 (11.8) 98.2 (2.9) 24.3 (21.0) 97.4 (0.7) 68.6 (9.3)

faceapp. Temp 77.1 (18.6) 81.8 (14.2) 50.0 (27.7) 97.5 (4.9) 26.2 (21.5) 95.5 (2.7) 81.8 (15.1)

mouthapp. None 66.4 (18.5) 69.6 (19.1) 59.4 (9.5) 92.7 (7.0) 75.6 (16.0) 96.6 (2.5) 40.2 (11.8)

mouthapp. Part 66.4 (31.8) 81.8 (14.5) 65.1 (13.3) 95.0 (3.8) 59.6 (27.5) 95.5 (3.1) 32.2 (12.2)

mouthapp. Temp 67.8 (19.8) 80.4 (12.3) 58.8 (9.7) 94.8 (5.9) 72.0 (20.8) 95.2 (3.4) 44.1 (6.8)

Videos

Anger Disgust Fear Happiness Sadness Surprise Neutral

faceapp. None 77.1 (7.0) 62.2 (13.3) 33.3 (21.1) 90.9 (14.1) 25.0 (27.4) 95.4 (6.2) –

faceapp. Part 68.6 (31.8) 71.1 (16.6) 53.3 (16.3) 90.9 (11.5) 20.0 (18.7) 96.9 (3.8) –

faceapp. Temp 77.1 (26.5) 73.3 (11.3) 40.0 (13.3) 98.2 (3.6) 25.0 (15.8) 96.9 (3.8) –

mouthapp. None 77.1 (17.1) 73.3 (16.6) 46.7 (26.7) 78.2 (14.8) 75.0 (27.4) 87.7 (11.5) –

mouthapp. Part 62.9 (34.5) 77.8 (14.1) 46.7 (16.3) 74.6 (15.6) 55.0 (36.7) 81.5 (9.2) –

mouthapp. Temp 74.3 (21.0) 77.8 (14.1) 40.0 (24.9) 74.6 (14.6) 65.0 (33.9) 87.7 (10.4) –

Temporal coherence shows better performance in “neutral”, “anger” (image-
level only), and “disgust” emotions. It is also helpful in the “happiness” class,
where the face model performs a close-to-flawless classification. Introducing
coherence among parts improves the recognition of “disgust”, “fear” (face only),
“happiness” (image-level only), and it slightly improves the accuracy of “sur-
prise” for the face-based predictor.

In addiction to these results, we report that eye-based recognition reaches
very good results for the “surprise” class; the accuracy of right-eye classifier with
temporal coherence is 88.2%. This is due to the fact that the eyes in surprise
expressions are wide open, so easily recognizable. Differently, the “neutral” class
is not recognizable at all from the eyebrows. Nose-based classification (appear-
ance) reaches an accuracy of 79.4% with temporal coherence in the “disgust”
class, where the nose is wrinkled. As a final comment, we have also tried to
perform some preliminary experiments involving both temporal and part-based
coherences activated, and while we obtained good results on average (showing
improvements with respect to the unconstrained case), they were not better than
the “best” ones we obtained by activating only one of the two coherences. How-
ever, we will further investigate this point with a more detailed cross-validation
and larger data collections.
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6 Conclusions and Future Work

We presented a Convolutional Neural Network (CNN)-based approach to Facial
Expression Recognition. Our model is based on a pool of CNNs that process dis-
tinct face parts, represented using visual (appearance) or shape-only features. In
the latter case, we treated shape as a generic input of the learnable model, with-
out manually engineering its representation. We studied the importance of the
different representations on the task at hand, showing an analysis that involved
all the considered face parts, and reporting results of experiments on a popu-
lar dataset composed of six basic emotions, plus the neutral case. We proposed
the introduction of coherence constraints among the face-part predictors and
between predictions on consecutive time instants, casting the learning problem
in the Semi-Supervised setting and using video data. Our results have shown that
using unsupervised training data paired with coherence constraints improves the
quality of the recognizer, especially in the case of temporal coherence. Our future
work will include a more detailed study on the face-part coherence, selecting only
on the most promising face parts, according to the results of this study. We will
also consider introducing coherence between shape and appearance-based pre-
dictors, and the use of larger collections of data, to grasp the importance of
large-scale unsupervised data obtained from video conferences.
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Abstract. Multi-label classification (MLC) is a challenging task in
machine learning consisting in the prediction of multiple labels associ-
ated with a single instance. Promising approaches for MLC are those able
to capture label dependencies by learning a single probabilistic model—
differently from other competitive approaches requiring to learn many
models. The model is then exploited to compute the most probable label
configuration given the observed attributes. Cutset Networks (CNets) are
density estimators leveraging context-specific independencies providing
exact inference in polynomial time. The recently introduced Extremely
Randomized CNets (XCNets) reduce the structure learning complexity
making able to learn ensembles of XCNets outperforming state-of-the-
art density estimators. In this paper we employ XCNets for MLC by
exploiting efficient Most Probable Explanations (MPE). An experimen-
tal evaluation on real-world datasets shows how the proposed approach
is competitive w.r.t. other sophisticated methods for MLC.

Keywords: Multi-label classification · Cutset networks
Tractable probabilistic models

1 Introduction

Many real world classification problems, such as image and video annota-
tion, functional genomics in bioinformatics, text categorization, and others [16],
involve multiple label classes. Multi-Label Classification (MLC) aims at learning
a mapping from an instance to a set of relevant labels. A quite common app-
roach to MLC is to adopt a problem transformation technique—the multi-label
problem is transformed into one or more single-label problems. Binary relevance
(BR) [2,25] is a popular problem transformation method that decomposes the
MLC problem into a set of single label classification problems, learning the
classifiers independently, thus possibly losing the dependencies among the label
variables. On the contrary, as reported in [8], it is well known that exploiting
the label dependencies can significantly improve the classification performance.
For instance, the classifier chain approach (CC) [22] exploits potential label cor-
relations by transforming a MLC problem into a chain of binary classification
c© Springer Nature Switzerland AG 2018
C. Ghidini et al. (Eds.): AI*IA 2018, LNAI 11298, pp. 334–347, 2018.
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problems—subsequent binary classifiers in the chain are built upon the predic-
tions of preceding ones.

Density estimators like Probabilistic Graphical Models (PGMs) [13], such as
Bayesian Networks (BNs), represent a powerful formalism to model and reason
about MLC problems, since they are able to capture the conditional indepen-
dence assumptions among random variables (RVs) into a graph-based repre-
sentation. Inference routines in PGMs, such as conditional probability infer-
ence and Most Probable Explanation (MPE) inference can be exploited to solve
MLC [1,6]. In a MLC scenario, we assume to have a set of N training instances
D = {(xi,yi)}N

i=1, where each instance has a component xi as a vector of M
feature values xi

k ∈ R. The set L = {y1, . . . , yL} denotes the output domain of
possible labels. Each vector xi is associated to a subset Yi ⊆ L of these labels,
represented by an vector of L binary values yi = [yi

1, . . . , y
i
L]. The instances

are assumed to to be i.i.d. according to a probability distribution P (X,Y). A
common way for probabilistic classifiers to tackle the MLC problem is to learn
a model h able to compute a prediction ŷ = [ŷ1, . . . , ŷL] = h(x̂) for a given
attribute instance x̂, usually solved by computing the MPE assignment for the
Y—solving ŷ = argmaxy∈{0,1}L P (y|x) = argmaxy∈{0,1}L P (y,x), where the X
is assumed to be observed as evidence.

However, learning and inference with PGMs can be challenging—computing
exact inference is an NP-Hard problem and some approximate inference routines
can be intractable in practice [23]. The need for exact and efficient inference pro-
cedures has lead to the introduction of Tractable Probabilistic Models (TPMs).
An example of TPMs are tractable PGMs, such as mixture of tree distribu-
tions [17], trading off expressiveness in exchange of tractable inference. Recent
TPMs include, among the others, Sum-Product Networks (SPNs) [19]: deep
architectures encoding probability distributions by layering hidden variables as
mixtures of independent components. Similarly, Cutset Networks (CNets), a par-
ticular kind of SPNs, have been recently proposed as easy-to-learn TPMs [21].
CNets are weighted probabilistic model trees in the form of OR-trees having
tree-structured probabilistic models as leaves, and positive weights on inner
edges. Inner nodes—conditioning OR nodes—are associated to random variables
and outgoing branches represent conditioning on the values for those variables.
Structure learning algorithmic variants for CNets have been proven to be both
accurate and scalable [9,11].

Recently, both SPNs [14] and Restricted CNets (RCNets) [12] have been
successfully applied to solve MLC problems obtaining state-of-the-art results—
learning a single model and exploiting its (exact) tractable inference routines to
obtain the correct label predictions. In order to increase the predictive accuracy
one can leverage the very well know statistical tool for robust parameter esti-
mation: bagging. However, learning an optimal single CNet is a costly operation.
Extremely Randomized CNets (XCNets) have been recently introduced in [10],
as CNets that can be learned in a simple, fast and yet effective approach by
performing random conditioning to grow the OR tree. While the likelihood of
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a single XCNet is not greater than an optimally learned CNet, ensembles of
XCNets outperformed state-of-the-art density estimators.

In this work we show Extremely Randomized Restricted CNets (XRCNets)
combining RCNets and XCNets for solving MLC problems. In particular we focus
on learning ensembles of random RCNets (XRCNets), and then we prove them
to be very competitive against more sophisticated approaches like RAkEL [24],
CC [22] and SPNs based. In a thorough empirical comparison on many real-
world benchmark datasets, we show our model effectiveness under commonly
used metrics for MLC, like accuracy, Hamming and exact match scores.

2 Cutset Networks

Let RVs be denoted by upper-case letters, e.g. X, and their values as the cor-
responding lower-case letters, e.g. x. Let set of RVs be denoted by X and their
values as x. Given a set of RVs X, X\i will denote X \ {Xi}, while X|Y the
restriction of X to Y ⊆ X. Before describing the multi-label scenario, here we
assume D to be a set of N n-dimensional i.i.d. samples drawn from an unknown
joint probability distribution p(X). The primary goal is to learn a model M
from D estimating a density pM(X) as close as possible to p(X).

2.1 Tree-Structured Models

A directed tree-structured model [17] over a set of RVs X is a BN in which each
node Xi ∈ X has at most one parent. It is a tractable probabilistic model—
less expressive than general BNs but performing exact complete and marginal
inference in O(n) [17]—encoding a distribution that factorizes as:

p(x) =
n∏

i=1

p(xi|Paxi
), (1)

where Paxi
denotes the projection of the assignment x on the parent of Xi.

To learn a tree-structured model M, one has to estimate both a tree struc-
ture T and the corresponding conditional probabilities θi|PaXi

= pM(Xi|PaXi
).

An optimal model, according to the KL-divergence, can be obtained by employ-
ing the classical result from Chow and Liu [4]. We will refer to tree-structured
models as Chow-Liu trees, or CLtrees, assuming the Chow-Liu algorithm has
been employed to learn them. CLTrees have been employed as the core compo-
nents of many tractable probabilistic models ranging from mixtures of them [17],
SPNs [26] and CNets [9,11,21].

2.2 Cutset Networks

CNets, introduced in [21], are TPMs represented as a hybrid of OR trees and
CLTrees as the tree leaves. Their definition has been generalized to comprise
generic TPMs as leaf distributions in [10]. In particular, a CNet C over a set of
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RVs X, is a probabilistic weighted model tree defined via a rooted OR tree G and
a set of TPMs {Mi}L

i=1 as leaves encoding distributions pMi
over a subset of X,

called scope and denoted as sc(Mi). The scope of a CNet C, sc(C), is the set of
RVs appearing in it. Figure 1 shows a CNet over binary RVs where each circled
node is an OR tree node labeled by a variable Xi. Outgoing edges are weighted
by the probability w0

i , resp.w1
i , of conditioning Xi to the value 0 (left), resp. 1

(right). In order to encode a probability distribution it must hold w0
i + w1

i = 1.
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Fig. 1. Example of a CNet over the binary RVs X1, . . . , X4, Y1, . . . , Y3. Inner nodes,
with weighted outgoing edges, on variables Xi are OR nodes, while leaf nodes—RVs
grouped in a plate—represent CLtrees.

Definition 1 (Cutset network [10]). Given binary RVs X, a CNet is: 1) a
TPM M, with sc(M) = X; or 2) a weighted disjunction of two CNets C0 and
C1 graphically represented as an OR node conditioned on RV Xi ∈ X, with
associated weights w0

i and w1
i s.t. w0

i + w1
i = 1, where sc(C0) = sc(C1) = X\i.

A CNet C encodes a distribution factorizing as follows:

p(x) = pl(x|sc(C)\sc(Ml))pMl
(x|sc(Ml)), (2)

where pl(x|sc(C)\sc(Ml)) =
∏

i(w
0
i )1−xi(w1

i )xi is a factor obtained by multiplying
all the weights attached to the edges of the path in the OR tree starting from
the root of C and reaching a unique leaf node l; while, pMl

(x|sc(Ml)) is the
distribution encoded by the reached leaf l.
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Learning CNets. Learning the structure and parameters of a CNet from data
equals to perform searching in the space of probabilistic weighted model trees,
requiring an exponential time w.r.t. its height k. The learning problem is tackled
in a two-stage greedy fashion by: first performing a top-down search in the space
of weighted OR trees, and then learning TPMs as leaf distributions according
to a conditioned subset of the data.

In [21] has been introduced the first structure learning algorithm for CNets,
leveraging a heuristic approach to induce the OR tree and then pruning it to
overcome the overfitting. Then in [11] a new approach has been presented, grow-
ing the OR tree by a principled Bayesian search maximizing the data likelihood.
The general learning schema to learn CNets is shown in Algorithm 1. The pro-
cedure tries to select a variable Xi on the input data slice D, and if a such a
variable exists, it then recursively tries to decompose the two new slices D0 and
D1 over X\i. When the slice D has few instances, or it is defined on few variables,
then a leaf distribution is learned.

Algorithm 1. LearnCNet(D, X, α, δ, σ) [10]
1: Input: a dataset D over RVs X; α: Laplace smoothing factor; δ min number of

samples to split; σ min number of features to split
2: Output: a CNet C encoding pC(X) learned from D
3: if |D| > δ and |X| > σ then
4: Xi, success ← select(D,X, α)
5: if success then
6: D0 ← {ξ ∈ D : ξ[Xi] = 0}, D1 ← {ξ ∈ D : ξ[Xi] = 1}
7: w0 ← |D0|/|D|, w1 ← |D1|/|D|
8: C ← w0 · LearnCNet(D0,X\i, α, δ, σ) + w1 · LearnCNet(D1,X\i, α, δ, σ)

9: else
10: C ← learnDistribution(D,X, α)

11: return C

The algorithm proposed in [21], performs a greedy top-down search in the
OR-trees space. It implements the select function as a procedure to determine
the RV Xi that maximizes a reformulation of the information gain from decision
tree theory. To cope with the systematic overfitting, then a post-pruning method
on a validation set is introduced. As shown in [10], growing a full binary OR tree
using this approach when learning a CNet on D over RVs X has time complexity
O(kmn2), where m = |D|, n = |X|, and k is the height of the OR tree.

The approach proposed in [11] to learn CNets exploits a different approach
from that in [21], by avoiding decision tree heuristics while choosing the best
variable directly maximizing the data log-likelihood. As already reported in [11],
the log-likelihood function of a CNet may be recursively decomposed. By exploit-
ing the recursive nature of CNets, a CNet is grown top-down, allowing further
expansion—the substitution of a CLtree with an OR node—only if it improves
the structure log-likelihood. In particular, one starts with a single CLtree, learned
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from D over X, and then checks whether there is a decomposition—an OR
node on the best variable Xi applied on two CLtrees—providing a better log-
likelihood than that scored by the initial tree. If such a decomposition exists,
than the decomposition process is recursively applied to the sub-slices D0 and
D1 over X\i, testing each leaf for a possible substitution. Growing a full binary
OR tree on D over RVs X with this new proposed approach has time complexity
O(kmn3).

Extremely Randomized CNets. Extremely Randomized CNets (XCNets),
proposed in [10], are CNets that are built following the procedure sketched in
the Algorithm 1, where the OR split node procedure—the select function—is
simplified in the most straightforward way: selecting a RV uniformly at random.
As a consequence, the cost of the new select function does not directly depend
anymore on the number of features and can be considered to be constant. For
XCNets, growing a full binary OR tree on D over X has time complexity O(km).

Ensembles of CNets. To improve the accuracy of a single model, in [21]
CNets have been employed as components of a mixture of the form: p(X) =∑c

i=1 λiCi(X), being λi ≥ 0 :
∑c

i=1 λi = 1 the mixture coefficients. Learning
such a mixture can be obtained employing EM to alternatively learn both the
weights and the mixture components. A more efficient method to learn Mix-
tures of CNets, presented in [11], adopts bagging. For bagged CNets, mixture
coefficients are set equally probable and the mixture components can be learned
independently on different bootstrapped data samples. An approach adding ran-
dom subspace projection to bagged CNets has been introduced in [9]. While its
worst case complexity is the same as for bagging, the cost of growing the OR
tree reduced by random sub-spacing is effective in practice. Finally, mixtures
of CNets have been learned by exploiting some boosting approaches proposed
in [20], having time complexity equals to that for bagging or even worst.

3 Sum-Product Networks for MLC

Recently, in [14] has been investigated the use of SPNs for multi-label classifi-
cation, showing that SPN-based multi-label classifiers are competitive against
state-of-the-art classifiers.

Sum-Product Networks [19] are deep probabilistic-models that have obtained
impressive results in many tasks. An SPN represents a probability distribution
over a set of random variables by a rooted directed-acyclic graph with tractable
distributions as leaves, sums and products as inner nodes and weighted edges. In
order to deal with MLC different approaches have been proposed in [14]. The two
most effective ones that we are reporting here are one based on MPE inference
and the other on pool of sequential classification.

In particular, since learning an SPN is a costly operation—differently from
learning an XCNet—the general approach is to learn a single SPN S from the
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whole training set D, using a structure learner algorithm such as those reported
in [15,26], and then perform the classification on an instance x̂ by solving:

ŷ = argmaxyPS(y|x).

The first approach (SPNmpe) solves the problem, as done in [12] for CNets,
by computing the MPE inference as proposed in [19]. However, differently from
CNets computing exact MPE in SPNs is NP-hard in general [5,18]. Being the
adopted MPE inference approximate, in order to improve the quality of the
predictions another approach (SPNpsc) inspired by the classifier chain [22] one
has been proposed. Let θ be an ordering of the labels, then the θj-th label could
be predicted by solving:

yθj
= argmax

yθj

PS(Yk = 1|x, yθ1 , . . . , yθj−1).

Instead of fixing a single ordering, SPNpsc uses an ensemble approach, by
considering a set of label orderings {θ1, . . . , θk}, and then computing the set
CC = {(yi

1, . . . , y
i
L)}k

i=1 of classifications obtained for each order. Finally, a
method to aggregate the results for producing the single prediction is adopted
such as majority voting: yj = 1 iff 1/k

∑k
i=1 yi

j ≥ 0.5.

4 Cutset Networks for MLC

We start to explain how to exploit CNets for MLC as reported in [12], where
Restricted CNets have been introduced. As already stated in the introduction, in
MLC we assume to have a set of N training instances D = {(xi,yi)}N

i=1, where
each instance has a component xi as a vector of M feature values xi

k ∈ R. We
assume the instances to be i.i.d. according to a probability distribution P (X,Y).
We want to learn a model h able to compute a prediction ŷ for a given attribute
instance x̂: ŷ = [ŷ1, . . . , ŷL] = h(x̂) = argmaxy∈{0,1}L P (x̂,y).

CNets tackle the MLC problem computing the MPE assignment for the Y—
solving ŷ = argmaxy∈{0,1}L P (y|x). As showed in [12], differently from SPNs,
even MPE queries can be answered in time linear to the size of the network. After
having computed the MPE assignment for each leaf node, one can continue vis-
iting all the OR nodes up to the root, obtaining a complete assignment. The leaf
node MPE assignment associated to their scope can be computed by employing
the max-out variant of the Variable Elimination Algorithm—guaranteed to be
linear in the size of the trees [13].

4.1 Restricted CNets

Probabilistic multi-label classifiers can be learned by optimizing one particular
loss function, trying to elicit the marginal (resp. conditional) label dependencies
if they focus on modeling p(Y) (resp. p(Y|X)) [8]. The approach proposed in [12]
consists in learning a CNet while optimizing the joint likelihood, but guiding the
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structure learning algorithm to focus on the label dependence relationships. This
has been obtained by i) limiting the OR split tests to be taken on the X vari-
ables only while growing a CNet, and by ii) constraining both label variables and
feature variables in the BNs in the leaves to have as a parent a label variable.
This leads to particular networks called Restricted CNets (RCNets). The former
constraint forces the Y to be strictly dependent from the X appearing in the
internal nodes, helping the Chow-Liu algorithm to better focus on the Y variable
interactions. The CNet in Fig. 1 is an RCNet as well, since label variables are
represented only in the leaves. The latter constraint implies that features vari-
ables shall be independent given the label variables. In this way the algorithm
is forced to model the dependencies among the class variables, and giving the
feature to independently contribute in the MPE inference evaluation.

4.2 Extremely Randomized Restricted CNets

Here, in order to improve the classification results for a multi-label classifica-
tion problem we combine the Extremely Randomized CNets (XCNet) and the
Restricted CNets leading to Extremely Randomized Restricted CNets (XRC-
Nets). Since the score of a single XCNet is lesser than that obtained with a reg-
ular CNet, due to its random process, we learned a mixture of XCNets adopting
bagging. However, while for a single CNet the MPE inference is exact, for ensem-
ble of CNets this in not longer true, like for SPNs—being the mixture modeled
as a sum node over k models, where k is the number of the components. Hence,
we have to use a kind of approximate MPE inference.

In particular, let k be the number of XRCNets used to build the mixture
model. Given a test instance x̂, each XRCNet in the mixture can be queried to
compute an exact MPE assignment ŷi = [ŷi1, . . . , ŷiL], i = 1, . . . , k. Then, the
final prediction ŷ for the instance x̂ can be computed using a simple aggregation
function as follows:

ŷ =

[
1

(
k∑

i=1

ŷi1 > L/2

)
, . . . ,1

(
k∑

i=1

ŷiL > L/2

)]
.

Other more sophisticated approaches to better approximate the exact MPE
assignment for mixtures of CNets deserves a further study.

5 Experimental Results

Here we detail the performance evaluation metrics, the datasets, the algorithms
and their experimental settings. The source code of our algorithm and all the
scripts to reproduce the experiments reported in this paper are made publicly
available1.

1 https://github.com/nicoladimauro/mlxcnet.

https://github.com/nicoladimauro/mlxcnet
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5.1 Evaluation Metrics and Datasets

Given a multi-label dataset consisting of N multi-label instances (xi,yi)N
i=1,

where each yi is a vector of L binary values yi ∈ {0, 1}L. Let h a multi-label
classifier and ŷi = h(xi) ∈ {0, 1}L be the set of label memberships predicted by
h for the instance xi. In order to assess the classifier performance, different met-
rics focus on different dependency relationships among the labels, and are better
optimized by taking into account those dependencies [8]. We employ three differ-
ent metrics to assess the performance of the considered models, namely: accuracy
score = 1

N

∑N
i=1

|yi∧ŷi|
|yi∨ŷi| , Hamming score = 1

NL

∑N
i=1

∑L
j=1 1(yi

j = ŷi
j), and exact

match score = 1
N

∑N
i=1 1(yi = ŷi), where 1(C) is the indicator function, while ∧

and ∨ are the bitwise logical AND and OR operations, respectively [16], applied
vector-wise. The accuracy score is a label set-based measure defined by the Jac-
card similarity coefficients between the predicted and true set of labels. The
Hamming score rewards methods for predicting individual labels well, while the
exact match score computes the percentage of instances whose predicted set of
labels ŷ matches the true set of labels y exactly.

We considered 10 numerical traditional multi-label datasets—accessible from
the MULAN2, MEKA3, and LABIC4 websites—belonging to a wide variety
of application domains with their labels ranging from 6 to 174, the number
of attributes ranging from 19 to 500, and the number of examples ranging
from 194 to 11214. Table 1 reports the information about the adopted datasets,
where M , N and L represent the number of attributes, instances, and possible
labels respectively. Furthermore, for each dataset D the following statistics are
also reported: Label Cardinality : LCard(D) = 1

N

∑N
i=1

∑L
j=1 yi

j , Label Density :

LDens(D) = LCard(S)
L and Distinct Labels: LDist(D) = |{y|∃(x,y) ∈ D}|.

As reported in [12], we discretized all the numeric features for each dataset
implementing the Label-Attribute Interdependence Maximization (LAIM) [3]
discretization method for multi-label data. All the algorithms have been ran on
the datasets preprocessed by LAIM.

5.2 Algorithms

For the experimental evaluation, we compared both RCNets (RCN) and an
ensemble of 10 XRCNets (XRCN)5, to different algorithms. First, we include in
the comparison the RAndom k-labELsets (RAkEL) algorithm [24], an ensemble
method for multi-label classification that constructs each member of the ensem-
ble by considering a small random subset of labels and learning a single-label
classifier for the prediction of each element in the powerset of this subset. Another
competitive algorithm included is Classifier Chains (CC) [22], a chaining method
that can model label correlations while maintaining acceptable computational
2 http://mulan.sourceforge.net/.
3 http://meka.sourceforge.net/.
4 http://computer.njnu.edu.cn/Lab/LABIC/LABIC Software.html.
5 Both have be run with -d 0.1, leaving all the other parameters set to default value.

http://mulan.sourceforge.net/
http://meka.sourceforge.net/
http://computer.njnu.edu.cn/Lab/LABIC/LABIC_Software.html


Extremely Randomized CNets for Multi-label Classification 343

Table 1. Datasets: number of attributes (M), instances (N), and labels (L).

Domain M N L LCard LDens LDist

Arts-Yahoo Text 500 7484 26 1.653 0.063 599

Business-Yahoo Text 500 11214 30 1.598 0.053 233

CAL500 Music 68 502 174 26.043 0.149 502

Emotions Music 72 593 6 1.868 0.311 27

Flags Images 19 194 7 3.391 0.484 54

Health-Yahoo Text 500 9205 32 1.644 0.051 335

Human Biology 440 3106 14 1.185 0.084 85

Plant Biology 440 978 12 1.078 0.089 32

Scene Images 294 2407 6 1.073 0.178 15

Yeast Biology 103 2417 14 4.237 0.302 198

complexity. Both RAkEL and CC have been run using their openly available
implementations in MEKA (See footnote 3) (release 1.9.2), with parameters set
as default values6.

Finally, we included the two algorithms based on SPNs [14], SPNmpe and
SPNpsc

7. After having learned an SPN on the training dataset (xi,yi), SPNmpe

performs classification on an instance x by computing the approiximate MPE
argmaxyP (y|x), while SPNpsc combines by majority voting the predictions of an
ensemble of sequential classifications.

All experiments have been run on a 8-core Intel Xeon E5-1620 @3.5 GHz with
16 Gb of RAM and Linux kernel 4.4.0-59.

5.3 Results and Discussion

The results over a 10-fold cross validation for each evaluation metric and for
each classification algorithm on all the datasets are reported in Table 2 for the
accuracy score, Table 3 for the Hamming score, and Table 4 for the exact match
score. In order to assess whether the differences of the scores reported in Tables 2,
3 and 4 are statistically significant, a t-test has been adopted comparing the
means with a significance level p = 0.05. In each column of the tables, a ↑ (resp.
↓) denotes that XRCN (resp. the competitor) outperforms the competitor (resp.
XRCN) with a difference statistically significant.

6 RAkEL, resp. CC, has been executed with Support Vector Machines with polynomial
kernel, resp. with C4.5 decision trees, as base classifier.

7 We executed the code avalible at https://github.com/giulianavll/MLC-SPN to
reproduce the results reported in this paper. The algorithm used for learning the
structure of SPNs corresponds to that reported in [26].

https://github.com/giulianavll/MLC-SPN
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Table 2. Accuracy scores of CNets and the competitors on the ten datasets.

Dataset CNets Competitors

XRCN RCN SPNpsc SPNmpe RAkEL CC

Arts 0.429 0.425 0.334↑ 0.379↑ 0.293↑ 0.402↑
Business 0.720 0.728 0.732↓ 0.720 0.729 0.729

Cal 0.172 0.184 0.220↓ 0.217↓ 0.001↑ 0.199↓
Emotions 0.584 0.524 0.586 0.555↑ 0.532↑ 0.493↑
Flags 0.548 0.544 0.537 0.541 0.576 0.554

Health 0.586 0.609 0.627↓ 0.619↓ 0.560↑ 0.616↓
Human 0.330 0.335 0.180↑ 0.209↑ 0.276↑ 0.318

Plants 0.337 0.322 0.146↑ 0.218↑ 0.301↑ 0.298↑
Scene 0.705 0.680 0.682↑ 0.634↑ 0.687 0.606↑
Yeast 0.471 0.441 0.472 0.459 0.508↓ 0.444↑
↑/↓ 4/3 5/2 6/1 5/2

Avrg score 0.488 0.479 0.452 0.455 0.446 0.466

First of all, as we can see, the ensemble of XRCNets obtains on average
scores better that those obtained with a single RCNet, proving the validity of
the ensemble approach—even if each components of the ensemble are learned
completely at random, their aggregation provides more precise predictions when
compared to a single RCNet. Furthermore, for each metric the average score
over all the datasets is always greater than that obtained by other competitors.

Table 3. Hamming scores of CNets and the competitors on the ten datasets.

Dataset CNets Competitors

XRCN RCN SPNpsc SPNmpe RAkEL CC

Arts 0.939 0.937 0.945↓ 0.942↓ 0.947↓ 0.936↑
Business 0.972 0.974 0.976↓ 0.975↓ 0.976↓ 0.975↓
Cal 0.860 0.854 0.856↑ 0.833↑ 0.850↑ 0.845↑
Emotions 0.811 0.770 0.799 0.783↑ 0.773↑ 0.748↑
Flags 0.707 0.701 0.689 0.697 0.714 0.705

Health 0.963 0.966 0.969↓ 0.968↓ 0.965↓ 0.967↓
Human 0.914 0.890 0.917↓ 0.912↑ 0.886↑ 0.890↑
Plants 0.913 0.881 0.910 0.899 0.870↑ 0.884↑
Scene 0.902 0.882 0.903 0.892 0.895 0.863↑
Yeast 0.790 0.753 0.770↑ 0.757↑ 0.779↑ 0.752↑
↑/↓ 2/4 4/3 5/3 7/2

Avrg score 0.877 0.861 0.873 0.866 0.865 0.857
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Table 4. Exact match scores of CNets and the competitors on the ten datasets.

Dataset CNets Competitors

XRCN RCN SPNpsc SPNmpe RAkEL CC

Arts 0.304 0.327 0.278↑ 0.309 0.222↑ 0.319

Business 0.558 0.571 0.584↓ 0.570↓ 0.570 0.575

Cal 0.000 0.000 0.000 0.000 0.000 0.000

Emotions 0.336 0.246 0.352 0.325 0.260↑ 0.265↑
Flags 0.155 0.140 0.139 0.144 0.170 0.170

Health 0.436 0.473 0.514↓ 0.504↓ 0.387↑ 0.496↓
Human 0.275 0.251 0.161↑ 0.186↑ 0.176↑ 0.254

Plants 0.316 0.292 0.139↑ 0.207↑ 0.183↑ 0.267↑
Scene 0.612 0.569 0.644↓ 0.599 0.589 0.561↑
Yeast 0.147 0.138 0.160 0.158 0.141 0.156

↑/↓ 3/3 2/2 5/0 3/1

Avrg score 0.314 0.301 0.297 0.300 0.270 0.306

As regards the accuracy score, XRCN obtains better results when compared
to all the competitors, while for the Hamming and exact match scores the val-
ues seems to be comparable to that of SPNpsc. Indeed, XRCN outperforms the
competitors in 6 (RAkEL), 5 (SPNmpe and CC), and 4 (SPNpsc) in terms of the
accuracy score. In terms of the Hamming score, XRCN is superior to the others
in 7 (CC), 5 (RAkEL), 4 (SPNmpe), and 2 (SPNpcs) cases. Regarding the exact
match score, XRCN is superior to the competitors in 5 (RAkEL), 3 (SPNpsc and
CC), and 2 (SPNmpe) cases.

It is important to note that, even if we used a fixed inference procedure, i.e.
MPE, it is robust for each score. Indeed, as reported in [7], MPE inference is
maximizer of the exact match score, while marginal inference for each label is a
maximizer for the Hamming score.

Overall, while XRCN outperforms problem transformation schemes such a
RAkEL and CC, it is competitive with respect to the approaches based on SPNs
for the Hamming and exact match scores and outperforming them for the accu-
racy score. Adopting sophisticated schemes to infer the correct label predictions
such those used in SPNpsc represent an interesting future work.

6 Conclusion

In this paper, we employed the recently introduced tractable probabilistic model
XCNets to tackle the MLC problem. XCNets reduce the structure learning com-
plexity making able to learn ensembles of XCNets outperforming state-of-the-art
density estimators. The experimental evaluation on real-world datasets showed
how our approach can effectively improve the accuracy, exact match and Ham-
ming scores, proving itself to be highly competitive against complex approaches.
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14. Llerena, J.V., Mauá, D.D.: On using sum-product networks for multi-label classi-
fication. In: BRACIS, pp. 25–30 (2017)

15. Lowd, D., Rooshenas, A.: The libra toolkit for probabilistic models. JMLR 16,
2459–2463 (2015)

16. Madjarov, G., Kocev, D., Gjorgjevikj, D., Deroski, S.: An extensive experimental
comparison of methods for multi-label learning. Pattern Recogn. 45(9), 3084–3104
(2012)

17. Meila, M., Jordan, M.I.: Learning with mixtures of trees. JMLR 1, 1–48 (2000)
18. Peharz, R., Gens, R., Pernkopf, F., Domingos, P.: On the latent variable interpre-

tation in sum-product networks. IEEE Trans. Pattern Anal. Mach. Intell. 39(10),
2030–2044 (2017)

https://doi.org/10.1007/978-3-319-11433-0_10
https://doi.org/10.1007/978-3-319-11433-0_10
https://doi.org/10.1007/978-3-319-25252-0_13
https://doi.org/10.1007/978-3-319-25252-0_13
https://doi.org/10.1007/978-3-319-71249-9_13
https://doi.org/10.1007/978-3-319-71249-9_13
https://doi.org/10.1007/978-3-319-24309-2_17
https://doi.org/10.1007/978-3-319-24309-2_17


Extremely Randomized CNets for Multi-label Classification 347

19. Poon, H., Domingos, P.: Sum-product network: a new deep architecture. In: NIPS
2010 Workshop on Deep Learning and Unsupervised Feature Learning (2011)

20. Rahman, T., Gogate, V.: Learning ensembles of cutset networks. In: AAAI (2016)
21. Rahman, T., Kothalkar, P., Gogate, V.: Cutset networks: a simple, tractable, and

scalable approach for improving the accuracy of Chow-Liu trees. In: Calders, T.,
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Abstract. One of the most important foundational challenge of Sta-
tistical relational learning is the development of a uniform framework
in which learning and logical reasoning are seamlessly integrated. State
of the art approaches propose to modify well known machine learning
methods based on parameter optimization (e.g., neural networks and
graphical models) in order to take into account structural knowledge
expressed by logical constraints. In this paper, we follow an alternative
direction, considering the Bayesian approach to machine learning. In
particular, given a partial knowledge in hybrid domains (i.e., domains
that contains relational structure and continuous features) as a set T of
axioms and a stochastic (in)dependence hypothesis F encoded in a first
order language L, we propose to model it by a probability distribution
function (PDF) p(x | T ,F ) over the L-interpretations x. The stochastic
(in)dependence F is represented as a Bayesian Markov Logic Network
w.r.t. a parametric undirected graph, interpreted as the PDF. We pro-
pose to approximate P (x | T ,F ) by variational inference and show that
such approximation is possible if and only if F satisfies a property called
orthogonality . This property can be achieved also by extending L, and
adjusting T and F .

1 Introduction and Related Work

The last decade has seen the emergence of a powerful new framework for build-
ing sophisticated real-world applications based on statistical relational learning
(SRL). A corner stone of this framework is the use of graphical models to rep-
resent complex probability density functions (PDFs) of continuous and discrete
random variables. Another, more recent corner stone, is Markov logic [5] that
builds on the theory of Markov random fields (MRFs) [7]. In Markov logic, a
first-order logic (FOL) theory is represented as a template for constructing undi-
rected graphs. This is the main step towards lifting up MRFs to FOL. In partic-
ular, hybrid Markov logic networks (HMLNs) [5,15] are very expressive: they can
represent PDFs over interpretations of a FOL fragment that contains numeric
functions. In theory, also an infinite number of constants is allowed [13]. However,
to the best of our knowledge, none of the implementations of Markov logic allows
for infinite domains. Alchemy [8] is arguably the best known and most devel-
oped one. It calculates a maximum a posteriori (MAP) or maximum-likelihood
c© Springer Nature Switzerland AG 2018
C. Ghidini et al. (Eds.): AI*IA 2018, LNAI 11298, pp. 348–361, 2018.
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[11, Chapter 20] approximation of the posterior PDF using the stochastic approx-
imation schema presented by sampling methods [1, Chapter 11].

The learning and inference in graphical models have been based on maxi-
mum likelihood or MAP approaches, and sampling techniques for a long time.
Unfortunately, sampling techniques tend to be computationally costly and do not
scale well to real-world applications involving large data sets [2]. Nevertheless, it
has been recognized in machine learning community that adoption of Bayesian
viewpoint and variational approach [1, Chapter 10] provides a principled way to
the development of fast, deterministic, approximate inference algorithms. There
are some attempts in this direction aimed at probabilistic programming [16],
Bayesian networks [3,17], arbitrary graphical probability models [6,14] or even
arbitrary probability models [9] that have the potential to scale well to real-
world applications involving large data sets. However, an attempt that aims at
integrating (graphical) probability models with FOL is still missing. This paper
takes up this challenge and elaborates on adoption of Bayesian viewpoint and
variational approach in a framework for SRL. We call it Bayesian Markov logic
network (BMLN) to highlight the fact that it builds on the Markov logic, and
in fact, it can be seen as a variational analogue of HMLNs.

In BMLN as well as in HMLN, the domain is specified in FOL. The underlying
model of both HMLN and BMLN is a Gibbs random field (GRF). The first main
difference between HMLN and BMLN is constituted by the shape of the potential
functions. In HMLN, the potential function reflects the number of grounding of
the formula that are satisfied by a variable assignment and any positive function
for the continuous terms; the potential function in BMLN (defined in (4)), is a
weighted PDF. Though this might look as a technical internal difference, this
is indeed one of the key contribution of this work. Thanks to the shape of the
weight function, we were able to develop a Bayesian inference algorithm for
SRL. The deeper difference between the two approaches, which can be seen also
as one of the main contribution of the paper is the fact that BMLN does not
need parameter learning, as it applies a Bayesian inference, marginalizing out
all the parameters of the model. In HMLN, instead, inference is performed by
first, learning the parameters that better fit the data, via optimize the pseudo-
likelihood, and then the inference is performed with the network instantiated
with the found parameters.

2 The Model and Its Random Vector Representation

In general, SRL is concerned with domain models that exhibit both uncertainty
and complex relational structure. Intuitively, a domain model is a probability
distribution over the set of interpretations of a first order language. In what
follows, we describe the language and how a model can be specified and queried
in such a language.



350 R. Nedbal and L. Serafini

2.1 The Intended Model

We suppose a FOL language L. Let SO and SR be logical constants interpreted
as a set O of non-numerical objects and R, respectively. Each n-ary predicate
symbol is of sort Sn

O or Sn
R (i.e., no mixed sort predicates are admitted), while

n-functions (including constants as 0-ary functions) are of sort Sn
O → SO or

Sn
O → SR. Functions of sort Sn

O → SR are also called numeric functions, and
they describe numeric attributes of the domain objects. L also includes real
functions (i.e., functions of sort Sn

R → SR).

– Function symbols of sort Sn
O → SO, Sn

O → SR are respective mappings On →
O, On → R;

– n-ary predicate symbols are mappings from On to the truth values
{true, false}.

– symbols of sort SR are interpreted as the usual real functions (e.g., + as the
summation, < as the less then, 1.5 as itself).

Example 1. We introduce a variation of the well known “Smoking, Friendship,
Cancer” example introduced in [5]. For the sake of simplicity, we consider three
non-numerical constants: Ann, Bob, and Cole. Besides, we consider three pred-
icate symbols: Sm is short for Smokes, Ca for Cancer , and Fr for Friends; and
one function symbol cig , which is short for cigarettes. Note that Sm and Ca
are of the type SO, Fr is of the type S2

O, and cig is of the type SO → SR.
An example of a function symbol of the type SO → SO would be fatOf ,
where fatOf is short for fatherOf . An example of a function symbol of the
type S2

R → SR would be sum, where sum is a logical constant for summation.
Some well formed formulae of this language are: cig(Bob) = 50, ¬∃xcig(x) < 0,
∀x, y : ¬Sm(x) ∧ cig(y) > 50 → ¬Fr(x, y). �

Following the approach of Markov logic networks (MLNs) [5,10] and HMLNs
[5,15], we propose that the domain model be specified by a pair 〈T ,F 〉 where
T is a set of axioms in L, e.g., ∀x : Sm(x) ↔ cig(x) > 0, ∀x : 0 ≤ cig(x) ≤ 100,
and cig(Cole) = 9 and F is a set of so called dependence terms (DT).

Definition 1 (Dependence term). A DT is a pair 〈ϕ, τ 〉 of an L-formula ϕ
that contains no numeric term and a (possibly empty) set τ of tuples of numeric
terms1. 


A DT specifies stochastic dependence among ground atoms and ground terms
that appear together in at least one grounding of the DT. The numeric terms
from τ play the role of numeric properties of ϕ.

Example 2 (Smoking, friendship, cancer) Axioms include

– ¬Sm(Ann)
– cig(Ann) = 0, cig(Bob) = 50, cig(Cole) = 9
– ¬Fr(Ann,Cole)
1 A numeric term is a term that evaluates to a (real) number.
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– ∀x, y : Fr(x, y) → Fr(y, x);
– ∀x : Sm(x) ↔ cig(x) > 0.

Stochastic (in)dependence encoded as DTs are

(F1) ϕ1
�= ∀x, y, z : Fr(x, y) ∧ Fr(y, z) → Fr(x, z), τ1 = {}. Friends of friends

are friends (notice that this is not given as an axiom but as a dependence
term with τ1 = {} since it is not always true; it does not depend on numeric
features);

(F2) ϕ2
�= ∀x : Sm(x) ∧ Ca(x), τ2

�= {〈cig(x)〉}, smoking, cancer and a number
of cigarettes smoked are stochastically dependent;

(F3) ϕ3
�= ∀x, y : Fr(x, y) → (Sm(x) ↔ Sm(y)),

τ3
�= {〈|age(x) − age(y)|, |cig(x) − cig(y)|〉}, if two people are friends, either

both smoke or neither does, but it depends also on the age difference and the
difference of numbers of smoked cigarettes. �

The intended domain model is a probability space2 in which we can measure
probability P (T ) of every theory T specified in L. In general, a query is formu-
lated as a conditional probability P (T2 | T1,F ) of a L-theory T2 given a domain
model specification T1,F .

Example 3. Examples of queries are: What is

(Q1) the posterior probability that Ann smokes: P (Sm(Ann) | T ,F );
(Q2) the posterior probability that smoking causes cancer: P (∀x : Sm(x) ↔

Ca(x) | T ,F );
(Q3) the posterior probability that a smoker has cancer: P (Ca(x) |

Sm(x), T ,F );
(Q4) the PDF of the posterior probability P (n > cig(x) | T ,F ) of smoked

cigarettes;
(Q5) the PDF of the posterior probability P (n > cig(x) | Ca(x), T ,F ) of

cigarettes that are smoked by people who develop cancer;
(Q6) the posterior probability of developing cancer if one smokes a specific

number n of cigarettes daily: P (Ca(x) | cig(x) = n, T ,F ). �

2.2 Random Vector Representation of the Intended Model

Prominent approaches to SRL are characterized by the representation that they
use to capture the input information about the domain model in a framework
suitable for efficient query-answering algorithms. Specifically, a theory can by
represented as a set of Herbrand interpretations, which, under Known functions
assumption (KFA), can be encoded as a numeric vector. This leads naturally to
the representation by a random vector.

Consider
(
Rk,Bk

)
, the Borel σ-field on Rk. The Borel function, whose

domain coincides with the set of all L-interpretations is a random vector and
will be denoted by X: I �→ x, where x ∈ Rk, defined as follows.
2 Familiarity with probability theory as presented in e.g., [12, Sects. 1.1 and 1.2] is

assumed.



352 R. Nedbal and L. Serafini

Definition 2 (Random vector X). The random vector X contains

– random variables XR(c1,...,cn) for grounded atomic formulas R(c1, . . . , cn),
where R is a relation symbol and c1, . . . , cn constants of sort SO.
We define XR(c1,...,cn)(I) �= 1 if I |= R(c1, . . . , cn) and 0 otherwise;

– one real random variable Xg(c1,...,cn) for each grounded term g(c1, . . . , cn),
with g of type Sn

O → SR. We define Xg(c1,...,cn)(I) �= I(g(c1, . . . , cn)).

Example 4 (Continued from Example 2). The random vector X is a vector of
random variables. Every ground atom Sm(Ann), Sm(Bob), Sm(Cole), Ca(Ann),
Ca(Bob), Ca(Cole), and another 9 ground atoms for Fr has its respective binary
random variable Xı. For instance XSm(Ann)(I) = 1 iff I |= Sm(Ann). Besides,
every ground numeric term cig(Ann), cig(Bob), cig(Cole) has its respective real
random variable. For instance, Xcig(Ann)(I) = I(cig(Ann)). So we can write
x ∈ R18. �

Note that X never contains random variables for ground non-numeric terms
(e.g., fatOf ) since, by KFA, their interpretation is always known. Similarly, X
never contains random variables for ground atoms or ground numeric terms
of logical constants (e.g., =, <, summation), whose interpretation is fixed. In
particular, observe that every ground numeric term is either of type Sn

O → SR

for some n ≥ 0, and it is denoted as Xj for some j, 1 ≤ j ≤ k. Or we get it
by grounding a term of type Sn

R → SR for some n ≥ 1. In this latter case, the
term denotes an interpreted function, whose arguments are interpreted functions
or/and functions of types Sn

O → SR, n ≥ 0. By finite induction, we get a finite
number of, say m, ground numeric terms Xı1 , . . . , Xım

of types Sn
O → SR, n ≥ 0,

that occur in the ground term of type Sn
R → SR.

The representation based on X restricts us to the domain model
(DomX, σ(X), P ), where DomX is the set of Herbrand interpretations of L,
and P is a probability measure on a sigma algebra σ(X) of DomX. The domain
model is represented as (Rk,Bk, PX).

Since RanX = {0, 1}� × Rk−�, we define ν as the product measure

ν = ν�
c × mk−� (1)

on
(
Rk,Bk

)
, where

– � is the number of components of X that represent respective ground atoms;
– νc is a counting measure on (R,B) defined for every B ∈ B as B �→ |B∩{0, 1}|;
– m denotes the Lebesgue measure on (R,B).

Clearly, ν is σ-finite, and it can be verified that ν fulfils X−1(B) = ∅ =⇒
ν(B) = 0 for B ∈ Bk. To this end, observe that for an arbitrary B, X−1(B) = ∅
iff B is disjoint with RanX, and νc(B) = 0 for every B that includes neither 0
nor 1. Consequently, we can formulate the following Theorem.
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Theorem 1 (Interpretation). There is a one-to-one correspondence between
probability measures P on σ(X) that fulfil

ν(B) = 0 =⇒ P
(
X−1(B)

)
= 0, B ∈ Bk, (2)

and classes of a.e. ν identical PDFs on Rk. This bijection is given by

P
(
X−1(B)

)
=

∫

B

pX dν, B ∈ Bk. (3)

The interpretation based on PDFs w.r.t. ν imposes another restriction on P
given by (2) and the Definition (1) of the measure ν on Bk. Note that (2) in
conjunction with using the Lebesgue measure in the Definition (1) of ν imply
that P (T ) = 0 for every T , T = {I | I(g)(b) = xk}, where g(b) denotes a
ground numeric term and xk is a real. Indeed, let Xk be w.l.o.g. the random
variable of X that represents g(b). It follows from (1) and m({xk}) = 0 that
ν

(
{0, 1}� × Rk−1−� × {xk}

)
= 0. Then (2) implies P (T ) = 0. Intuitively speak-

ing, we do not allow the probability to be concentrated “too much” in a single
point on the real axis. 


Example 5 (Smoking, friendship, cancer – notation). Observe that

P (Sm(Ann)) =
∫

x|=Sm(Ann)

pX dν =
∫

{1}
pSm(Ann) dνc = pSm(Ann)(1)

where pSm(Ann) is the marginal discrete PDF. Taking the perspective on
Sm(Ann) as a binary random variable, we get that P (Sm(Ann)) = p(Sm(Ann)).
Also, observe that in accordance with (3),

P (0 < cig(Ann) < 10) =
∫

X(A)

p(x) dν =
∫

(0;10)

pcig(Ann)(x) dm,

where A = {I | I |= 0 < cig(Ann) < 10} and pcig(Ann)(x) is the marginal
Lebesgue PDF. �

3 Bayesian MLN

A set F defines an undirected graph with nodes X1, . . . , Xk that compose X;
there is an edge between Xı, Xj iff Xı, Xj appear together in at least one
grounding of a DT.

Example 6 (Smoking causes cancer). A grounding 〈Sm(a) ∧ Ca(a), {〈cig(a)〉}〉
of the dependence terms F2 from Example 2 is represented as shown in Fig. 1a.
It includes binary random variables for Sm(a), Ca(a), and a real-valued random
variable for cig(a). �

A set F can be viewed as a template for constructing undirected graphs.
Given different sets of constants, it will produce different networks. These may
be of greatly varying size, but all will have certain regularities in structure.
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cig(a)

Sm(a) Ca(a)

(a) 〈Sm(a) ∧ Ca(a), {〈cig(a)〉}〉
Ca(x) Ca(y)

Fr(x, y)

Sm(x) Sm(y)

age(x)

cig(x) cig(y)

age(y)

(b) Templates for F2, F3.

Fig. 1. Ground DTs are represented by a clique in an undirected graph. Non ground
DTs can be seen as templates for cliques. Binary random variables are indicated by
rectangles, real-valued random variables by ovals.

Example 7 (Smoking, friendship, cancer – representation). The representation
of dependence terms F2, F3 from Example 2 is depicted in Fig. 1b. �

We require that X be a MRF w.r.t. the undirected graph defined by F . That
is, intuitively speaking, an absence of an edge in the graph represents stochastic
independence between the nodes. This implies that each node represents a differ-
ent object, which is guaranteed if we use the unique names assumption (UNA),
which requires that different constants refer to different objects in a domain of
an L-interpretation. Note that KFA and UNA restrict the domain of X. Accord-
ingly, in the following text, DomX will denote the set of all interpretations that
satisfy KFA and UNA.

The MRF is interpreted in accordance with Hammersley-Clifford theorem
[4] as a GRF – a PDF given by a product of potential functions normalized
by a partition function. The choice of the shape of the potential function has
an impact on the feasibility of the development of query answering algorithms.
In particular, the potential functions introduced in [10] and [5] for MLN and
HMLN are suitable neither for Bayesian approach nor for variational inference.
We, therefore, focus on identification of the properties that define what exactly
the Bayesian and variational friendly potential function is. We call the result-
ing graphical model Bayesian Markov logic network (BMLN). Before defining
BMLN, we introduce some more notation.

Given a DT 〈ϕı, τı〉, we denote its j-grounding by 〈ϕıj, τıj〉. The expression
ϕıj(x) denotes the truth value (0 or 1) of ϕıj under the assignment x. We write
τıj(x) for

∑
τ∈τıj

|τ |-vector that is the concatenation of all |τ |-tuples (from τıj)
of evaluations of ground numeric terms in τ (cf. Definition 2).
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Example 8 (Smoking causes cancer). Consider the DT 〈ϕ2, τ2〉. A possible
grounding 〈ϕ2j, τ2j〉, where ϕ2j = Sm(a) ∧ Ca(a) and τ2j = 〈cig(a)〉, is rep-
resented as the clique depicted in Fig. 1a.

ϕ2j(x) = ϕ2j

(
xSm(a),, xCa(a)

)
, τ2j(x) = xcig(a),

where, in accordance with the standard inductive definition of truth,
ϕ2j (x) = xSm(a) ∨ xCa(a) and xcig(a) is a real. �

Definition 3 (BMLN). A Bayesian MLN is a set of pairs (〈ϕı, τı〉,ωı), where
〈ϕı, τı〉 is a DT and ωı is a parameter vector of the following weight functions3

wıj(x,ωı) = hıj (ϕıj(x), τıj(x)) · pdt (ϕıj(x), τıj(x) | ωı) , (4)

where both hıj, pdt : {0, 1}×R
∑

τ∈τ ıj
|τ | → R are Borel functions, strictly positive

on RanF . In addition, pdt is a joint PDF of ϕıj(x) and τıj(x), parameterized
by ωı . 


A BMLN specified by a set F of DTs has regularities because each DT 〈ϕı, τı〉
can be viewed as a template for constructing J cliques of ground atoms and terms
that appear in 〈ϕıj, τıj〉, for j = 1, . . . J , and all these cliques are associated with
weight functions that share a common ωı.

Note that, by choosing the form of weight function (4), we are not imposing
any restriction on the MRF specified by the BMLN, since every real strictly pos-
itive function gıj of ϕıj(x) and τıj(x) can be expressed as the above product of a
real strictly positive function hıj and a strictly positive PDF. Furthermore, if τı is
empty (e.g., in (F1) of Example 2) then wıj(x,ωı) = hıj (ϕıj(x))·pdt (ϕıj(x) | ωı).

Therefore, the probability distribution defined by a BMLN is:

p(x | ω) =
1

Z(ω)

∏

ıj

wıj(x,ωı), (5)

where, if ω denotes the vector 〈ω1, . . . ,ωI〉,

Z(ω) =
∫ ∏

ıj

wıj(x,ωı) dν. (6)

4 Query Answering via Bayesian Inference on BMLN

The general form of a query on the intended model is P (T2 | T1,F ). To answer
this query using the representation X w.r.t. ν, we have to calculate

∫

RanX
T2(x) · p(x | T1,F ) dν.

3 The term weight function is used to highlight the analogy with (H)MLNs, in which
wıj(x,ωı) is ewısı(ϕıj(x),τ ıj(x)), where wı is a constant, called weight, and sı is a real
function.
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Each BMLN is parameterized by a vector ω that determines a specific con-
figuration of the BMLN filter, which allows through exactly one PDF p(x | ω).
It is clear upon reflection that

p(x | ω, T ) =
T (x) · p(x | ω)∫

RanX T (x) · p(x | ω) dν
=

T (x) ·
∏

ıj wıj (x,ωı)∫
RanX T (x) ·

∏
ıj wıj (x,ωı) dν

(7)

where we have made use of the substitution of (5).
Applying the Bayesian viewpoint, each parameter in ω is seen as a hypothesis,

and predictions are made by using all the hypotheses, weighted by their prior
probability p(ω | F ). The product p(x | ω, T )p(ω | F ) yields the joint PDF
p(x,ω | T ,F ).

To answer queries of the form P (T2 | T1,F ), we need to calculate the pos-
terior PDFs p(x | T1,F ), p(ω | T1,F ). However, it is unfeasible to marginalize
out ω, or x from p(x,ω | T1,F ) for many models of practical interest. This
may be because the dimensionality of the domain of ω or x is too high to work
with directly or because p(x,ω | T1,F ) has a highly complex form. In the case
of continuous variables, the required integrations may not have closed-form or
analytic solutions, while the dimensionality of the space and the complexity may
prohibit numeric integration. For discrete variables, the marginalizations involve
summing over all possible configurations, and though this is always possible in
principle, we often find an exact calculation prohibitively expensive in practice.
In the above situations, we need to resort to approximation schemes, and these
fall broadly into two classes, according whether they rely on stochastic or deter-
ministic approximations [1, Chap. 10].

– Sampling methods can be computationally demanding, often limiting their
use to small-scale problems. Also, it may be difficult to know whether a
sampling scheme is generating independent samples from the required distri-
butions.

– Deterministic approximation schemes are based on analytical approximations
to the posterior distribution. Approximations like variational inference may
scale well to large applications.

We apply variational techniques. In general, each analytic expression for
a PDF represented as a GRF includes a partition function [1, Chapter 8],
which leads to prohibitive numeric integration in variational inference. How-
ever, the particular form of potential functions of BMLNs in conjunction with
the Bayesian viewpoint make it possible to find a general solution based on sym-
bolic (instead of numeric calculations of) iterations of variational inference [1,
Chap. 10]. This is crucial for the efficiency.

The variational solution yields analytic expressions p�(ω | T1,F ), p�(x |
T1,F ) for the best approximations of the posterior PDFs p(ω | T1,F ), p(x |
T1,F ), respectively. Then p(T2 | T1,F ) can be expressed in terms of p�(x |
T1,F ).

Example 9 (Continued from Example 4).
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(Q1) P (Sm(Ann) | T ,F ) �= p�(XSm(Ann) = 1 | T ,F );
(Q2) P (∀x : Sm(x) ↔ Ca(x) | T ,F ) �= p�(∀x : Sm(x) ↔ Ca(x) | T ,F ),
(Q3) P (Ca(x) | Sm(x), T ,F )

�= 1
3

∑
x∈{Ann,Bob,Cole} p�(XCa(x) = 1 | XSm(x) = 1, T ,F );

Alternatively, we can suppose w.l.o.g. a constant, say a, that occurs neither in
T nor in F . (If there is no such a constant, we introduce it to the language L.)

(Q3) P (Ca(a) | Sm(a), T ,F ) �= p�(XCa(a) = 1 | XSm(a) = 1, T ,F );
(Q4) p(Xcig(a) | T ,F ) �= p�(Xcig(a) | T ,F );
(Q5) p(Xcig(a) | XCa(a), T ,F ) �= p�(Xcig(a) | XCa(a) = 1, T ,F );
(Q6) P (Ca(a) | cig(a) = n, T ,F ) �= p�(XCa(a) = 1 | Xcig(a) = n, T ,F ). �

5 Variational Inference

This section reviews very briefly the variational technique applied on BMLNs.
Our goal is to arrive at an approximation of the conditional PDF p(x,ω | T ,F )
that renders the problem of marginalizing out ω simple. To this end, consider
an approximation

p(x,ω | T ,F ) ≈ q(x,ω), (8)

where q is a product of PDFs:

q(x,ω) =
∏

ı

qı(Zı), (9)

where {Zı} is a partition of the arguments x, ω of q.
To calculate (9), we use a functional

L(q) =
∫

q(x,ω) · ln
p(x,ω, T | F )

q(x,ω)
ν(dx, dω),

where ν is a product of Lebesgue and counting measures for continuous and
discrete components of X and the parameter vector, respectively. It can be
shown [1, Chap. 10] that L(q) reaches its maximum ln p(T | F ) when q(x,ω) ≡
p(x,ω | T ,F ). The difference ln p(T | F ) − L(q) is called Kullback–Leibler
divergence (or KL divergence) between the PDFs q(x,ω) and p(x,ω | T ,F ),
denoted KL (q(x,ω) ‖ p(Z | T ,F )).

The required factorization (9) restricts the set of functions over which the
maximization of L(q) is performed. The maximum, which minimizes the KL
divergence, defines the best approximation of p(x,ω | T ,F ) over this set. It can
be shown [1, Chapter 10] that L(q) reaches its maximum iff

ln q�
j (Zj) = Eı�=j[ln p(x,ω, T | F )] + const, (10)

where Eı�=j[ln p(x,ω, T | F )] =
∫

ln p(x,ω, T | F )
∏

ı : ı�=j qı(Zı) ν(dZı).
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Note that (10) presents a system of coupled update equations that are solved
by iterating until reaching a fixpoint. The complexity of the calculations depends
on the form of the joint PDF p(x,ω, T | F ) and also on (9). It is easily seen4

that
p(x,ω, T | F ) = T (x) · p(x | ω) · p(ω | F ). (11)

The presence of the partition function Z(ω) is one of the major limitations
of GRFs w.r.t. variational inference. The evaluation of Z(ω) for an undirected
graph with M binary nodes involves summing over 2M states and so is expo-
nential in the size of the graph. Moreover, Z(ω) depends on all the parameters
that govern the weight functions (4). This leads to problems in the variational
treatment because of integrals like

∫
ln Z(ω) · q�

ı ν(dωı), which are even more
difficult than

∫
Ω

p(x,ω | T ,F ) dω, marginalizing out ω as mentioned at the
beginning of Sect. 4.

We make the following assumption: Z(ω) is approximately constant, i.e.,
there is a strictly positive and finite real z s.t. Z(ω) ≈ z for all ω. This amounts
to an approximation of the joint PDF,

p(x,ω, T | F ) ≈ p�(x,ω, T | F ) =
Z(ω)

z
· p(x,ω, T | F ), (12)

and in accordance with (11) and (5),

p�(x,ω, T | F ) ∝ p(T | x) ·
∏

ıj

wıj(x,ωı) · p(ω | F ).

That is, the approximated joint PDF can be factorized in a way that is suitable
for variational treatment.

To sum up, the iteration until reaching fixpoint of the system of coupled
update Eq. (10) yields a good approximation (8) if p(x,ω, T | F ) is represented
as a BMLN for which the partition function is constant or quasi constant. Most
importantly, the iterations can be computed efficiently if the integrals in (10) can
be calculated symbolically. To this end, we need not only “variational–friendly”
weight functions (4) but also a“suitable” prior PDF p(ω | F ).

6 Restriction to a Constant Partition Function

In this section, we analyze the approximation (12). First, we analyze the partition
function Z (6) and show that Z is constant under some specific assumptions that
define the concept of orthogonality of DTs.

It follows readily from Definition 1 that the first � entries of x determine
ϕıj(x)’s and the remaining k − � entries determine τıj(x)’s. We will denote them
by xϕ and xτ , respectively. Furthermore, we will denote the entries of x that
determine τıj(x) by xτıj

. For example, τ2j = {〈cig(a)〉} and xτ2j
= cig(a) in

Example 8. Let ϕ denote a map xϕ �→ s, s ∈ {0, 1}|{〈ı,j〉}| where sıj
�= ϕıj(xϕ).

4 Note that we get this equality also by multiplying (7) by p(T | ω) · p(ω | F ).
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Let τ (·) denote a map xτ �→ t where tıj
�= τıj(xτ ), where tıj is a

∑
τ∈τıj

|τ |-
vector.

We use the following notational shorthand, where s ∈ {0, 1}|{〈ı,j〉}|, t ∈
R

∑
ıj|tıj|:

pdt(s, t | ω) �=
∏

ıj

pdt(sıj, tıj | ωı), h(s, t) �=
∏

ıj

hıj(sıj, tıj).

6.1 Partition Function

The partition function Z (6) depends on ω, which is the parameter vector of
pdt( · | ω). Accordingly, we can study this relationship between Z and ω through
the relationship between Z and pdt. To this end, we apply the change of variables
[12, Theorem 1.2], from x to (s, t).

In accordance with (1), the definition of the counting measure νc, and the
definition of ϕ, it is easily verified that

d
(
ν�

c ◦ ϕ−1
)

dν
|s|
c

(s) = ν�
c ◦ ϕ−1({s}) =

∣
∣ϕ−1({s})

∣
∣ æ ν|s|

c .




Theorem 2 (Partition function). Suppose that m|xτ | ◦τ−1 is absolutely con-
tinuous w.r.t. m|t| on (Ran τ ,BRan τ ). Then the partition function, defined
by (6),

Z(ω) = Epdt(·|ω)[q(s, t)],

where

q(s, t) = h(s, t) ·
∣
∣ϕ−1({s})

∣
∣ d

(
m|xτ | ◦ τ−1

)

dm|t| (t) æ ν|s|
c × m|t|.

The approximation (12) is precise iff the partition function Z(ω) doesn’t
depend on ω, i.e., Z(ω) is a constant function. Otherwise, (12) defines the
approximation in which p�(x,ω, T | F ) differs from p(x,ω, T | F ) by the
factor Z(ω)

z , which can be understood as another probability prior for ω.
It follows from Theorem 2 that, speaking in broad terms, Z increases

with ω’s that define higher probability for bigger values of q(s, t). Assuming
argmax q(s, t), argmin q(s, t) in the interior of Dom q, and q continuous, Z
reaches its maximum in ωmax s.t. the support of pdt( · | ωmax) coincides with
an infinitesimally small neighborhood of argmax q(s, t) w.r.t. ν

|s|
c × m|t|. Ana-

logically, Z reaches its minimum in ωmin s.t. supp pdt( · | ωmin) coincides with
an infinitesimally small neighborhood of argmin q(s, t) w.r.t. ν

|s|
c × m|t|. It is

clear that Z(ωmax) − Z(ωmin) increases with max q(s, t) − min q(s, t). On the
other hand, Z(ω)

z presents a uniform prior iff Z is a constant function, which is
the case iff q is a constant function and the support of pdt( · | ω) is a subset of
Dom q for every ω from DomZ.
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For example, consider a continuous q and U, V ⊂ Dom q s.t. maxUq <
minV q. Then it can be observed that Z(ω1) ≤ Z(ω2) if pdt( · | ω1), pdt( · | ω2)
differ only on U ∪ V s.t. pdt( · | ω1) ≤ pdt( · | ω2) on V and pdt( · | ω1) ≥ pdt( · |
ω2) on U . To sum up, Z(ω) increases with

(a) decreasing entropy of pdt( · | ω);
(b) ε s.t. q reaches the biggest values on {〈s, t〉 | pdt(s, t | ω) > ε}.

6.2 Orthogonality of a Set of Dependence Terms

Theorem 2 motivates the following definition of the concept that captures impor-
tant properties of DTs (refer to Definition 1) F .

Definition 4 (Orthogonality). We say that a set F of DTs is orthogonal on
C ⊆ RanF iff the following equation,

∏

ıj

hıj(sıj, tıj) =
dν

|s|
c

d
(
ν

|xϕ |
c ◦ ϕ−1

) (s)
dm|t|

d
(
m|xτ | ◦ τ−1

) (t), 〈s, t〉 ∈ C, (13)

has a solution. 


Corollary 1 (Orthogonality). Z(ω) (see (6)) is a constant function if (13)
holds and supp pdt( · | ω) ⊆ RanF for every ω.

The following theorem states that we can define variational friendly GRF iff F
is orthogonal and the support of pdt coincides with RanF for every ω.

Theorem 3 (Joint PDF). The BMLN specified by F defines the PDF:

p(x,ω, T | F ) = p(T | x) ·
∏

ıj

wıj (x,ωı) · p(ω | F )

iff hıj in Definition 3 are given by (13), and supp pdt( · | ω) = RanF for every
ω.

7 Conclusions

Orthogonality (Definition 4) of F enables to define the BMLN s.t. the parti-
tion function is eliminated in the joint PDF, which plays role of the so-called
variational distribution in variational inference. This leads to purely symbolic
calculations in variational inference which is crucial for efficiency. In cases when
F is not orthogonal, we can always extend the language L and the set of axioms
to achieve the orthogonality with an logically equivalent set of DTs. To this end,
we replace every formula or numeric term in F with a new symbol that we
add to the L-signature. The logical relationship between the new symbol and a
formula or a numeric term is encoded as a new axiom. This procedure always
yields an orthogonal set of DTs and trades off the background knowledge for
efficiency of calculations.
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Abstract. Methods based on information theory, such as the Relevance
Index (RI), have been employed to study complex systems for their abil-
ity to detect significant groups of variables, well integrated among one
another and well separated from the others, which provide a functional
block description of the system under analysis. The integration (or zI
in its standardized form) is a metric that can express the significance
of a group of variables for the system under consideration: the higher
the zI, the more significant the group. In this paper, we use this met-
ric for an unusual application to a pattern clustering and classification
problem. The results show that the centroids of the clusters of patterns
identified by the method are effective for distance-based classification
algorithms. We compare such a method with other conventional classi-
fication approaches to highlight its main features and to address future
research towards the refinement of its accuracy and computational effi-
ciency.

Keywords: Classification · Clustering · Complex systems · RI metrics

1 Introduction and Related Work

Methods that detect relevant groups of variables in a complex system have been
described and applied to several fields, such as molecular biology, chemistry,
physiology, etc. [12,16]. They rely on the analysis of a set of observations, repre-
sented as a matrix where each row represents the status of the system at a certain
time, while columns represent the status variables of the system. Abstractly, one
can say that such methods are able to find clusters of columns that exhibit some
correlated properties or behaviors.

So, what would happen if one just transposed the matrix, to cluster events
(status) instead of variables? And what would happen if one represented the
status of the corresponding pixels in a set of patterns along the rows, and the
patterns themselves along the columns?

c© Springer Nature Switzerland AG 2018
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In this paper, we show that if we “turn the world upside down” (or, better,
we rotate it by 90◦), the same method that could be employed to find groups of
correlated variables can be used for clustering similar patterns. This work aims to
provide a proof of concept for such a theory and, with no pretense to reach state-
of-the-art performances, to show that the hypothesis is reasonable and already
competitive with existing classical clustering and classification approaches.

The reference method from which this application derives is the so-called
Relevance Index (RI) method [15], an information-theoretic approach aimed at
assigning a relevance score to each group of variables. This method measures
the degree of integration (I, which is to be maximized) of a group, versus its
independence from the rest of the system, which can be assessed by computing,
and minimizing, the corresponding mutual information (MI). I, MI and RI, and
their normalized counterparts, which solve some issues with their dependency
on group size, constitute a family of information-theoretical metrics that we
denote as RI metrics, for simplicity. Among these, in this paper we consider,
in particular, the zI index, a normalized integration measure that accounts for
the standardized distance of a group of variables from a reference condition of
statistical independence.

As described above, using such indices to perform clustering can be somehow
assimilated to some other information theoretic approaches to clustering. In most
such methods, cluster labels (represented by random variable Y ) are assigned
to data points (represented by random variable X), such that the mutual infor-
mation between data and labels is maximized [5,8,18]. However, Ver Steeg et
al. [13] demonstrated that this approach is fundamentally flawed, so that clus-
tering performance deteriorates as the amount of data increases. The authors
propose an alternative approach based on the optimization of the Total Cluster
Uncertainty, which is a particular estimator of the conditional entropy H(Y |X).
Optimizing such a metric over all possible partitions is a difficult problem. The
authors consider a heuristic approach that involves solving a tractable semidefi-
nite problem. A radically different approach, which is probably the closest to the
one we propose, was introduced by Aldana-Bobadilla et al. [1]. There, the best
dataset partition Π = {C1, C2, .., Ck} is obtained by maximizing the entropy
H(Π) =

∑
Ci

H(X|C = Ci) and minimizing
∑

i σ(Ci), at the same time. The
partition space is explored by means of an evolutionary approach.

This paper presents our approach to clustering, firstly introducing the zI
index and how to compute it for analyzing complex systems. We then describe
the application of the method to clustering and classification problems, reporting
results obtained both on controlled synthetic data and on a real-world set of
images of low-resolution digits extracted from license plates.

2 Theoretical Basis of the Approach

In this section, we describe the entropy-based zI metric, the strategies we have
implemented to compute it, and the “iterative sieving” procedure we use to
cluster data based on the zI values.
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Considering a system U described by n random variables X1,X2, ...,Xn, we
suppose that Sk is a subset composed of k elements, with k < n. Our purpose
is to identify subsets of variables that behave in a somehow coordinated way,
i.e., the variables belonging to the subset are integrated with one another much
more than with the other variables of the system. As these subsets can be used to
describe the whole system organization, they are named Relevant Subsets (RSs).

In order to find these structures, we rely on an index initially conceived by
Edelman and Tononi (the Functional Cluster Index, or CI ) [11], aimed at detect-
ing functional clusters in brain regions. In our previous works [15], we relaxed
the stationary constraint and extended the CI to dynamical systems, to apply
it to a wider range of system classes. Following [11], we initially computed it by
combining integration and mutual information, introducing also the Relevance
(RI) Index metric.

The integration, denoted as I, measures the mutual dependence among the k
elements composing a subset Sk. It is the difference between the sum of entropies
of the single variables in Sk and the total entropy of subset Sk itself:

I(Sk) =
∑

s∈Sk

H(s) − H(Sk) (1)

Conversely, the mutual information MI measures the mutual dependence
between subset Sk and the remaining part of the system U\Sk. Finally, the
Relevance Index RI is defined as the ratio between the integration I of Sk and the
mutual information MI between Sk and the rest of the system. Normalizing the
RI to remove its dependency on the group size requires the computation of the
statistics of a reference “homogeneous” system Uh, whose variables are mutually
independent, that needs to be as large as the one under consideration [15]. This
obviously imposes a very heavy computational burden on the method.

However, in many cases, the integration I itself provides relevant information.
In [4], it was shown that the product 2mI (m being the number of observations)
has a Chi Square distribution whose degrees of freedom depend on the size of
the analyzed subset and on the cardinality of its alphabet. As a consequence, in
this paper we only rely on the integration, defining a metric, termed zI, more
effective and faster to be computed than the RI, whose name is related to its
being a sort of z-score. The zI metric is defined in Eq. 2, where Sk is a subset of
k out of n variables of system U , and Sh

k is a subset of dimension k, extracted
from a homogeneous system Uh described by n uncorrelated variables. The terms〈
2mI(Sh

k )
〉

and σ(2mI(Sh
k )) are the average and the standard deviation of the

Chi Square distribution of all subsets of dimension k of the homogeneous system
Uh.

zI(Sk) =
2mI(Sk) −

〈
2mI(Sh

k )
〉

σ(2mI(Sh
k ))

(2)

2.1 zI Computation

The zI metric expresses the significance of a group of variables for the system
under consideration: the larger the zI value, the more significant the group. A
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list of relevant sets can be obtained, in principle, by enumerating all possible
subsets of the system variables and ranking them according to the zI values.
The exhaustive search soon reaches unrealistic requirements for computational
resources, because the number of subsets increases exponentially with the num-
ber of variables. When large systems are analyzed, it is impossible to compute
the zI for every possible subset, even using parallel hardware such as GPUs.

To quickly find the most relevant subsets, we used a metaheuristic
(HyReSS) [9,10], which hybridizes a genetic algorithm with local search strate-
gies, driven by statistics, computed at runtime, on the results that the algorithm
is obtaining.

HyReSS searches the Ns highest-zI sets, as the evolutionary search is
enhanced by a niching technique that maintains population diversity, exploring
many peaks in parallel. The zI computation, which is the most computation-
intensive module within the algorithm, is parallelized for large blocks of sets
through a CUDA1 kernel which fits the computational needs of this problem
particularly well [14].

2.2 Iterative Sieving Procedure

As a further and final step, a sieving algorithm [6,17], performed iteratively, is
used to reduce the list of Ns sets found by HyReSS to the most representative
ones. The sieving algorithm is based on the following criterion: if set S1 is a
proper subset, or superset, of set S2 and ranks higher than S2 according to the
zI, then S1 is considered more relevant than S2. Therefore, the algorithm keeps
only those sets that are not included in, or do not include, any other higher-
zI set. This sieving action stops when no more eliminations are possible: the
remaining subsets can not be decomposed any further, and thus represent the
building blocks of the dynamical organization of the system.

The sieving procedure allows one to analyze the organization of the system in
terms of its lowest-level, possibly overlapping, subsets of variables. Nevertheless,
to analyze also the aggregated hierarchical relations among the identified sets,
we devised an iterative version of the sieving method that groups one or more
sets into a single entity to derive a hierarchy. The simplest, yet effective, way
to do so consists of iteratively running the sieving algorithm on the same data,
each time using a new representation of the variables, where the top-ranked
set, in terms of zI value, of the previous iteration is considered atomic and is
substituted by a single variable (group variable) [17].

2.3 zI Clustering and Classification

When the zI is used for clustering, the iterative sieving operates by subsequently
merging the highest-zI set of patterns into a new cluster in each step. By iterat-
ing the procedure, considering each time the merged variables as a new atomic
entity, the final cluster set is composed by all the clusters, generated by such

1 https://developer.nvidia.com.

https://developer.nvidia.com
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mergers, that have been detected at the time of the final iteration, i.e., the one
in which the zI falls below a conventional value of 3.0 (i.e., 3 standard deviations
from the reference condition of variable independence).

The experiments described in the following section, in which we have analyzed
a synthetic and a more complex real-world dataset, have been aimed at proving
that, if the zI metric is applied to a matrix where columns represent patterns
and rows represent values of corresponding features, it can detect clusters of
patterns based on their similarity, which can be effective for the classification.

We considered two approaches to classification, one based on a distance cri-
terion, and another based on the computation of the zI index. As concerns the
first approach, considering that the resulting values of centroid pixels are an esti-
mation of the a priori probability that the pixel is on when a pattern belongs to
the cluster, we defined the distance d(x, ci), between the pattern x to be clas-
sified and each centroid ci, as the pixel-wise sum of the absolute values of the
differences between x and ci. In the fully zI-based approach, instead, the classi-
fication relies on the computation of the same index zI used for computing the
clusters. Substantially, the pattern x to be classified is subsequently included
as an extra pattern into each cluster ci, generating a new cluster c̃i. Finally,
we assign to x the label of the cluster ci, from which the cluster c̃i having the
highest zI has been generated.

3 Validation of the Method

The main aim of the experiments we carried out has been, firstly, to validate
the assumption that our method can detect groups of patterns that meet the
requirements for being properly termed “clusters”. Secondly, to demonstrate
that such clusters can be effectively used as a basis for a minimum distance (1-
Nearest Neighbor) classifier. Thus, in evaluating the classification performance
of the cluster set we detected, and in comparing it with that of other commonly-
used classifiers, we did not make any effort to optimize the number of clusters
using, for instance, the classical cluster removal/splitting/merging strategies.

In the first part of this section we describe the results obtained in experiments
made on a synthetic dataset. After that, we compare the classification, made
using the clusters detected based on their zI values, with the performances:
(i) of a baseline 1-Nearest Neighbor classifier based on a random selection of
the training patterns, (ii) of other more “standard” distance-based classifiers of
similar complexity, and (iii) of other commonly-used classifiers based on different
principles.

When the zI is used to detect the subsets of a complex system, the analysis
can only use the values of the variables which describe the system status. When
the goal is clustering, as in this case, and each instance of the training set is a
pattern that we want to classify, most often a labeled dataset is available. The
question, then, is whether one should approach the problem in an unsupervised
or a supervised way.

The former option would imply extracting clusters (groups of patterns) from
the whole dataset at the same time, regardless of the class to which they belong,
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and would represent the most natural and direct application of the method.
Conversely, in the latter case, the clustering procedure would be repeated for
each subset of patterns belonging to a certain class. In any case, the method is
intrinsically unsupervised: the subdivision of the training set into distinct subsets
corresponds to exploiting the knowledge about the problem, which allows one to
move up one abstraction level and use the method to detect different nuances
of the same class of patterns, instead of identifying generic clusters that would
then need to be subsequently matched to class labels.

The unsupervised approach would have the obvious advantage of being appli-
cable even in the absence of knowledge about the data. However, such an app-
roach might have the drawback of highlighting correlations among feature sets
which may, in turn, be totally uncorrelated with the actual classes to which the
patterns belong. The supervised approach has the intrinsic advantage of avoid-
ing a priori all possible hybridizations caused by the inclusion of patterns of
different classes into the cluster.

The results described in the following have been obtained using the super-
vised approach, based on these considerations and on the nature of the datasets
to which we have applied it.

3.1 Experiments on a Synthetic Dataset

In order to test our approach and permit an easier observation of its behavior,
we created a synthetic set of patterns representing the ten digits from 0 to 9. To
do so, we designed a “perfect” pattern for each of the ten digits (of size 13 × 8
pixels each), of which we then generated corrupted versions by adding noise at
different levels, from 5% to 30%. In a first set of patterns, noise was more likely
to be added to the foreground (the actual pixels composing the digit) than to
the background. At the same time, we created other pattern sets by adding noise
uniformly distributed all over the image, whose level was tuned to obtain the
same average noise level as in the first set2. During the experiments, in each
iteration of the sieving algorithm we considered all possible clusters having size
lower than 5, merged the variables belonging to the highest-ranked group into a
single cluster, and launched a new iteration where the new cluster was treated
as a single entity, until the zI of the highest-ranked group was lower than 3.0.

Cluster Detection. In a first experiment, in which we considered only the
ten “perfect” patterns, the method identified two clusters, including digits
0, 9, 6, 8, 3, 5 and 2, 7, 1, 4, respectively. This shows that a completely unsuper-
vised strategy is unsuitable when too few training patterns are available.

The analysis of a moderately larger dataset, including six noisy patterns for
each digit, provided some evidence in favor of the use of a totally unsupervised
strategy. In fact, we could observe that: (i) the first mergers always include
2 Patterns obtained by both strategies are represented with the tags 005, 010, 015,

020 and 030, even if these numbers represent the actual percent noise levels only for
the first set.
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patterns representing the instances of the same digit, regardless the merged pat-
terns are single patterns or larger clusters, and that (ii) the sequence of zI values
associated to the new cluster obtained in subsequent mergers is characterized
by a large drop, corresponding to the appearance of the first cluster including
patterns representing different digits. In other words, as long as the dataset is
“clean” enough, and possibly large enough but not too large, one can reach an
ideal situation, in which each merger creates a new high-zI homogeneous cluster
for a digit that has not been represented yet, until clusters representing all digits
have been detected (Figs. 1 and 2).

Fig. 1. zI analysis of (a) a system composed of 20 patterns (two for each of the ten
digits) and (b) a system composed of 50 patterns (ten for each digit from 0 to 4) with
noise level equal to 10%. Notice that the zI suddenly drops after detecting a number
of clusters equal to the number of digits.

In fact, one can notice that, with the set we have taken into consideration,
such a drop occurs typically when a number of homogeneous clusters equal to
the number of classes has been reached. This coincidence shows that, in such
a dataset, pattern homogeneity is preserved in spite of the addition of relevant
noise levels.

Classification. The analysis of the intra-cluster and inter-cluster distances con-
firmed this observation; moreover, it showed that the centroids also satisfied the
requirement, critical for a classifier, that the distances among cluster centroids
should be larger than the distances between each centroid and the patterns
belonging to the corresponding cluster.

We tested this approach on a set of 200 patterns, generated by the same
random process, obtaining a perfect classification also using the zI-based clas-
sification.

3.2 Experiments on a Real-World Dataset

The real-world dataset used in our experiments3 was collected by Società
Autostrade SpA at highway toll booths. It includes 11034 patterns representing
3 Downloadable at ftp://ftp.ce.unipr.it/pub/cagnoni/license plate.

ftp://ftp.ce.unipr.it/pub/cagnoni/license_plate
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Fig. 2. zI analysis of eight sets composed of 60 noisy patterns (six patterns for each
digit). Five sets are affected by noise which is more likely to be added to foreground
pixels (xxxx nu on the figure legend), whereas the digits of the other three sets are
affected by uniform noise (xxxx u on the figure legend); nxxx tags indicate the level
of noise that was added. The inset shows an enlargement of the iterations around the
one in which heterogeneous clusters start appearing. All clusters detected before the
drop correspond to homogeneous groups with the only exception of one very distorted
pattern of set n030 u.

the ten digits from 0 to 9, roughly uniformly distributed among the ten classes
under consideration. The patterns have a size of 13 × 8 pixels, and have been
trivially binarized pixel-wise using a threshold of 0.5 (considering pixel values
normalized between 0 and 1). This resulted in strings of 104 binary features. We
used part of the full dataset to compute the relevant groups, building a training
set with 2000 patterns, 200 per digit, to compute the clusters, and a test set
with 3000 patterns, 300 per digit, to assess the accuracy of the classifiers.

In the following, we describe and analyze in detail the results we have
obtained using the supervised approach.

Cluster Detection and Distance-Based Classification. By applying
HyReSS to our dataset, we detected 296 clusters, well distributed among the
ten classes, with an isolated minimum of 22 clusters for digit “7” and between
27 and 34 clusters for all others. Each cluster includes from 3 to 18 training pat-
terns. The patterns comprised in the same cluster appear to be visually homoge-
neous and morphologically similar, which is particularly true for the “cleanest”
patterns. We evaluated the quality of such clusters by applying to them a super-
vised classifier, and analyzing the performances both of classical distance-based
classifiers and of the classification strategy based on the zI.

The most direct assessment of the quality of the centroids of a set of clusters
is provided by the accuracy of the 1-Nearest Neighbor (minimum-distance or
1-NN) classifier, whose reference set includes the centroids of all clusters that
have been detected by the zI method. Therefore, to classify a pattern x, after
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computing d(x, ci) as defined in Sect. 2.3 for all centroids ci, we assigned x to
the class of the centroid ĉ for which d(x, ĉ) was the smallest. Using the distance-
based classifier, the set of 296 centroids was able to correctly classify 2948 out
of the 3000 patterns in the test set, corresponding to an accuracy of 98.27%.
Adopting such a classification scheme, one should notice that a set of labeled
data as the training set can itself represent a reference set of (possibly widely
redundant) prototypes, which can be used as a basis for a 1-NN classifier. This
means that a set of patterns, randomly selected from the training set, can be
considered as a baseline reference for evaluating the quality of schemes, where
protoypes are selected on the basis of some more sophisticated criteria.

Therefore, we considered as lower-end baselines the results of classifiers where
the corresponding reference sets are: (i) 296 randomly extracted training pat-
terns; (ii) 296 centroids computed as the average of a random set of patterns
belonging to the same class.

Considering the stochasticity of the selection procedure, we repeated it 10
times, always obtaining accuracy values well below those yielded using the clus-
ters detected by the zI clustering method for both the random pattern selector
(average 96.70%, median 96.73%, worst 95.87%, best 97.43%) and the random
centroid selector (average 96.17%, median 96.09%, worst 95.07%, best 97.10%).

Since we used a niching genetic algorithm to compute the zI-based clusters
in a reasonable time, we also analyzed the repeatability of the results of cluster
detection. We computed for five times the clusters pertaining to class “0” and
class “1” and compared the results we globally obtained on the whole test set for
all the 25 different centroid sets which include all their possible combinations.

As can be observed in Fig. 3(a), using the five different cluster sets for class
“0” does not affect accuracy at all, while some slight changes can be observed
between the best and worst result for class “1”, amounting to a difference in
the number of correctly classified patterns of 5 or 0.17%. Considering the worst-
case scenario, based on these data, we can estimate in about 0.4% the range of
variability of the results we could expect if we generated five clusters for all the
ten classes as well.

Finally, we compared the results of the 296 centroids detected by the zI
method with the results obtained by Kohonen’s Learning Vector Quantization
(LVQ) [7] algorithm, which is a very commonly used centroid-based minimum-
distance supervised classifier. Using LVQ, the user has to specify the number of
centroids, so it is easy to set up experiments to compare classifiers of a certain
size with similarly-sized LVQ classifiers.

We first compared the set of all 296 zI-based centroids with a 296-centroid
LVQ classifier, running LVQ ten times. This “full” classifier exhibited an aver-
age accuracy of 98.37% (median 98.38%, worst 98.27%, best 98.50%). Then, we
applied OSLVQ [3], an LVQ variant which optimizes the number of centroids
during the training phase based on the results obtained on a validation set. This
algorithm gave us an idea of a reasonable optimal size and, possibly, perfor-
mance, for such a classifier. Running OSLVQ ten times resulted in classifiers
of size ranging from 71 to 81 centroids, with an average accuracy of 98.37%
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Fig. 3. (a) Variation of accuracy over different runs of the zI-based clustering algo-
rithm. (b) Accuracy vs. size of the zI-based classifiers. The red line above highlights
the reference accuracy obtained by the full 296-cluster classifier (circle on the top
right-hand of the graph). (Color figure online)

(median 98.40%, worst 98.13%, best 98.57%). Based on these results, we finally
trained an 80-centroid LVQ classifier for 10 times, obtaining an average accuracy
of 97.65% (median 97.77%, worst 97.13%, best 97.90%).

To obtain a classifier of arbitrary size, we needed a centroid selection strat-
egy. Once again, we wanted an immediate implementation, not based on any a
posteriori consideration on the distribution of the centroids. Therefore, we used
directly the zI value associated to each cluster, building a 10×n-cluster classifier
by näıvely selecting the n highest-zI centroids for each class.

Doing so, one can observe (Fig. 3(b)) that the performance of the classifiers
increases smoothly with the classifier size, which proves that the centroids are
well distributed over the pattern space, even if not as efficiently as possible. A less
smooth accuracy increase, noticeable for the largest-size classifiers, is probably
due both to some redundancy introduced in the centroid set, which may cause
some partial overfitting effect, and to the way we selected the centroids. In fact,
we kept adding one centroid per class in each step, while, certainly, the most
efficient centroid distribution would correspond to a different number of centroids
for each class.

This justifies with high probability the fact that a larger set of zI-based
centroids seems to be needed to match the accuracy of a LVQ classifier. For
instance, Fig. 3(b) shows that we could approximately match the performance
of the 80-centroid LVQ classifier (97.65%) building a 110-centroid classifier.

Fully zI -Based Classification. Operating as described in Sect. 2.3, we applied
to our test set the zI-based classifier including all 296 clusters, obtaining an accu-
racy level of 97.77%. As for the distance-based classifiers, we checked the per-
formance of the zI-based clusters against random choices, choosing 296 random
patterns and using them as reference clusters. This experiment was repeated ten
times, with an average accuracy of 96.49% (median 96.70%, worst 94.30%, best
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Fig. 4. Accuracy vs. number of clusters (ordered by decreasing zI values). The red line
above highlights the reference accuracy obtained by the 296-cluster classifier.

97.23%). Finally, as for the distance-based classification, we created 296 clusters
of random training patterns, obtaining an average accuracy of 92.08% (median
93.22%, worst 84.70%, best 94.93%).

Finally, we ranked the clusters in descending zI-value order, and tested the
classification power of the subsets of these clusters, including the best-ranked
ones (the best 1, 3, 5, 10, 15, 20, 22 clusters for each digit). A priori, the zI
index simply evaluates the internal correlation level of each cluster and not its
classification power. Nevertheless, also in this case (Fig. 4) we can make similar
remarks as for the results of the 1-NN classifier reported in Fig. 3(b).

Other Classifiers. A final comparison was made with classifiers based on other
principles, as provided by Weka [2]. Again, since our main goal was to confirm
that the zI method is able to detect a set of clusters which can effectively be used
for classification and not to reach the best possible performance, we just consid-
ered the default configurations of the classifiers we took into consideration. In
particular, we classified the patterns in the test set using the following classifiers:
Näıve Bayes Multinomial, J48, J48 Consolidated, SVM, Random Forest.

Table 1 summarizes all the results we have obtained on the real-world dataset,
repeating the classification of the test set for ten times for the classifiers with
a stochastic component, or repeating ten times a 10-fold cross-validation on
the training set for the deterministic ones. The zI-based classifier reached a
worse (average, if applicable) accuracy than SVM and Random Forest classifiers
(98.77% and 99.02%, respectively), but better than J48, J48 Consolidated, and
Näıve Bayes Multinomial (95.77%, 95.72% and 97.17%), respectively.

Even if we did not make any effort to tune the classifiers and optimize their
performances, these results give an idea of the performance range that can be
spanned by different classifiers on the dataset, and of the reasonably average rank
of the classifiers obtained by the zI-method (98.27% and 97.77% accuracy for
the 296-centroid distance-based and the fully zI-based classifiers, respectively).
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Table 1. Summary of the classification accuracy of the classifiers we used as references,
assessed on ten runs on the test set. Above: distance-based classifiers (see Sect. 3.2);
below: classifiers based on other principles. Results of classifiers marked with a star
refer to ten executions of a ten-fold cross-validation.

Classifier Mean Median Worst Best

296-centroid LVQ 98.37% 98.38% 98.27% 98.50%

80-centroid LVQ 97.65% 97.77% 97.13% 97.90%

OSLVQ (71-81 centroids) 98.37% 98.40% 98.13% 98.57%

J48* 94.12% 94.15% 93.75% 94.35%

J48 Consolidated 95.72% 95.67% 95.00% 96.63%

Näıve Bayes Multinomial* 96.05% 96.07% 95.95% 96.15%

SVM* 98.54% 98.53% 98.40% 98.70%

Random Forest 99.02% 99.03% 98.93% 99.13%

4 Conclusion

The experiments reported in this paper have proven that approaches derived
from the RI metrics can be used effectively both to analyze the dynamical behav-
ior of a complex system, and as cluster detectors for pattern classification.

In particular, the results of the experiments show that, without any further
strategy aimed at selecting optimal cluster subsets and enhancing the classifica-
tion performance, the accuracy of classifiers relying on clusters detected using
the zI metric is competitive with other commonly-used classifiers.

Based on these basic results we expect to further develop this research
along different directions, such as (i) analyzing more in depth the relationships
between the relevance of a cluster for classification and its corresponding zI
value; (ii) applying cluster pruning/splitting/merging strategies to the zI-based
clusters; (iii) using the unsupervised approach, which apparently requires train-
ing sets that are possibly too large to be dealt with even using metaheuristics;
(iv) optimizing the efficiency of the code used to compute the zI, to limit the
computational overhead of that phase.

Acknowledgments. The authors would like to thank Chiara Lasagni for the many
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Abstract. Most recent approaches for action recognition from video
leverage deep architectures to encode the video clip into a fixed length
representation vector that is then used for classification. For this to be
successful, the network must be capable of suppressing irrelevant scene
background and extract the representation from the most discrimina-
tive part of the video. Our contribution builds on the observation that
spatio-temporal patterns characterizing actions in videos are highly cor-
related with objects and their location in the video. We propose Top-
down Attention Action VLAD (TA-VLAD), a deep recurrent architec-
ture with built-in spatial attention that performs temporally aggregated
VLAD encoding for action recognition from videos. We adopt a top-down
approach of attention, by using class specific activation maps obtained
from a deep CNN pre-trained for image classification, to weight appear-
ance features before encoding them into a fixed-length video descriptor
using Gated Recurrent Units. Our method achieves state of the art recog-
nition accuracy on HMDB51 and UCF101 benchmarks.

Keywords: Recurrent neural networks · Attention
Action recognition · Computer vision · Deep learning

1 Introduction

Despite the recent advancements in deep learning which resulted in huge per-
formance improvements in computer vision tasks such as image recognition [1],
object detection [2], semantic segmentation [3], etc., video action recognition still
remains a challenging task. This can be attributed mainly to two major reasons,
one being the lack of large scale video datasets to enable deep networks with
millions of parameters to be tuned effectively to the given task, which can be
partly solved by making use of large image datasets such as imagenet for pre-
training the network. The second and the most important challenge is present
in the nature of the data itself, i.e., the varying duration of action instances and
the huge variability of action-specific spatio-temporal patterns in videos. The
former can be addressed by sampling operations such as max pooling or average
c© Springer Nature Switzerland AG 2018
C. Ghidini et al. (Eds.): AI*IA 2018, LNAI 11298, pp. 375–386, 2018.
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pooling while the latter requires a careful design of network structure capable
of encoding the spatial information present in each frame in relation to how it
evolves in subsequent frames with each action instance.

Several techniques have been proposed for encoding spatio-temporal informa-
tion present in videos. Simonyan and Zisserman [4] propose to use stacked optical
flow along with video frames for encoding both appearance and motion informa-
tion present in the video. A huge performance improvement was observed after
incorporating the optical flow stream to the image based convolutional neural
network (CNN) which confirms the fact that a simple CNN has limited capabil-
ity in capturing spatio-temporal information. Wang et al. [5] propose to combine
improved dense trajectory method with the two stream network of [4] to per-
form an effective pooling of the convolutional feature maps. The original two
stream network [4] is further improved by adding residual connections from the
motion stream to the appearance stream in [6]. Wang et al. [7] propose to use
several segments of the video on a two stream network and predict the action
class of each segment followed by a segment consensus function for predicting the
action class of the video. This enables the network to model long term temporal
changes. A 3D convolutional network is proposed by Tran et al. [8] to encode
spatio-temporal information from RGB images. Carreira and Zisserman [9] pro-
pose to combine this model with the two stream model to further improve the
spatio-temporal information captured by the network. Several techniques that
use recurrent neural networks such as LSTM [10,11], ConvLSTM [12,13], have
also been proposed for encoding long term temporal changes. Girdhar et al. [14]
propose an end-to-end trainable CNN with a learnable spatio-temporal aggre-
gation technique.

The majority of the methods mentioned above use optical flow images along
with RGB frames for improving the recognition performance. The major draw-
back associated with this is the huge amount of computations required for opti-
cal flow image generation. An interesting observation that we noticed is that
the performance improvement brought about by the addition of the optical flow
stream to these methods were almost the same (≈17% in the state of the art
techniques that use a flow stream in addition to the RGB stream) [4–6,9,14].
This emphasizes the importance in improving the appearance stream, which uses
RGB frames instead of optical flow, in order to further improve the performance
of action recognition methods.

In this paper, we propose to use spatial attention during the feature encoding
process to address this problem. Spatial attention have been proved to be useful
in several applications such as image captioning [15], object localization [16],
saliency prediction [17], action recognition [11]. Majority of these works use
bottom-up attention whereas we propose to use top-down attention. Both these
attention mechanisms are used by the human brain for processing visual infor-
mation [18]. Bottom-up attention is based on the salient features of regions in
the scene such as how one region differs from another, while top-down atten-
tion uses internally guided information based on prior knowledge such as the
presence of objects and how they are spatially arranged. Since majority of the



Top-Down Attention Recurrent VLAD Encoding for Action Recognition 377

actions are correlated with the objects being handled, we propose to make use
of the prior information embedded in a CNN trained for image classification
task for identifying the location of the objects present in the scene. The location
information is decoded from the raw video frames in the form of attention maps
for weighting the spatial regions that provide discriminant information in differ-
entiating one class from another. We leverage on class activation mapping [19]
which was originally proposed for fine-grained image recognition for generating
the attention map. Once the pertinent objects in the frames are identified and
located, we aggregate the features from the regions into a fixed-length descriptor
of the video. This is illustrated in Fig. 1 in which the object that is representa-
tive of the action class, the bow, is changing its position in subsequent frames.
We use recurrent memory cells with parameters to learn such spatio-temporal
aggregation for video classification. In summary,

– We propose Top-down Attention Action VLAD (TA-VLAD), a novel archi-
tecture that integrates top-down spatial attention with temporally aggregated
VLAD encoding for action recognition from videos;

– We use class specific activation maps obtained from a deep CNN trained for
image classification as the spatial attention mechanism and Gated Recurrent
Units for flexible temporal encoding;

– We perform experimental validation of the proposed method on two most
popular datasets and compare the results with state of the art.

The paper is organized as follows. TA-VLAD is presented in Sect. 2, followed
by our analysis of experimental results in Sect. 3. In Sect. 4 we present our con-
clusions.

Fig. 1. The figure shows the video frames taken from the action class ‘shoot bow’. The
object that is representative of the action class, the bow, is changing its position in
subsequent frames and determines the frame regions for feature extraction. In addition,
the temporal order with which the image objects evolve into the action is relevant for
aggregating frame features into a video descriptor.

2 Proposed Method

This section details our proposed method called Top-down Attention Action
VLAD (TA-VLAD). We build our method on the recently proposed Action-
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VLAD [14] for action recognition. In this, the authors develop an end-to-end
trainable architecture that can perform VLAD aggregation of convolutional fea-
tures extracted from a CNN. In order for the paper to be self-contained, we briefly
explain VLAD encoding for action recognition and then present the details of
our model.

2.1 VLAD Encoding

Vector of locally aggregated descriptors (VLAD) has been originally proposed for
image retrieval application [20]. The method first generates a codebook of visual
words ck from local feature vectors extracted from a set of training images using
k-means clustering. Given a new image with local feature vectors xi of length
P (i indexes location), the residual vectors (xi − ck) are aggregated to form an
image level descriptor V using membership values ak(xi)

V (j, k) =
N∑

i=1

ak(xi)(xi(j) − ck(j)) (1)

where j ∈ P . The matrix V is then intra-normalized, reshaped into a vector and
L2-normalized to obtain the final image descriptor. A key element here is the
definition of membership value ak(xi).

In the original paper [20] the feature vectors were hand-crafted and aggre-
gated with hard assignment, that is, ak(xi) will be 1 if xi is closest to ck and
0 otherwise. The hard assignment was later replaced with a soft-assignment
in [21] to form an end-to-end trainable CNN-VLAD network for place recog-
nition. Their soft-assignment membership can be conveniently described by
ak(xi) = softmax(WT

k xi + Bk) where Wk = 2αck, Bk = −α||ck||2 with α � 0
being a hyper-parameter to control selectivity (for very large α it approximates
to hard assignment).

Later Girdhar et al. [14] extended this method to action recognition by per-
forming summation of the frame level descriptors, that is

V (j, k) =
T∑

t=1

N∑

i=1

ak(xit)(xit(j) − ck(j)) (2)

where T represents the total number of frames under consideration.
Kim and Kim [22] propose an extension to the original VLAD approach by

weighting the descriptors depending on their importance. For determining the
spatial image locations which contain discriminant information, a saliency map of
the image is used. Their method resulted in performance improvements in image
retrieval application. We build upon this idea of weighted aggregation of VLAD
descriptors for encoding visual features for action recognition. Instead of using
a saliency detection algorithm, we develop a deep neural network with built-in
weighting mechanism whose parameters are trained and which adds only minimal
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Fig. 2. Block diagram of the proposed action recognition schema is given in figure (a).
We use ResNet-34 for frame-based feature extraction and attention map generation,
and temporally aggregated VLAD encoding to predict the action class from a frame
sequence. Colored blocks indicate trained network layers, we use a two-stage strategy:
stage 1 green, stage 2 green+orange. The proposed spatial attention and temporal
aggregation methods are shown in figures (b) and (c) respectively. (Color figure online)

computation overhead to training and inference stages of the whole pipeline. Our
image descriptor is computed using Eq. (1) with membership values

ak(xit) = mit · softmax(WT
k xit + Bk) (3)

where mit is used to weight the residual (xit−ck) at each spatial location i. This
will be detailed in Sects. 2.2 and 2.3.

2.2 Class Activation Maps for Top-Down Attention

Saliency detection involves identifying the regions of interest present in an image.
In action recognition, this constitutes the image regions where humans and the
objects that they are interacting with are present. We propose to utilize the class
activation map (CAM) generation technique proposed in [19] for generating class
specific saliency map of the video frames under consideration. The idea of CAMs
is to project back the weights of the output layer to the convolutional feature
map in the preceding layer. Let fl(i) be the activation of a unit l in the final



380 S. Sudhakaran and O. Lanz

convolutional layer at spatial location i and wc
l be the weight corresponding to

class c for unit l. Then the CAM for class c, Mc(i), can be represented as

Mc(i) =
∑

l

wc
l fl(i) (4)

The CAM, Mc, gives the regions of the image that have been used by the CNN
for identifying the particular class c. In other words, if the classes on which
the CNN has been trained is representative of the actions, then CAM gives
the saliency of an image if we compute it using the winning class, i.e., the class
category with the highest probability. For instance, in the case of actions such as
shoot ball, draw sword, brush hair, ride bike, etc., the objects being handled by
the person for performing the action gives valuable information and we propose
to take advantage of this. One disadvantage of CAM is that it can be computed
only on CNNs that contain a global average layer preceding the fully connected
classification layer, such as ResNet [1], SqueezeNet [23], DenseNet [24].

Figure 3 shows the CAM obtained for some of the frames from the videos of
HMDB51 [25] dataset (second row). We used ResNet-34 pre-trained on imagenet
dataset and the class category with the highest probability is selected for the
CAM computation. In the figure, the regions in the image where the objects that
are part of the action are getting activated such as the ball in Figs. 3a and b.
Thus, it can be seen that irrespective of the fact that the CNN was pre-trained
on a different dataset for a different application, the CAM generated is able
to identify the salient regions present in the frames, i.e., regions that provide
discriminative information in identifying the action taking place in the frame.

2.3 Top-Down Attention VLAD Encoding

In this section, we will detail how CAM can be used for weighting the image
regions in order to improve the action recognition performance. A block diagram
of the proposed approach is shown in Fig. 2. In this, a ResNet-34 CNN pre-trained
on imagenet dataset is used for feature extraction (xit) and top-down attention
(mit) computation. Feature extraction from frames and top-down attention com-
putation can be carried out in a single forward pass across this network. The
purpose of the top-down attention is to assign a higher weight to the regions
present in the image that are useful for discriminating one action class from
another while assigning a lower weight value to those regions that possess less
discriminant information. Top-down attention is obtained using the following
equation

mit = sigmoid(
∑

l

wc
l fl(i)) (5)

where c is the winning class, wc
l is the weight in the final layer corresponding to

class c, fl is the activation at the final convolutional layer. The sigmoid function
is used to map the values of Mc(i) in Eq. 4 to the range [0, 1]. The sigmoid
function can be represented as

sigmoid(x) =
1

1 + e−x
(6)
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The weights and bias of convolutional layer ‘Conv 2’ is initialized with Wk

and Bk, respectively, as given in Sect. 2.1. Once the attention weighted VLAD
descriptor is obtained as in Eq. 3, we perform summation operation across the
spatial dimension to obtain a K ×512 descriptor. Girdhar et al. performed sum-
mation across the temporal dimension (summation of image descriptors obtained
from all frames) for generating the video descriptor. This simple summation
operation is not capable of encoding the temporal evolution of the frame level
features as it does not take it account the temporal ordering of frames. Following
previous works [10–12], we choose to apply an RNN for this purpose. Chung et
al. [26] have found that both LSTM [27] and GRU [28] perform comparably when
evaluated on the tasks of polyphonic music modeling and speech signal model-
ing. With GRU having the added advantage of less parameters, we decided to
use GRU in order to effectively encode how the frame level features evolve as an
action progresses. Our temporal aggregation method using GRU is illustrated in
Fig. 2c. We use K GRU modules with shared parameters (K is the number of
clusters) in order to encode how the features associated with each of the clusters
change with time. Once all the video frames are processed, we concatenate the
final memory state of all the GRU modules to generate the temporally encoded
descriptor. Then intra-normalization is applied as proposed in [29] followed by
reshaping operation to obtain the vector and L2-normalization to get the final
feature descriptor of the input video. This is followed by a single fully-connected
layer for classification.

3 Experimental Results

The proposed method is tested on two popular action recognition datasets,
namely, HMDB51 [25] and UCF101 [30] and compared against state of the art
deep learning techniques. HMDB51 dataset consists of videos divided into 51
action classes collected from movies and Youtube. The dataset is composed of
6849 video clips. UCF101 dataset consists of 13320 videos collected from Youtube
and has 101 action categories. For both the datasets, three train/test splits are
provided by the dataset developers. Following standard practice, the recogni-
tion performance on the datasets is reported as the average of the recognition
accuracy obtained on the three splits.

3.1 Implementation Details

As mentioned in Sect. 2, we use ResNet-34 for feature extraction and CAM com-
putation. We use the feature map obtained from the final convolutional layer
of ResNet-34 as the input features. The proposed method is implemented using
Pytorch framework. The method consists of the following steps: (1) Extract
convolutional features from random frames from the videos present in the train-
ing set to obtain the cluster centers. (2) Stage 1 training in which only the
fully connected classifier layer and GRU network are trained while all the other
parameters remain fixed. (3) Stage 2 training in which all the convolutional lay-
ers in the final block and fully-connected layer of ResNet-34, VLAD layers, GRU
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network and the classifier are trained. Stage 1 training acts as an initialization of
the classifier and the GRU network while stage 2 training optimizes the features
extracted from the frames, the clusters, and the attention to specialize to the
given action recognition task. For the clustering step, we extracted features from
random frames that are then clustered into 64 clusters using k-means algorithm.
We chose the number of clusters based on the analysis carried out in [14]. The
network is trained for 50 epochs in stage 1 with a learning rate of 10−2 and 30
epochs in stage 2 with a learning rate of 10−4. In both stages, the learning rate
is decayed by a factor of 0.5 after every 5 epochs. The network is trained using
ADAM optimization algorithm with a batch size of 32. We also apply dropout
at the final fully-connected layer at a rate of 0.5. The value of α, explained in
Sect. 2.1, is chosen as 1000 following [14].

We used 25 frames from each video that are uniformly sampled across time
during training and evaluation. The corner cropping and scale jittering tech-
niques proposed in [7] is used as data augmentation during training. The center
crop of frames are used for determining the action class during evaluation.

Table 1. Recognition accuracy (in %) obtained on the first split of HMDB51 for various
network configurations

Configuration Accuracy

ActionVLAD-Resnet34 53.1

VLAD+GRU(512) 54.4

VLAD+GRU(256) 54.7

VLAD+GRU(128) 54.1

TA-VLAD 56.1

3.2 Results and Discussion

We first evaluated the performance of the proposed approach on the first split
of HMDB51 dataset with various settings. The results obtained are summarized
in Table 1. We first adapted the ActionVLAD implementation from the authors
of [14] using Resnet-34 for fair comparison and to establish a baseline since
we are proposing to use Resnet-34 for frame level feature extraction. Then we
added the proposed temporal aggregation method consisting of GRU networks.
We evaluated the performance of the approach using different GRU memory
size and found that a GRU network with 256 memory size gives the optimum
performance. Thus we chose to use a GRU network of size 256 for temporal
aggregation. By replacing the temporal summation with the proposed temporal
aggregation method consisting of GRU network, we improved the performance
by 1.6% over ActionVLAD. This shows the importance of keeping temporal
ordering during feature descriptor generation of a video. In the next step, we
evaluated the performance of the proposed approach, TA-VLAD by adding the
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proposed top-down attention mechanism during the image level feature encoding
stage and an improvement of 3% is obtained over ActionVLAD.

(a) Dribble (b) Kick ball (c) Ride horse (d) Golf

(e) Hug (f) Shake hands (g) Walk (h) Wave

Fig. 3. Class activation maps (CAM) for some frames in HMDB51 dataset with action
classes containing objects (top) and without objects (bottom). Top row: original frames,
second row: CAM obtained using ResNet-34 trained on imagenet, bottom row: CAM
obtained using the network trained for action recognition (after stage 2 training)

For validating that training the layers of the network used for CAM com-
putation is useful, we decoupled the ResNet-34 used for generating CAM from
the rest of the trainable layers. With the CAM branch not fine-tuned, a recog-
nition accuracy of 55.3% is obtained on the split 1 of HMDB51 dataset, as
opposed to 56.1% with the fully trained TA-VLAD. This shows that joint train-
ing, as explained in Sect. 3.1, enables the network to improve the prior knowledge
encoded within it, i.e., the relevance of objects and their locations in relation to
the action performed. This can be interpreted from the example images shown
in Fig. 3. From the figure, we can see that the network learns to attend to regions
that contain discernible information about the action class. In addition, the net-
work has adapted its attention for both actions containing objects (3c and d) as
well as actions that are performed in the absence of objects (3e and g).



384 S. Sudhakaran and O. Lanz

Table 2. Comparison of proposed approach against state of the art methods on
HMDB51 and UCF101 datasets (recognition accuracy in %).

Method Backbone HMDB51 UCF101

Two-stream VGG [4] VGG-M 40.5 73.0

Two-stream ResNet [6] ResNet-50 43.4 82.3

TDD [5] VGG-M 50 82.8

I3D [9] Inception V1 49.8 84.5

TSN [7] Inception V2 51 85.1

LSTM soft attention [11] GoogleNet 41.3 84.9

ActionVLAD [14] VGG-16 49.8 80.3

TA-VLAD ResNet-34 54.1 85.7

Table 2 compares the proposed approach, TA-VLAD, with state of the art
techniques. The results are the average of the recognition accuracy in % obtained
over all three splits. For fair comparison, we report the performance of the com-
pared methods using RGB frames only and consider those methods that are
based on deep learning and use imagenet for pre-training. For each of the three
splits in HMDB51, we obtained recognition accuracies of 56.1%, 52.4% and 53.7%
and on UCF101 dataset, 85.9%, 85.7% and 85.4%. From the table, it can be seen
that the proposed approach performs better than the state of the art deep learn-
ing methods for action recognition.

4 Conclusions

We presented a novel end-to-end trainable deep neural network architecture for
video action recognition which makes use of top-down attention mechanism for
weighting spatial regions that possess discriminant information regarding the
action class. For this, we used class activation maps generated from a network
pre-trained on imagenet. Experiments show that prior information about the
objects present in the scene, which is applied as top-down attention, improves
recognition performance of the network. We also developed a temporal aggrega-
tion scheme that encodes frame level features into a fixed length video descriptor
using a GRU network that inherits the cluster structure of the feature space. The
boost in the performance obtained shows the importance in considering the tem-
poral ordering of video frames during the feature encoding process. The proposed
method is tested on two most popular action recognition datasets and achieves
state of the art performance in terms of recognition accuracy. In addition, it was
also found that the network is able to improve the prior knowledge about the
scene when the top-down attention generation network is trained jointly with
the video descriptor generation network. In order to improve the performance,
existing approaches use optical flow as a second modality to explicitly encode
motion changes and as a future work, we will explore the possibility of adding
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attention mechanism to the flow modality to further improve the performance
of our method.
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Abstract. The recent breakthroughs in the field of deep learning have
lead to state-of-the-art results in several NLP tasks such as Ques-
tion Answering (QA). Nevertheless, the training requirements in cross-
linguistic settings are not satisfied: the datasets suitable for training of
question answering systems for non English languages are often not avail-
able, which represents a significant barrier for most neural methods. This
paper explores the possibility of acquiring a large scale although lower
quality dataset for an open-domain factoid questions answering system
in Italian. It consists of more than 60 thousands question-answer pairs
and was used to train a system able to answer factoid questions against
the Italian Wikipedia. The paper describes the dataset and the exper-
iments, inspired by an equivalent counterpart for English. These show
that results achievable for Italian are worse, even though they are already
applicable to concrete QA tasks.

1 Introduction

Question Answering (QA) [8] tackles the problem of returning one or more
answers to a question posed by a user in natural language, using as source a
large knowledge base or, even more often, a large scale text collection: in this
setting, the answers correspond to sentences (or their fragments) stored in the
text collection. A typical QA process consists of three main steps: the question
processing that aims at extracting requirements and objectives of the user query,
the retrieval phase where documents and sentences that include the answers are
retrieved from the text collection and the answer extraction phase that locates
the answer within the candidate sentences [7,11]. According to the above com-
plexity, various QA architectures have been proposed so far. Some of these rely
on structured resources, such as Freebase, while others use unstructured informa-
tion of sources such as Wikipedia (an example of such a system is the Microsoft’s
AskMSR [3]), or the Web, e.g. the QuASE system [16]. Hybrid models exist as
well, that make use of both the structured and the unstructured information.
These include IBM’s DeepQA [6] and YodaQA [1].

In order to initialize such systems, a manually constructed and annotated
dataset is crucial, from which the mapping between questions and answers can
be learned. Datasets designed for structured-knowledge based systems, such as

c© Springer Nature Switzerland AG 2018
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WebQuestions [2], usually contain the questions, their logical forms and the
answers. On the other side, datasets over unstructured information are usually
composed of question-answer pairs: WikiMovies [13] is an example of this class of
systems and it is made of a collection of texts of the movie domain. Finally, some
datasets contain the entire triplets made of the questions, the paragraphs and the
answers, that are expressed as specific spans of the paragraph and thus located
in the paragraph. This is the case of the recently proposed SQuAD dataset [15].

The systems proposed in literature are often strongly language specific that
adds a further level of complexity. Even if the proposed approaches might be
portable across different languages, the low availability of training data for lan-
guages different from English still remains an important problem. Even though
multilingual data collections, such as Wikipedia, do exist for many languages,
the portability of the corresponding annotated resources for supervised learn-
ing algorithms remains low: large-scale annotated data mostly exist only for the
English language. Small datasets for QA in Italian exists, such as the dataset
consisting of about one thousand examples presented in [4], but their size is
still quite limited. The manual acquisition of large datasets for a new language
requires a significant effort and, as of now, human-annotated datasets only exist
for few languages, including English. As a consequence, training a supervised
model in a different language (such as Italian) is a challenging problem.

In this paper, we propose a weakly supervised method for the training of a
QA system in the Italian language, where the annotated resource is obtained
by automatically translating an existing QA dataset for English. While being
less expensive, the method is harder due to the lower quality of the result-
ing training material. Specifically, the SQuAD dataset (one of the largest QA
datasets in English consisting of more than 100,000 question/answer pairs) was
automatically translated into Italian and the first large scale QA resource for
this language was produced1. The basic research question follows: how can we
leverage an accurate QA system from annotated data of a quality far below
the human annotation standards? How can we make our QA system resilient
to the inevitable noise introduced by the machine translation process applied
to the English annotations? For this study, we adopted a recent state-of-the-art
neural-based QA architecture, presented in [5] that allowed us to release the
first neural-based QA system over Italian texts. The experimental outcomes are
encouraging when compared to the English QA system. Finally, since the adop-
tion of a noisy dataset may affect the precision of the system, an extension of
the investigated model was created that introduces the possibility of training a
system able not to respond if the answer is probably incorrect. The paper will
discuss the process, the neural architecture and the dataset to finally outline
interesting extensions for future investigation.

In the paper, the adopted neural QA approach is discussed in Sect. 2.
Section 3 describes the SQuAD dataset. The acquired novel Italian dataset,
named SQuAD-IT, is presented in Sect. 4. The experimental evaluation of the

1 The dataset can be downloaded at http://sag.art.uniroma2.it/squadit.html.

http://sag.art.uniroma2.it/squadit.html
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model w.r.t. SQuAD-IT dataset is presented in Sect. 5, while Sect. 6 draws the
conclusions.

2 Neural Networks for Question Answering

Among the existing approaches to question answering, we investigated the model
presented in [5], namely DrQA. The approach was chosen mostly due to its
reduced dependence on the language of the input dataset and for its significant
performance, that makes it a crucial reference paradigm in the current research
on QA. The DrQA question answering system was designed in order to use
Wikipedia as the only source of information. Wikipedia is here adopted just
as a plain collection of articles, without making use of its graph structure: this
makes the approach highly reusable in any other context. Given a question and a
(possibly huge) set of texts that contain the answer to the question, the system
first finds a few among the relevant documents (as in a classic IR task) and
then identifies the answer span within these. An example is reported in Fig. 2.
The DrQA component responsible for finding the most relevant documents to the
query is referred to as the Retriever while the Reader Component is a component
that retrieves the correct answer span from the documents, [5]. In order to better
understand the processes triggered by a new input query, the overall information
flow is displayed in Fig. 1.

Fig. 1. The architecture of the DrQA system.

When a user makes a query, the Retriever Component exploits its Indexer.
This takes in input all available Wikipedia articles in English and creates the
corresponding Wikipedia Index. The stored data consist of tf-idf vectors and rel-
evant metadata necessary for the retrieval process triggered by an input query.



392 D. Croce et al.

The Retriever uses unigram and bigram counts of the documents in order to
compile the tf-idf vectors. It makes use of a hashing function to support efficient
vector retrieval. When a query is issued, the documents are retrieved from the
Index : their tf-idf representation is compared with the query through the cosine
similarity between the query-document vector pairs. Given the similarity rank-
ing, the Document Ranker returns the top documents to the Reader Component.

The Reader Component triggers first the Scanner that seeks possible answer
spans. The Ranker is then applied to compile the ranking of the candidate
answers. The ranking is performed by making use of a LSTM neural network
[9]. Such a network is trained to detect particular passages of the documents
retrieved in the previous step. The answers obtained from each paragraph are
then aggregated in order to make the final prediction and the best one is returned
to the user. Consistently with [5], the training of the network is based on the
features created from both the paragraph and the query. First, the sequence of
tokens {p1, . . . , pm} in a target paragraph Pt is represented as feature vectors
pi ∈ R

d. The paragraph encoding is obtained by applying a Recurrent Neural
Network (RNN) to a sequence of input embeddings {p̃1, . . . , p̃m} representing
each input token: p1, . . . ,pm = RNN(p̃1, . . . , p̃m).

Specifically, a multi-layer bidirectional long short-term memory (LSTM) net-
work is applied and the resulting pi is the concatenation of the hidden units of
the three layers in the end. Each input token for the specific token pi consists of
the concatenation p̃i of different feature vectors summarized as follows:

– word embeddings: femb(pi) = E(pi) ∈ R
n i.e. in the n-dimensional word

embedding space
– exact match between the paragraph tokens and the question tokens:

fexact match(pi) = I(pi ∈ q)2
– token features, it is a dense one hot encoding of the part-of-speech tags,

named entity categories and (normalized) term frequency represented as the
following concatenation: ftoken(pi) = (POS(pi), NER(pi), TF (pi))

– aligned question embedding: falign(pi) = Σjai,jE(qj) where

ai,j =
exp(α((E(pi)) · α(E(qj)))

Σj′ exp(α((E(pi)) · α(E(qj′ )))

where α(·) is a single dense layer with ReLU nonlinearity.

The question q is encoded by using another recurrent neural network on top of
the word embeddings {q1, . . . , ql} of q and combining the resulting hidden units
into one single vector {q1, . . . ,ql} → q. The aim is to combine the individual
words through weights bj based on an attention vector w that is trained during

the learning stage, such that q = Σjbj · qj where bj =
exp(w · qj)

Σ
′
jexp(w · q′

j)
.

The overall model is thus a 3-layer bidirectional LSTM neural network. In
[5], both the paragraph and the question encodings use d = 128 hidden units.
2 A 3-dimensional binary vector represents the match with respect to the original,

lowercase or lemma form of the given input token.



Neural Learning for Question Answering in Italian 393

The best performing system reported in [5] uses GloVe embeddings [14] trained
on Common Crawl of dimension n = 300 with more than 2 millions of tokens.
The data was processed in mini-batches of length of 32. Adamax was used for
the optimization as well as a dropout of 0.3 in the RNN encoding.

On top of the question and paragraph encoder, two classifiers are used to
predict the start and the end of the answer span in the input paragraph. The
probabilities of a token being a start or an end token are than modeled as

Pstart(i) ∝ exp(piWsq) Pend(i) ∝ exp(piWeq) (1)

The best span is chosen such that its length is not superior to 15 tokens,
and Pstart ×Pend is maximized over all the spans chosen in the given paragraph.
The exponential in Eq. 1 is not normalized in order to obtain results compatible
among various paragraphs. The creation of all the features needed by the system
requires a significant preprocessing of the text. The original DrQA system uses
the Stanford CoreNLP tool-kit [12]. It is worth noticing that almost all the
features used to represent the input questions and the texts can be adapted
to any other language without an excessive effort: the word embeddings can be
acquired in an unsupervised fashion over any document collection. The linguistic
features (e.g. the recognition of the Named Entities) can be made available
through a language-specific processing chain.

3 Resources for the Question Answering System

The resources for the training and the functioning of the original DrQA system
include a document collection necessary for questioning the system and a dataset
used for the training of the answer ranking LSTM component. The information
source used in DrQA is derived from an English Wikipedia dump. The data was
filtered in order to get rid of link pages, disambiguation pages and similar, and
5, 075, 182 pages were obtained in total.

Fig. 2. An example of the SQuAD dataset [15].

In order to create the data for the training of the question answering system,
articles from a wide range of topics from Wikipedia were selected. This lead to
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the creation of the SQuAD dataset [15] made of more than 100, 000 question-
answer pairs about passages from the articles. The question-answer pairs were
created by crowd-workers. These answered up to 5 questions about the content
of a chosen paragraph, where each question’s answer was a span from the cor-
responding paragraph. Other crowd-workers were also asked to provide answers
to the questions created previously, in order to obtain human performance and
mark the questions that might be unanswerable. This increased the quality of
the data, since the unanswerable questions were deleted from the dataset. An
example from the SQuAD dataset, showing the Wikipedia answer to the question
“What was Marie Curie the first female recipient of?” is reported in Fig. 2. The
dataset presents a few challenges. First of all, since the crowd-workers were asked
to write the questions in their own words, it might be difficult to understand
the question as the users may not use the Wikipedia prose. The system should
deal with complex phenomena such as syntactic variability (due to the difference
in the prose style and the lexical choice) and the synonymy between Wikipedia
texts and the queries. Another challenge is the lexical variation, where external
knowledge is needed in order to be able to understand some generalizations that
are not included in the passage. This includes differences in the vocabulary used
by different users when referring a target concept in the text. Sometimes the
syntactic variability in the question and answer pair is high, as the structure
of their syntactic parse trees differs significantly: this makes it more difficult
to locate the correct answer. Lastly, correct answers might span through multi-
ple sentences, which introduces additional complexity. The number of questions,
paragraphs and answers in the dataset are displayed in Table 1. Notice that only
the training and development sets are made available.

Table 1. The quantities of the SQuAD dataset elements.

Element Training set Development set

Paragraphs 18,896 2, 067

Questions 87,599 10, 570

Answers 87,599 34, 726

4 Acquiring the Resources for Italian

In order to create an equivalent DrQA system for Italian, new training data
are needed: a collection of examples, i.e. (question, paragraph, answer span)
triples, is needed to suitably induce the correct answer selection function. For
this purpose, a database was created from a dump of the Italian Wikipedia and
the documents were processed by the tf-idf creator. The quantity of the stored
documents is lower than the original, also due to the smaller size of the Italian
Wikipedia counterpart. In order to store only meaningful articles, these were
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filtered and only those that contain more than one phrase in the document text
were chosen, with a resulting dataset of 772,342 documents.

In order to create the DrQA equivalent dataset for Italian, automatic trans-
lation was applied to the Italian texts. Although being of a lower quality with
respect to the original one due to the precision in the currently available auto-
matic translation systems, such collection would definitely represent a reason-
ably large scale resource. Each of the answer paragraphs was translated auto-
matically3 together with all its corresponding questions and respective answers.
Notice that the translation was obtained over a unique pseudo document col-
lecting all the above information in order to favor the consistency of contextual
information and increase the disambiguation capability of the translation sys-
tem. Some parts of the original dataset were not translated by the system due
to unknown characters or particular words in the text. The size of the trans-
lated data of the training and the development set is displayed in Table 2. One
of the most important features of the data is that the answer for each question
about the paragraph must be contained in the paragraph; it means that it can
be expressed numerically as [start token:end token]. In fact, the dataset contains
the answer start feature for each answer.

Table 2. The quantities of the documents in the English and the Italian Wikipedia
dump, with the percentage of material w.r.t. the original dataset.

Element Training set Test set

English Italian Percent English Italian Percent

Paragraphs 18,896 18,506 97.9% 2, 067 2, 010 97.2%

Questions 87,599 81,965 93.6% 10, 570 9, 578 90.6%

Answers 87,599 81,965 93.6% 34, 726 30, 979 89.2%

It was observed that often the translated answer was not part of the trans-
lated paragraph any more (mostly because of morphological differences, errors
in the translation, etc.). These answers were not suitable for the training of the
model: to obtain the highest possible percentage of the original data, a simi-
lar answer was looked for in the paragraph in this case. The morphologically
different but equivalent answers that were searched for are the following ones:

– The lower-cased answer was looked up in the lower-cased paragraph.
– Answer with diverse punctuation was searched for in the original paragraph.
– The original English answer was looked up in the Italian paragraph.
– Lemmatized answer was looked for in the lemmatized paragraph.
– In case of a two word answer, a phrase with exchanged word order was

searched in the paragraph.

3 One of the currently best performing systems, deepl.com system, was used.

http://deepl.com
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In case no such string was found in the paragraph, the question-answer pair
was discarded from the translated dataset. It was observed that most of the
discarded answers were phrases that were incorrect in the Italian language, some
others were synonyms not compatible with the meaning of the paragraph and
other errors were found as well. Having revised the dataset, the quantity of
training and development data displayed in Table 3 was obtained.

Table 3. The quantities of the elements of the final dataset obtained by translating
the SQuAD dataset, with the percentage of material w.r.t. the original dataset.

Element Training set Test set

English Italian Percent English Italian Percent

Paragraphs 18,896 18,506 97.9% 2,067 2, 010 97.2%

Questions 87,599 54,159 61.8% 10,570 7, 609 72.0%

Answers 87,599 54,159 61.8% 34,726 21, 489 61.9%

This dataset preserves almost all the paragraphs from Wikipedia, while dis-
carding almost 40% of question/answer pairs. However, at the best of our knowl-
edge, the size of the obtained dataset is far greater than any existing QA dataset
in Italian. We will refer to such a dataset as SQuAD-IT.

5 Experimental Evaluation

The aim of the experiments was to measure the quality of the QA process for Ital-
ian given the indirect supervision obtained from the translated SQuAD dataset.
The direct evaluation of the acquired translations would be too vague and costly.
We measured instead its impact through the indirect evaluation corresponding
to the application of the DrQA architecture to the new Italian corpus. In this
way, we verify the differences in the performance with respect to the original
counterpart, trained over the well-formed English dataset4.

First, the adaptation of the original DrQA architecture with the aim of ana-
lyzing the Italian version of the SQuAD dataset will be described. Then, the
results of the application of the Reader Component, i.e. the core answer match-
ing algorithms, in English and Italian will be presented and some evidences about
their performances will be provided. Although the DrQA system is a pipeline of
the Retriever and the Reader components, we concentrate our analysis onto the
evaluation of the neural network used by the answer matching stage, consistently
with [5].

Experimental Set Up. In our work, most of the original DrQA architecture
was preserved, although minor changes were made. First, the data storage needed
4 Obviously, this measure is indicative, since the dataset will be different and the

quality of the subset used as test set was not manually validated.
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for further elaboration was changed. It is to be noticed that the distribution of
the lengths of individual documents was not uniform: the system often produced
errors just when dealing with the selection of the target documents. The ranking
scores of the chosen documents (produced by the Retriever) were slightly biased
(i.e. higher) towards longer documents against the shorter ones. Some documents
have an excessive length, only 12 documents contain more than 300 paragraphs.

In order to improve the document ranking, we implemented a new ranking
model for the retrieved documents as follows:

rankdoc new =
rankdoc old

log(length of the document) + 1
. (2)

This makes longer documents stay lower in the final ranking, which is what
we want. The SpaCy NLP tool-kit, [10], was used, for both the English and the
Italian setting, since the original CoreNLP tool-kit is not available in Italian.
The differences between the two languages are reflected also in the variety of
the features created by the tool-kit. Whilst the English SpaCy offers 74 features,
most of which are various POS-tags and named entity classes, the Italian SpaCy
identified 267 features. Most of these include POS-tags and NEs as well, but it
also differentiates various subclasses of these, such as Number, Person, Gender,
Type (for pronouns), Tenses (for verbs), etc. Notice that 267 features correspond
to a much larger and a more sparse feature space.

Experimental Results. A first evaluation was carried out as a consistency
check aiming at reproducing the experiments reported in [15] by repeating those
measures in our setting (e.g., by adopting a different language processor). The
comparative results w.r.t. the official evaluation are reported in Table 4. The
parameters of the neural network were set equal to those of the original work,
including the word embeddings resource. Two evaluation metrics are used: exact
string match (EM) and the F1 score, which measures the weighted average of
precision and recall at the token level. EM is a stricter measure evaluated as the
percentage of answers perfectly retrieved by the systems, i.e. the text extracted
by the span produced by the system is exactly the same as the gold-standard.
The adopted token-based F1 score smooths this constraint by measuring the
overlap (the number of shared tokens) between the provided answers and the
gold standard. Although the DrQA architecture is the same, the results of our
setting are slightly lower due to differences in the NLP tool-kit used.

In a second experiment the DrQA was evaluated after being trained over the
Italian SQuAD-IT proposed in this work. Given the high cost of the fine-tuning
of the network parameters, these were kept equal to those of the original model.
An embedding set of more than 300,000 words with dimension 250 was used,
applying the GloVe architecture to a dump of the Italian Wikipedia.

Results in Table 5 were obtained though the official evaluation script for the
SQuAD dataset5. Both EM and F1 scores of the Italian Architecture (DrQA-
IT) are lower when compared with the English ones (DrQA-EN full), however
5 The script is available at https://rajpurkar.github.io/SQuAD-explorer/. We applied

some updates to translate stop words from the English to the Italian ones.

https://rajpurkar.github.io/SQuAD-explorer/
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Table 4. The performance of the English system. The cells filled with (*) are not
known, since the test set is not available. DrQA system is the original English system
as discussed in [5]. The human performance refers to [15].

System Test Test

EM F1 EM F1

DrQA (Chen et al. [5]) 69.5% 78.8% 70.0% 79.0%

DrQA (Our setting) 69.4% 78.5% * *

Human * * 82.3% 91.2%

they are encouraging given the complexity of the task and the simplicity of our
methodology. We also investigated if the gap is due to the differences in terms of
the training set size: the Italian training set covers only 60% of the questions of
the English one. We thus sampled 60% of the examples from the English training
material and then used them to train the DrQA English version: this setting cor-
responds to the row “DrQA-EN reduced”. As expected, the results lowered (e.g.,
64.0 of EM) although they are still higher with respect to the Italian performance
(i.e. 56.1 of EM). We speculate that the difference of such performances is due
to the lower quality of the Italian data set and the problems introduced during
its translation. Moreover, different lexicons are used: the embedding files include
300,000 words in Italian with respect to the English lexicon made of more than
2 million tokens.

Table 5. The performance evaluation of the Italian system.

System EM F1

DrQA-EN (full) 69.4% 78.5%

DrQA-EN (reduced) 64.0% 75.9%

DrQA-IT 56.1% 65.9%

Notice that, in a real scenario, a QA system may provide more than one
answer (with the corresponding snippets containing them) and the user may get
the possibility of assessing their correctness. Considering that the DrQA archi-
tecture returns a list of answers ranked according to Eq. 1, we thus evaluated the
quality of the DrQA-IT by considering the top five answers, i.e. the ones receiv-
ing the highest scores. In this setting, among the top five provided answers, we
selected only the one that maximizes the overlap with the gold-standard answer
and this one was used for evaluating EM and F1. As expected, the performances
increases and EM of 75.0% and F1 score of 82.2% are achieved: even if the cor-
rect answers are not characterized by the highest scores, this measure shows that
the system is able to target the correct answers. More work is thus required to
improve the ranking necessary to reward the correct answers.



Neural Learning for Question Answering in Italian 399

Extending the DrQA System. The original system does not include the case
in which no answer is available for a given question. On the contrary, it always
produces a selected, i.e. most likely, span. However, in a real scenario, it is often
the case that the Retriever is unable to locate the correct paragraph. In this
case, one can expect that the probability of the answer being correct is very low.
In a new setting, we trained a system able to provide a NULL outcome as well,
i.e. to deal with cases in which the system decide not to provide any answer to
the user query.

The extended system, namely the Open World DrQA-IT, is correspondingly
created such that, in case the answer is probably incorrect, it returns a “no
answer” reply to the user. The SQuAD-IT dataset was extended with labeled
cases for the NULL span category, in turn used to train a new model.

The extended part of the dataset should inform the system about cases where
no answer is the correct outcome. Remember that, after the translation, many
of the question-answer pairs were removed from the training data set as the
answer was no longer contained in the translated paragraph. On the contrary,
these cases are of interest for training the system against the NULL answer
situation. We adopted here a distant supervision algorithm in order to retrieve
interesting training paragraphs. In particular, selected paragraphs contain the
answer but they show a low similarity with the question. In this way we simulate
cases close enough to correct answers, useful to locate the answer-start feature
in all the paragraphs of the dataset, but still unsupportive of the correct answer.
This was true for several paragraphs removed from the previous tests, that were
analyzed and added as new positive training examples of the NULL class for the
Open World DrQA. Once this distantly supervised dataset was created, all the
NULL answers in this part of the dataset were substituted by a special pseudo-
token made of randomly chosen characters. The same token was used for all the
answers. The token was added to all the paragraphs in the dataset, both the
original and the distantly supervised ones. The quantity of the data obtained in
such a way is displayed in Table 6.

Table 6. The dataset created for the training of the Open World Italian system. The
first row consists of the whole SQuAD Italian dataset, whilst the second line refers to
the data generated by distant supervision.

Data Training set Test set

Questions Answers Questions Answers

SQuAD Italian 54,159 54,159 7, 609 21, 489

Questions w/o answers 19,776 19,776 2, 644 2, 644

Total 73,935 73,935 10, 253 24, 133

The performance was measured on the original DrQA data with the added
random token. The evaluation is performed on Exact Match and Precision and
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Recall at token level. The results are displayed in Table 7, where the new set-
ting is referred to as DrQA-IT with no answer. The most significant increase of
nearly 1% point is observed in the Exact Match measurement. Moreover a slight
improvement in terms of Precision is observed, which was the main motivation
of such a simple extension of the DrQA model.

The above model gives rise to a working application dealing with the Italian
version of Wikipedia. Some examples are reported below. The question “Qual è
la capitale della Slovacchia?” receives the correct answer Bratislava matched in
the retrieved page concerning the Danube river, from the Italian Wikipedia6.

The question “Dove si trovano le isole Marshall?” triggers the retrieval of
three answers. The first answer is Pacifico from the Italian Wikipedia entry
about the Marshall Islands7, specifically at the paragraph: “Facente parte della
Micronesia, le Isole Marshall sono un gruppo di atolli e Isole situate nel [Paci-
fico], poco a nord dell’Equatore. La capitale, la cittá di Majuro . . . ”.

The second ranked answer is Likiep and it is much less precise. However, the
matching in the paragraph “. . . L’isola piú grande della Repubblica delle Isole
Marshall é Kwajalein, un atollo con la laguna piú grande del mondo. Il punto
piú alto del paese, che raggiunge soli i 10 metri di altitudine, si trova nell’atollo
di [Likiep]. . . . ” suggests a surprisingly good ability of the system to deal with
information spread across multiple sentences.

Finally, the third answer “Stati Federati di Micronesia a ovest e Kiribati
a est” is extracted from the paragraph “La nazione (una repubblica presiden-
ziale) é composta dagli arcipelaghi Ratak e Ralik situati fra gli [Stati Federati
di Micronesia a ovest e Kiribati a est].” and again it is a very good response,
adding further details.

Table 7. The performance evaluation of the Open World Italian system.

System EM Precision Recall

DrQA-IT 56.09% 67.38% 68.45%

DrQA-IT (no answ.) 57.00% 67.82% 68.12%

6 Conclusions

This paper introduced a new dataset for the task of Question Answering for
the Italian language. The data were created by making use of the automatic
translation and a large-scale dataset for the Italian question answering task on
factoid questions was created, that might be reused and extended in the future.

We argue that the results obtained by the Italian DrQA system are satisfying,
even though there is certainly space for future improvement of both the network
6 https://it.wikipedia.org/wiki/Danubio.
7 https://it.wikipedia.org/wiki/Isole Marshall.

https://it.wikipedia.org/wiki/Danubio
https://it.wikipedia.org/wiki/Isole_Marshall
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architecture and the dataset. Nevertheless, the overall training method and the
resource obtained by a simple methodology lead to the creation of, possibly, the
first neural network based QA system for the Italian language.

Lastly, an extension of the Italian QA system was set up, which includes the
possibility of the system not to answer, which increased slightly the precision
with respect to the original system and represents an interesting extension of
the capabilities of the original model. As a future improvement, the quality of
the document retrieval and the indexes creation in the Italian language can be
improved by a major computational capacity. This might also enable the eval-
uation of the whole system pipeline. Further steps might include the structural
or parameter optimization of the neural network for the Italian system and an
improvement of the quality of the text processing for the Italian language.
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Abstract. Inappropriate comments, defined as deliberately offensive,
off-topic, troll-like, or direct attacks based on religious, sexual, racial,
gender, or ethnic posts, are becoming increasingly problematic in user-
generated content on the internet, because they can either derail the
conversation or spread out harassment. Furthermore, the computational
analysis of this kind of content, posted in response to professional news-
papers, is not well investigated yet. To such an extent, the most predictive
linguistic and cognitive features were seldom been addressed, and inap-
propriateness was not investigated deeply. After collecting a new dataset
of inappropriate comments, three classic machine learning models were
tested over two possible representations for the data to fed in: normal
and distorted. Text distortion technique, thanks to its ability to mask
thematic information, enhanced classification performance resulting in
the valuable ground in which extract features from. Lexicon based fea-
tures showed to be the most valuable characteristics to consider. Logistic
regression turned out to be the most efficient algorithm.

Keywords: Journal news comments · Inappropriateness · Off-topic
Text distortion

1 Introduction

The new ways of communication are quickly transforming the everyday language
into new forms. Abbreviation, emoticons, emojis, digital slang, globalization,
anonymity, invisibility, and instant communication are only a bunch of factors
that continuously change the language usage. Nowadays, journalists can exper-
iment the resonance of their articles throughout the comments posted by the
readers. However, we can often find uncivil comments that derail the conversa-
tion from the main discourse, consequently degrading the effectiveness of the user
experiences. Margins et al. [12] depicted that “the anonymity of the Internet can
provide opportunities for freer speech because people can say what they think
without fear”. Christians et al. [5] highlighted the importance of online users
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participation as an opportunity for readers to debate current events. In such con-
text, instant responses are encouraged, with the possible escalation of the cyber-
hate [1]. This emphasizes two problematic aspects of online content: mutability
and adaptability. Indeed, virtual harassment can become highly domain spe-
cific and avoided detection with hidden but human-understandable languages.
Moreover, the huge number of user generated content published daily prevents
a manual filtering [14]. Moreira et al. [14], and Warner and Hirschberg [18]
highlighted that in long text toxic words tend to appear more frequently then
in short ones. Furthermore, obfuscation of words and phrases to evade man-
ual or automatic checking makes detection difficult. Basic methods make use of
black-lists and regular expressions, however these measures fail in different sit-
uations [7,14,15]. Indeed, lists continuously change due to language evolution.
Thus, it seems that it is impossible for simple keyword spotting metrics to be suc-
cessful. Benefits from character n-grams in harmful-detection have been drawn
down by Waseem [20]. The analysis of subjective language has proven to be a
key feature for classification of opinions and emotions in text [3,4,10]. Although
novel deep learning-based approaches for automatically identifying inappropriate
language were a success [21], they require a huge collection of labeled examples,
and thus they often prove to be unfeasible in many real settings.

In this paper, we introduce the task of detecting inappropriate comments to
news. The task is different with respect to hate speech detection or offensive lan-
guage detection because inappropriate post does not necessarily contain noxious
speech.

After collecting a dataset, we looked for a solution based on a mixture of
words lists and text statistics to enhance some classical machine learning algo-
rithms. This paper is organized as follows. Section 2 describes the data collection
process, the features extracted from dataset and the algorithms used in experi-
ments. Section 3 reports the experimental results, while Sect. 4 discusses them.
Finally, Sect. 5 presents our conclusions.

2 Data Collection and Features

We opted for The Guardian [22] to collect news and comments for investigating
the phenomenon. The dataset was extracted from the collection of comments
crawled on the newspaper website in a period of time starting from the begin-
ning of November 2017 until the end of January 2018. We collected articles and
comments posted among public available sections of the journal, checking for
new comments daily. Because moderators delete inappropriate messages, a con-
tinuous check of its presence allowed us to label it in two distinct categories:
appropriate comment and inappropriate comment. So, there was no need of any
further operations in labeling the data, as well avoiding the annotator agreement
issue highlighted by Wassem [19].

The dataset was extracted from the collection of comments grabbed, and
then balanced by keeping all the posts removed by the moderators, while the
appropriate comments were randomly selected. Thus, we ended up with 1386
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samples in total, 693 inappropriate and 693 appropriate comments. Some exam-
ples are reported in Table 1. As an additional experiment, we also tested the best
models in a different context to check if our classifiers were able to generalize
across domains. Because the context plays a major role in the scope of posting
and in language’s style of the message, we opted for the Twitter setting. We
built up the cross-domain dataset by concatenating samples from the work of
Davidson et al. [6] to those from Golbeck et al. [11] because both represent some
forms of inappropriateness. In the Davidson’s dataset the 5% of samples were
representative of hate speech, while in the Golbeck’s dataset the 15% of texts
were examples of on-line harassment.

The same policy applied for extraction of the first dataset, were performed
here; so we ended with a balanced dataset for cross-domain experiments.

Table 1. Reports examples of comments posted in response to news article.

News headline Inappropriate comment Appropriate comment

Little lord Jesus,
fruitcake-style: the worst
nativity scenes of 2017

Are you black? It is an interfaith nativity...

Keith Pitt Nationals
defection rumour fuels
Queensland LNP split
debate

Roll on the Renaissance! Oh, and remind the
taxpayers, who picked up
the bill for their
incompetence?

Senate approves most
drastic changes to US
tax code in 30 years

Poor baby... Haha! That is a good joke.
Oh wait you were serious.
There is no help for you
now

I wish there was the
option available to report
you for stupidity

You believe that they paid
91% tax or just gave it
away to employees

Our selective blindness
is lethal to the living
world

“My strong advice is not
to have children” Yeah I
said that to your parents,
but obviously they didn’t
listen to me

I blame the mainstream
media

2.1 Sets of Features

Stamatatos et al. [17] demonstrated the efficacy of applying text distortion,
method in which the input text is distorted by masking thematic information,
and in the meanwhile it is still possible to generalize over topics. Features were
extracted from both normal and distorted version of the text. We report the list
of features, grouping them together under macro-categories. This list compre-
hends the most promising features reported in the literature. We run final step
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of dimensionality reduction by PCA, over each set of features, obtaining vectors
in a more feed-able representation for the machine learning procedures.

– Grammar, to report statistics about Sentences, Words, and Noun phrases,
were included for capturing the general spectrum of the text. Although, these
features are in general not quite predictive, their use in conjunction with
other statistics can enhance classifiers’ performance. We tracked the use of
grammatical categories by unigrams, bigrams, and trigrams of Part-Of-Speech
(POS).

– Space and Punctuation statistics. The former intercepted space characters
spectrum, the latter recorded punctuation symbols use by mean of k-grams
schema.

– Characters (letters) were captured in forms of bigrams and trigrams of suc-
cessive characters. Inspired by the work of Martinc [13], we added Characters
Flooding to capture word-exaggeration that can be voluntary typed to hide
harmful message.

– Educational level of the author was assessed by Readability [23] statistics
and SpellCheck [24] errors.

– Relations among persons, organizations, and locations were extracted by
mean of Name Entity Recognition (NER) [8] and Dependency Parser [16].

– Semantic embeddings has been computed by Doc2Vec.
– Emotional features were extracted by VADER and SenticNet. [25] The

former was chosen because Gilbert et al. [9] proved its ability to outperform
individual human raters in predicting sentiments expressed in social media.
The latter would extend sentimental information.

– Lexicon-based counters were added to track down the presence of specific
words.
Lemma statistics kept the use of the most common words. Concrete-Abstract
set was formed by considering the work of Brysbaert et al. [2]. Imageabil-
ity depicted use of imaginable words and the level of strength associated for
imaging them [27]. Lexicon represented a miscellaneous collection of terms. It
was designed to grab psychological factors that can be informative of harass-
ment. The list was formed by the refined version of a “hate lexicon” pro-
posed by Davidson et al. [6], a list of common interjections, a list of common
slangs and slurs associated with religious, genders, stereotypes, misogynies,
misandry, sexual orientations, and ethnic extracted from Wikipedia. Because
we aimed at capturing the us versus them thinking, common anti-words (such
as anti-American) were also added.

2.2 Experiments

We run the classification experiments using three machine learning algorithms:
Logistic regression, Näıve Bayes, and Decision Tree, assessing the evaluation with
F1 metrics. Artificial neural network models were not tested because of dataset
size. Hyper-parameters optimization was performed by mean of Grid search CV,
with a factor of 10 for k-folds. This stage was necessary to identify the kernel and
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the C parameter in Logistic regression models, criterion and splitter in Decision
Tree models.

The kernel research space was formed by newton-cg, lbfgs, and liblinear. The
range of possible values for the inverse of regularization strength was (0.1, 1.0,
10, 100). In decision tree algorithm two measures the quality of a split were
searched during Grid search: Gini and Entropy; while the split strategy was
searched between best and random. For all algorithms we exploited the Scikit-
Learn machine learning environment [26].

Following the text distortion approach, each word in the list of the top-k was
replaced by a star character (‘*’), producing a new version of the text. The list of
words to mask was identified by words statistics computed on all the comments
collected. So, we decided to feed ours models with two different representations
for each group of features, one computed on the normal view of the text and
another one using the distorted version, testing three different values for the
factor k : 1000, 3500, and 5000.

Then, we applied to each algorithm an ablation stage with Recursive feature
elimination (RFE) schema. The longest a group of features is kept the more it
is informative, otherwise it was excluded previously during this stage.

Finally, the best performing models were tested on the Twitter dataset. The
baseline has been set to the chance level.

Fig. 1. The figure displays performances of models trained and tested on comments.
The x-axis reports the number of sets of features during model training (models at the
different points on the x-axis were trained on respective different sets of features).

3 Results

The section reports the results for each class of machine learning algorithms.
Scores reported refer to models with the highest scores in F1 metric. Classifiers
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Fig. 2. The figure displays the performance of models trained on comments and tested
on tweets. The x-axis reports the number of sets of features during model training
(models at the different points on the x-axis were trained on respective different sets
of features).

Fig. 3. Plots in the figure represent (in percentage) how long sets of features were kept
by the ablation stage. Sets from the text are reported in white and those from text
distortion in gray. Embeddings are colored in white those extracted on article, in gray
those from comments. (a) Logistic regression; (b) Decision Tree; (c) Näıve Bayes.

are ordered by the number of sets of features used during training. So, the 1st

classifier was trained with one set of features, the 2nd with two, and so on. Thus,
the ordinal number corresponds to its position into Figs. 1 and 2.
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Table 2. The table reports some scores on comments and tweets. The highest score for
each algorithm in both context is underlined; in bold the best ones. It is also reported
classifier’s algorithm, number of features sets used during training (sets), and the
distortion factor (k).

Algorithm Sets (k) F1 comments F1 tweets

Logistic regression 1 1000 .547 .397

2 3500 .562 .333

3 5000 .587 .341

8 3500 .597 .509

10 1000 .635 .499

34 3500 .645 .491

Decision tree 1 3500 .524 .333

2 3500 .514 .333

3 5000 .545 .333

26 5000 .551 .489

29 3500 .555 .333

Näıve bayes 1 3500 .479 .333

2 5000 .485 .333

3 5000 .501 .398

4 3500 .578 .333

8 3500 .576 .502

11 3500 .582 .507

12 3500 .582 .333

Logistic Regression. performed always above chance level, with good perfor-
mance on the comments dataset. Figure 1 displays a marked positive uptrend
pretty close to 0.645 overall. Also, the plot reveals a large increase in the first
five models followed by two plateaus. The first one includes four models that
scored 0.61, whereas the second one is pretty stable at 0.63 (+0.02). As reported
in Table 2, the 34th model reached the absolute highest score at 0.645 with a
distortion factor k of 3500. The model was trained only on 10 groups of fea-
tures, but with text distortion set to 1000, peaked 0.635, with a very small gap
from the best model (−0.01). The list of sets used during training for these two
models is reported in Table 3. Concrete-Abstract, Lexicon, Part-of-speech and
Word summaries extracted from text distortion always enhanced performance.
In addition to those, the most predictive features extracted from the raw version
of the text were: Space, Dependency parser, and n-grams statistics. Embeddings
were discharged early during ablation stage.

Figure 2 reports the results of the cross-domain test. In general, this algo-
rithm scored beneath chance level. The plot shows the larger negative drop in
performance for the 2nd model. After that, an inconstant behavior is displayed
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Table 3. The table below reports sets of features used during training for the 34th

model (k = 3500), the 10th (k = 1000), and the 8th (k = 3500) in Logistic regression.

Normal 34th 10th 8th Distorted 34th 10th 8th Embeddings 34th 10th 8th

nGrams x x nGrams x Article x

Character flood x Character flood x Comment x

Concrete-Abstract x Concrete-Abstract x x x

Dependency parser x x x Dependency parser x

Imageability x Imageability x

Lemma x Lemma x

Lexicon Lexicon x x x

NER x NER x

Noun phrases Noun phrases x

Part-of-speech x Part-of-speech x x x

Punctuation x Punctuation x

Readability x Readability x

SenticNet x x SenticNet x x

Sentences x Sentences x x x

Space x x x Space x

Spell checker x Spell checker x

Words Words x x

VADER VADER x

on the subsequent models, broken by the highest peak at the 8th model, that
scored 0.509; sets used to train this model are list in Table 3. This was the best
performance in the Twitter domain, overall. The input representation for this
classifier has been formed by the concatenation of Concrete-Abstract, Lexicon,
Part-of-speech, Word, and Sentence summaries from text distortion with Space,
Dependency parser, and SenticNet statistics. Two plateaus marked the rest of
the trend, but none of them scored above baseline.

In general, these models took benefits from data represented by text distor-
tion, specifically with a factor k of 3500. Grid search CV identified the value of
1.0 for the inverse of regularization strength and liblinear as kernel method.

Decision Tree. performed worst but above baseline on the comments dataset.
The trend shows a waved behavior around 0.54. The 3rd classifier showed the
major step up, scoring 0.545, but the 29th model scored the highest peak for the
algorithm at 0.555.

Twitter test results are presented in Fig. 2. The situation depicted shows
that only three models behaved off the main trend of 0.333, but only one peaked
remarkably. As reported in Table 2, the highest peak is found at the 26th classi-
fier, that scored 0.489 by representing the input with a factor k of 5000.
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The most useful distortion parameter was 3500. The best criterion found out
by Grid search CV was Gini, while the best node splitter strategy was best.

Näıve Bayes. scored above baseline in comment domain in most of the cases.
As shown in Fig. 1, it increased sharply, till peaking almost the top with 4 sets
only. The 1st model performed 0.479 using Space summary only computed on
the normal representation of the data. The 2nd and the 3rd models adopted
sets entirely extracted from the distorted view with a factor-gain of 5000. The
former, that reached 0.485, has been trained with the concatenation of Concrete-
Abstract with Lexicon; the latter, that also included Part-of-speech to the input
representation, obtained a score of 0.501. The 4th model peaked almost the best
for this class at 0.578, with a factor k equal to 3500. The input representation
was obtained by the concatenation of Space, Concrete-Abstract, Lexicon, and
Dependency parser features.

After this point, the trend results almost stable around this value. Upper
bound performance was marked to 0.582 by both the 11th and the 12th model
with text distortion parameter of 3500.

Twitter tests reported in Fig. 2 show a very irregular trend, but in most
of the cases the accuracy metric is pretty close to 0.333. Only two scores are
above 0.50.

3.1 Sets of Features

Figure 3 reveals informativeness of each group of features. The information con-
veyed to the classifiers is directly linked to times of retention during the ablation
phase. So, the more a set is retained, the more information it conveys.

Overall, there is a clearly preference for sets of features extracted by mean
of text distortion, but with few exceptions, among algorithms.

Grammar category turned out to be the most predictive group of features.
Specifically, Words and Sentences from text distortion and Part-of-speech from
both the versions of the text were good predictors.

In the Syntax group there is a marked preference for Space features only,
extracted from the normal text.

Characters ngrams, extracted from the normal text were chosen more than
the others members of this group. Instead, Character flooding shows a slightly
preference for the distorted version of the text.

The Educational level was captured most likely by Spell-checker errors
extracted form text distortion, and Readability summary computed over the
two versions, but with a little preference for the distorted one.

Relations among places, people, objects were successfully captured on both
normal and distorted texts by the NER. Instead, Dependency parser conveyed
information to classifiers mainly from the unaltered text.

Semantic embeddings were the worst group of features; in fact they were
excluded very early during ablation stage.
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Emotional features present a strong preference for text distortion in the
VADER setting only. Although this selection is not so marked in SenticNet, this
set of features turned out to be a great predictor of the phenomenon.

Lexicon-based group comprehend the most predictive features, overall.
Specifically, Lexicon and Concrete-Abstract features, extracted from text dis-
tortion were the most predictive features.

4 Discussion

Logistic regression turned out to be the best algorithm to deploy, while the
others were not able to provide interesting results. The 34th Logistic regression
classifier hit the highest score of 0.645, with a factor of distortion of 3500. Näıve
Bayes classifiers could have failed due to violations on the base assumption that
could have misled classifiers. In fact, features are not independent to each others.
Instead, Decision Tree models were not able to split data optimally.

The paper argued for a conjunction of features from both normal and masked
texts as efficient input representation for machine learning classifiers. Tracking
use specific words can predict inappropriateness. As Fig. 3 reveals, the concate-
nation of Lexicon-based, Grammar, and Syntax are the most valuable features
to consider in this task. The most predictive features are found in the two ver-
sions of the text, but not distributed equally. Indeed, there is a strong preference
for sets of features extracted by mean of text distortion. Specifically, Concrete-
Abstract, Part-of-speech, Lexicon, Sentences, and Words from text distortion
were kept most of the times during ablation step. From the other side, Space,
Dependency parser, and nGrams of character were extracted from the unaltered
text. Worthy to note, the lack of semantic embeddings, that were not able to
offer any valuable information to classifiers.

Furthermore, the study agree with Gilbert et al. that “A comprehensive,
high quality lexicon is often essential” [9], because the two most predictive sets
of features are of this type: Lexicon and Concrete-Abstract. Results hold for the
conclusion that text distortion technique enhanced classifier quality. Moreover,
we agree with Stamatatos et al. [17] on 3500 as the best choice for the distortion
parameter k, providing solid evidence in favor of its deployment.

Twitter tests revealed high dependency of the task with the environment
under investigation. Probably, the incompatibility of linguistic factors such as
language styles, idiom, the scope of posting, broader vs. narrow public, caused
the bad performance recorded in this setting, evidencing also a possible scala-
bility issue.

5 Conclusion

We propose a novel approach for inappropriate comments detection posted in
response to professional articles in on-line newspapers. This kind of investiga-
tion has rarely been addressed. The lack of availability of a representative dataset
imposed us the need to collect one of this kind. The study focused on which are
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the most predictive features of inappropriateness, and it tested the efficacy of text
distortion technique in text-classification tasks. Benefit from using a text distor-
tion representation has been well demonstrated. In fact, the situations depicted
suggests of representing input data as concatenation of features extracted from
both distorted and unaltered texts. Specifically, a gain factor k of 3500 provided
the most powerful text representation in which extract features from. Moreover,
the most predictive groups of characteristics turned out to be Lexicon-based,
Grammar, and Syntax.

Results of Twitter tests suggested a higher context specificity of the investi-
gated phenomenon.

We would like to apply the depicted workflow to other similar problems such
as hate speech, toxicity, and harmful detection. Furthermore, the use of ensemble
methods should show better results. Such design can also benefit from a more
focused investigation on the k value of text distortion, because a specific domain
and the choice of k could be tied together. Along this way, other social media
environments should also be investigated.
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17. Stamatatos, E.: Authorship attribution using text distortion. In: Proceedings of the
15th Conference of the European Chapter of the Association for Computational
Linguistics, Valencia, Spain, vol. 1, pp. 1138–1149. ACL (2017)

18. Warner, W., Hirschberg, J.: Detecting hate speech on the world wide web. In: Pro-
ceedings of the Second Workshop on Language in Social Media, Montreal, Canada,
pp. 19–26. ACL (2012)

19. Waseem, Z.: Are you a racist or am I seeing things? Annotator influence on hate
speech detection on Twitter. In: Proceedings of the First Workshop on NLP and
Computational Social Science, Austin, TX, USA, pp. 138–142. ACL (2016)

20. Waseem, Z., Hovy, D.: Hateful symbols or hateful people? Predictive features
for hate speech detection on Twitter. In: Proceedings of the Student Research
Workshop, SRW@HLT-NAACL 2016, The 2016 Conference of the North Ameri-
can Chapter of the Association for Computational Linguistics: Human Language
Technologies, San Diego, California, USA, pp. 88–93. ACL (2016)

21. Yenala, H., Jhanwar, A., Chinnakotla, M.K., et al.: Deep learning for detecting
inappropriate content in text. Int. J. Data Sci. Anal. 1–14 (2017)

22. The Guardian. http://www.theguardian.com. Accessed 31 Jan 2018
23. TextSTAT. https://github.com/shivam5992/textstat. Accessed 30 Nov 2017
24. Pattern.en. https://www.clips.uantwerpen.be/pages/pattern-en. Accessed 30 Nov

2017
25. SenticNet. http://sentic.net/. Accessed 31 Jan 2018
26. Scikit-Learn. http://scikit-learn.org/. Accessed 31 Jan 2018
27. Tsvetkov, Y., Boytsov, L., Gershman, A., Nyberg, E., Dyer, C.: Metaphor detection

with cross-lingual model transfer. In: Proceedings of the 52nd Annual Meeting of
the Association for Computational Linguistics, ACL 2014, Baltimore, Maryland,
USA (2014)

http://www.theguardian.com
https://github.com/shivam5992/textstat
https://www.clips.uantwerpen.be/pages/pattern-en
http://sentic.net/
http://scikit-learn.org/


Annotating Concept Abstractness
by Common-Sense Knowledge

Enrico Mensa, Aureliano Porporato, and Daniele P. Radicioni(B)

Dipartimento di Informatica, Università degli Studi di Torino, Turin, Italy
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Abstract. Dealing with semantic representations of concepts involves
collecting information on many aspects that collectively contribute to
(lexical, semantic and ultimately) linguistic competence. In the last few
years mounting experimental evidences have been gathered in the fields
of Neuroscience and Cognitive Science on conceptual access and retrieval
dynamics that posit novel issues, such as the imageability associated
to terms and concepts, or abstractness features as a correlate of fig-
urative uses of language. However, this body of research has not yet
penetrated Computational Linguistics: specifically, as regards as Lexical
Semantics, in the last few years the field has been dominated by dis-
tributional models and vectorial representations. We recently proposed
COVER, that relies on a partly different approach. Conceptual descrip-
tions herein are aimed at putting together the lexicographic precision of
BabelNet and the common-sense available in ConceptNet. We now pro-
pose Abs-COVER, that extends the existing lexical resource by associ-
ating an abstractness score to the concepts contained therein. We intro-
duce the detailed algorithms and report about an extensive evaluation
on the renewed resource, where we obtained correlations with human
judgements in line or higher compared to state of the art approaches.

Keywords: Concept abstractness · Concept representation
Lexical Resources · Knowledge representation · Figurative language
NL semantics

1 Introduction

Ordinary experience shows that semantic representation and lexical access and
processing of concepts can be affected by concepts’ concrete/abstract status:
concrete meanings, more ingrained in the perceptual experience, are acknowl-
edged to be more quickly and easily delivered in human communication than
abstract meanings [1]. Such kind of information grasps a complex combination
of experiential (e.g., sensory, motor) and strictly linguistic features, such as ver-
bal associations arising through co-occurrence patterns and syntactic informa-
tion [20]. These features make conceptual abstractness matter of broad interest
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for computational linguistics, and the investigation on conceptual abstractness a
challenging though only superficially explored field. Information on conceptual
abstractness impacts on many diverse NLP tasks, such as the word sense disam-
biguation task [10], the semantic processing of figurative language [3,14,18], the
automatic translation and simplification [22], the characterisation of web queries
with difficulty scores [21], the processing of social tagging information [2], and
many others, as well.

One very first issue is, of course, that it is not straightforward to define
abstractness [9]. Provided that more fine grained distinctions on abstract and
concrete word meanings can be drawn, the term ‘abstract’ has two main inter-
pretations: (i) what is far from perception (as opposed to perceptible directly
through the senses), and (ii) what is more general (as opposed to low-level, spe-
cific). To implement the second view, the concreteness or specificity—the oppo-
site of abstractness—can be defined as a function of the distance intervening
between a concept and a parent of that concept in the top-level of a taxonomy
or ontology [5]. In this setting, the second definition can be used to automat-
ically compute abstractness given an ontology-like resource (like WordNet or
BabelNet [17]) without any additional information from human beings. On the
other side, the first definition seems to better correlate with what is perceived
as “abstract” in human judgement [19].

In this work we basically refer to the first aspect – perceptually salient
abstractness, and enrich it with common-sense information; additionally, dif-
ferent from most existing literature (e.g., [4]), we consider abstractness as a fea-
ture of word meanings (concepts) rather than a feature of word forms (terms):
our work thus consists of annotating with abstractness information the concepts
in COVER [15], a lexical resource developed in the frame of a long-standing
research aimed at combining ontological and common-sense reasoning [8,11,13].
As a result, we propose an extended lexical resource, Abs-COVER,1 where each
and every concept is automatically annotated with an abstractness score ranging
in the [0, 1] interval, where the left bound 0.0 features fully concrete concepts,
and the right bound 1.0 stands for maximally abstract concept.

The paper is organised as follows. We first propose a review of the related
work on this and close issues (Sect. 2); in Sect. 3 we then illustrate how
the abstractness score featuring COVER concepts is computed. Later on we
extensively evaluate the proposed annotation and discuss the obtained results
(Sect. 4). We conclude by pointing out future work, to refine our approach and
improve the quality of the abstractness annotation.

2 Related Work

An automatic approach has been devised using abstractness information to anal-
yse web image queries, and to characterise them in terms of difficulty [21]. In
particular, the authors compute the abstractness associated to nouns by checking
the presence of the physical entity synset among the hypernyms of senses in the
1 Abs-COVER is available for download at https://ls.di.unito.it.

https://ls.di.unito.it
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WordNet taxonomy. This approach also involves a disambiguation step, which is
performed through a model trained on the SemCor corpus [16]. The technique
carried out in [5] also relies on WordNet information, but the abstractness of
a concept (also called specificity) is here defined as the distance between the
corresponding node in WordNet, and the root of the ontology. The more spe-
cific (lower in the hierarchy) is a concept, the more concrete, according to the
second definition of abstractness reported in the previous Section. Given that in
WordNet we have at most 17 levels of depth, conceptual concreteness varies over
the interval [0, 16]. A closely related strategy [9], based on similar assumptions,
proposes the notions of precision by depth (P-depth), together with other two
abstractness measures: precision by inclusiveness (P-inclusiveness), based on the
fraction of descendants of a node with respect to the overall number of nodes in
WordNet; and concreteness, based on the sensory definition of abstractness.

The authors of the work [19] compare the first two methods, one based on the
definition of abstractness that checks for the presence of physical entity among
the hypernyms of a concept, and one based on the second—specificity-based—
notion of abstractness. Interestingly enough, the authors report a 0.17 Spearman
correlation between scores obtained with the method in [5] and those obtained
in [21], in line with the findings about the correlation of values based on the two
different definitions [9]. This measure can be considered as an estimation of the
overlap of the two notions of abstractness: the poor correlation seems to confirm
that they are rather distinct. Furthermore, the two sets of scores have been com-
pared with those in the MRC data set, reporting a 0.60 Spearman correlation
between the abstractness scores proposed by [21] and the human judgements,
and a 0.29 correlation between the scores by [5] and human ratings. Such exper-
imental evidence suggested us to adopt the first definition of abstractness.

The role of abstractness has also been explored in the context of the Word
Sense Disambiguation [10], leading to the finding that words with very high
or very low score of abstractness are easier to disambiguate. Along this line,
the association of word senses with senses of different words have been exam-
ined, finding that concrete concepts tend to be related to concrete concepts and
abstract concepts tend to be related to abstract ones. In particular, concrete
concepts would be more related to concrete concepts than are abstract concepts
to abstract concepts. Similar conclusions have been recently reached in [7].

3 COVER Annotation

In this Section we describe how the common-sense knowledge already present
in COVER has been used to enrich it with abstractness information. Before
providing the annotation algorithm, for the sake of self containedness, we briefly
introduce COVER.

3.1 Introduction to COVER

COVER is a lexical resource aimed at hosting general conceptual representa-
tions. Full details on COVER and on the algorithm designed to build it by
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Algorithm 1. The COVER Annotation Algorithm.

Data: a set of COVER elements C, a set of COVER dimensions D
Result: a set of pairs (e, a), with e ∈ C and a updated abstractness score for e

First Step T ←− ⋃
c∈C(c, IsAbstract(c.wnsi, c.bsi))

Second Step return
⋃

c∈C(c, RefineAbstracness(c, D, T))

integrating BabelNet and ConceptNet can be found in [15]. Each concept c in
COVER is identified through a BabelNet synset ID and described as a vector
representation �c, composed by a set of semantic dimensions D = {d1, d2, . . . dn}.
Each such dimension encodes a relationship like, e.g., IsA, UsedFor, etc. and
reports the concepts connected to c along the dimension di. The vector space
dimensions are based on ConceptNet relationships.2 The dimensions are filled
with BabelNet synset IDs, so that finally each concept c in COVER can be
defined as

�c =
⋃

d∈D
{〈IDd, {c1, · · · , ck}〉} (1)

where IDd is the identifier of the d-th dimension, and {c1, · · · , ck} is the set of
values (concepts themselves) filling d.

3.2 COVER Annotation Algorithm

In order to enrich COVER with abstractness information, we took inspiration
from the concreteness criterion exposed in [21], and we follow this idea: a concept
is concrete if it descends from physical entity in WordNet, abstract otherwise.
Algorithm 1 shows the main procedure for the abstractness annotation, that
consists of two steps:

1. First Step (Algorithm 2): this function is designed to compute a base
abstractness score for each element e in COVER, where an element is a
concept (i.e., a BabelNet synset ID) that either has a vector representation
or is a value inside a vector. In order to compute this score, we perform the
following steps:
(a) we attempt to retrieve the list of WordNet synset IDs associated to e in

BabelNet, and from those we collect the WordNet hypernyms set (Algo-
rithm2, (1)); if in this set we find the synset of physical entity,3 the
abstractness score of e is set to 0.0; otherwise it is set to 1.0 (3);

(b) if (a) fails (i.e., no WordNet synset ID can be found for e), we collect
the direct BabelNet hypernyms of e and the search described in (a) is
performed for each such hypernym (4). If at least one of e hypernyms has
physical entity among its hypernyms, the base abstractness score of e is
set to 0.0, and to 1.0 otherwise (6);

2 The most relevant relationships include: RelatedTo, IsA, AtLocation, UsedFor,
CapableOf, PartOf, HasProperty, MadeOf, HasA, InstanceOf.

3 The synset for physical entity has ID wn:00001930n in WordNet 3.0.
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(c) if (b) fails (that is, e has no hypernyms in BabelNet or none of them has
an associated WordNet synset ID), we retrieve the BabelNet main gloss
for e (7), disambiguate it,4 thus obtaining a set of concepts N . In order
to compute the abstractness score for each noun in the gloss, steps (a)
and (b) are performed on each n ∈ N . Finally, the valid scores associated
to the nouns are averaged and the result is assigned as the abstractness
score of e (9–11).

If the function fails in all of these steps, the abstractness score is set to −1,
indicating that no suitable score could be computed (12).

2. Second Step (Algorithm 3): the first step enriches every concept in COVER
with a base score of abstractness. The goal of the second step is to smooth
such scores by following human perception accounts; to do so, we employ
the common-sense knowledge available in COVER. Given a vector �c in the
resource, we explore a subset of its dimensions:5 all the base abstractness
scores of the concepts that are values for these dimensions are retrieved, and
the average score svalues-avg is computed. Concepts having an invalid score are
discarded (1, 2). The score svalues-avg is then in turn averaged with svec-base,
that is the base score of �c (3), thus obtaining the final score for the COVER
vector. If either svec-base or svalues-avg are invalid scores, the final score of c is
set to the only valid score available.

It is important to note that the scores computed in the first step are frozen,
and they are not dynamically updated during the execution of the second step.
This is important to ensure that the order in which the vectors are considered
does not impact on the final result of the annotation. Moreover, we did not
iterate the second step, since it would potentially drift the scores from the precise
information given by WordNet. In the end, any element defined as a physical
entity in WordNet retains an abstractness score lesser than or equal to 0.5.

4 Evaluation

In order to assess the abstractness scores of Abs-COVER we make use the
Medical Research Council Psycholinguistic Dataset (MRC hereafter) [6] and the
Brysbaert Dataset (BRYS hereafter) [4]. The MRC corpus has been built by
merging three handcrafted corpora containing words abstractness information.
The MRC also provides additional information: each word has up to 25 asso-
ciated features, such as imageability (i.e., how easily a word can evoke mental
images) or meaningfulness (i.e., the confidence that a subject has about his
understanding of the actual meaning of a word or expression), or its common
part of speech. From this data set, containing in total 8, 228 terms with an
abstractness value, we extracted 3, 977 nouns. On the other hand, the BRYS

4 At the present stage the disambiguation is performed by using Babelfy APIs (http://
babelfy.org/).

5 We presently consider the following dimensions: RelatedTo, FormOf, IsA, Syn-
onym, DerivedFrom, SimilarTo and AtLocation.

http://babelfy.org/
http://babelfy.org/
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Algorithm 2. Auxiliary IsAbstract function.

Input: a BabelNet synset b
Output: the base abstractness score of the COVER element corresponding to b
Function IsAbstract(b):

1 S ←−WordNetHypernyms(b)
2 if S �= ∅ then
3 if physical entity ∈ S then

return 0
else

return 1
else

H ←− BabelNetHypernyms(b)
4 W ←− ⋃

h∈HWordNetHypernyms(h)
5 if W �= ∅ then
6 if physical entity ∈ W then

return 0
else

return 1
else

7 g ←− GetMainBabelNetGloss(b)
8 N ←− Babelfy(g)

G ←− []
for each n noun concept ∈ N do

9 q ←− GetGlossConceptAbstractness(n)
10 if q ≥ 0 then

append q to G

11 if G is not empty then
return average of scores in G

else
12 return −1

data set consists of a large of set of words annotated with abstractness scores
through crowdsourcing, for a total of 39, 945 terms. We only use a portion of
these terms (that is, the nouns contained in Abs-COVER).

We preliminarily observe that vectors associated to abstract concepts are well
separated from those associated to concrete ones, as illustrated in Fig. 1, showing
how abstractness scores are distributed. In particular, the average score of con-
crete vectors (that is, the score of concepts featured by abstractness score lower
than or equal to 0.5) is 0.153 and the average score of abstract vectors (whose
abstractness score is greater than 0.5) is 0.837. Concrete vectors are slightly
more frequent than abstract vectors: out of the 31, 837 vectors in COVER, we
count overall 17, 295 and 14, 542 vectors, respectively.

A first evaluation of the annotation is based on internal coherence. We
recorded the average abstractness of the values along all dimensions: also based
on literature (see, e.g., [7,10]) we expect that concrete vectors are, on average,
more connected to other concrete concepts (e.g., through the Synonym relation).
In Table 1 we report, over 15 of the most relevant (populated) relationships in
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Algorithm 3. Auxiliary RefineAbstracness function.

Input: a COVER element elem, a set of COVER dimensions D, a set A of
pairs (c, a), with c COVER element and a base abstractness score of c

Output: the refined abstractness score for elem
Function RefineAbstracness(elem, D, A):

svec-base ←− A(elem) // find the score of v in A

if elem is a COVER vector then
L ←− []
for each dimension dim ∈ D do

for each value v ∈ elem.dim do
abstrv ←− A(v)

1 if abstrv ≥ 0 then
append abstrv to L

2 if L is not empty then
svalues-avg ←− average of scores in L

else
svalues-avg ←− −1

3 case svec-base ≥ 0 AND svalues-avg ≥ 0 return
svec-base+svalues-avg

2

4 case svalues-avg ≥ 0 return svalues-avg
5 otherwise return svec-base

else
6 return svec-base

COVER, the average scores that have been obtained by collecting all values
along a given dimension. For example, we observe that the average abstract-
ness score for the values in the IsA relation is 0.215 when the vector involved
is concrete, and 0.787 when the vector is abstract. The relations marked with
‘*’ are those actually employed by the auxiliary function RefineAbstractness,
(Algorithm 3). The only notable exception to this basic homogeneity principle
is represented by vectors connected through the HasContext relation, where
also concrete concepts are related to abstract concepts.

Although such figures are in accord with cited literature and seem to be
reasonable on purely introspective accounts (thus qualitatively corroborating
the proposed approach), an extensive experimentation has been devised to fully
assess the annotated abstractness scores.

4.1 Correlation with Human Judgement

The second evaluation has been carried out by comparing the computed abstract-
ness scores against human judgements. In particular, we considered the MRC
and the BRYS data sets, whose scores were scaled into the range [0, 1].

Before analysing the result, however, it should be noted that these data sets
and ours are not directly comparable: while our scores are based on concept
abstractness, such data sets are based on word abstractness. To overcome this
problem, we exploited the information available in the label of each COVER
vector, a set of words associated to the concept represented by the vector itself.



422 E. Mensa et al.

Fig. 1. Distribution of COVER vectors by abstractness score.

For example, given the word “mother”, 5 conceptual descriptions can be found
in COVER:

– mother, bn:00029439n, “The earth conceived of as the female principle of
fertility”;

– mother/psi, bn:14001852n, “Role-playing video game series by Shigesato
Itoi”;

– mother, bn:03824293n, “Energy drink from Coca-Cola”;
– mother/mommy/mom/motherhood, bn:00034027n, “A woman who has given

birth to a child (also used as a term of address to your mother)”;
– mother, bn:03322691n, “A Broadway musical”.

Clearly, in order to select one given sense, some sort of disambiguation is needed.
Before evaluating the Abs-COVER scores in a pipeline that also includes this
disambiguation step, we performed a preliminary exploration of the abstractness
scores on a randomly chosen set of 150 terms present in both the MRC data set
and in the BRYS data set. We computed the correlation between the abstract-
ness values contained in each data sets, and those in Abs-COVER. Not to mix
disambiguation errors with the evaluation of the abstractness scores, we manu-
ally performed the word sense disambiguation by selecting the sense of the word
that seemed more relevant (taken in isolation, with no disambiguation context).
Table 2 reports Pearson’s r and Spearman’s ρ correlations between the abstract-
ness scores in these data sets and those in Abs-COVER. As it can be seen,
the correlation between the two human-annotated sets is very high (although it
shows that even human ratings are far from full agreement), and the correlation
with Abs-COVER scores is high. We consider this sample test as an upper
bound to the correlation that can be reached by undertaking some algorithmic
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Table 1. Average abstractness score in COVER vectors’ dimensions. Starred dimen-
sions indicate the relations actually used in the Second Step. Concrete concepts are
featured by abstractness score (abs ≤ 0.5), while abstract concepts are those with
abs > 0.5.

Dimension Average abstractness

Concrete concepts Abstract concepts

RelatedTo* 0.293 0.694

IsA* 0.215 0.787

Synonym* 0.254 0.772

HasContext 0.632 0.805

FormOf* 0.127 0.777

DerivedFrom* 0.227 0.736

Antonym 0.312 0.750

AtLocation* 0.261 0.537

HasA 0.150 0.682

PartOf 0.181 0.681

SimilarTo* 0.241 0.751

UsedFor 0.464 0.719

HasProperty 0.385 0.727

Cause 0.450 0.811

CapableOf 0.473 0.687

HasPrerequisite 0.339 0.723

Table 2. Pearson’s r and Spearman’s ρ correlation scores between the computed
abstractness and human judgements, on a set of 150 manually disambiguated terms.

MRC [6] BRY [4] Abs-COVER

MRC r = 1 r = 0.941 r = 0.795

ρ = 1 ρ = 0.871 ρ = 0.663

BRYS r = 1 r = 0.766

ρ = 1 ρ = 0.649

Abs-COVER r = 1

ρ = 1

approach to select a given sense in Abs-COVER. In the following, we consider
the full problem of calculating the abstractness score for a word by using one or
more vectors (concepts) from Abs-COVER.

Baseline. As the simplest strategy to retrieve Abs-COVER scores for compar-
ison with the terms in the MRC and BRYS corpora, we took the average of the
abstractness scores featuring all senses available in Abs-COVER for a given
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Table 3. Pearson (r) and Spearman (ρ) correlation scores obtained by computing the
abstractness scores from Abs-COVER senses according to several strategies.

MRC BRYS

Baseline – simple average r 0.614 0.588

Baseline – simple average ρ 0.612 0.590

No common-sense KW r 0.547 0.524

No common-sense KW ρ 0.544 0.518

Weighted average r 0.655 0.608

Weighted average ρ 0.648 0.612

Most salient sense r 0.627 0.594

Most salient sense ρ 0.646 0.615

SemCor-frequency r 0.732 0.653

SemCor-frequency ρ 0.704 0.639

input term. Table 3 reports Pearson and Spearman’s correlation values obtained
through simple average. From the MRC, we were able to retrieve overall 3, 977
nouns, 431 of which do not appear in the label (i.e., the set of lexicalizations) of
any Abs-COVER vector. About the remaining 3, 546 nouns, 1, 158 are associ-
ated to 1 concept, and on average a word occurs in the label of 2.56 conceptual
descriptions. The BRYS data set lacks of the part of speech annotation, so out of
the total 39, 954 words (or compound expressions), 15, 779 occur in some vector’s
label (8, 722 only once, 1.88 times on average).

No Common-Sense KW. In order to investigate how relevant is common-sense
information, we devised a subtractive experiment. We created a version of Abs-
COVER annotated without executing the second step of the annotation algo-
rithm (Algorithms 1 and 3). We obtained a version of COVER with 14 unla-
belled vectors (while no vector remains without abstractness annotation after
executing the whole algorithm), 15, 649 zero-valued vectors (+547.99%) and
12, 832 one-valued vectors (+799.86%). As expected, the first step of the algo-
rithm alone produced less smoothed scores, which were compared with human
ratings. The correlation figures are reported in Table 3.

Weighted Average. Some senses underlying any term (e.g., the term “mother”)
are by far more common than other ones: in order to individuate one chief
sense – which is ideally that considered by human annotators, we examined the
cardinality (that is, the sum of all concepts) of all dimensions featuring each
Abs-COVER vector. The assumption is that the more broadly a sense is used
in language and available to annotators, the larger the set of its connections
to other senses. More on the possible criteria to perform selection, clustering
and/or filtering of the sense inventory can be found in [12]. For example, the
sense bn:03824293n associated to the term mother (an energy drink) has, over
all dimensions, 6 values in COVER, while for the sense bn:00034027n (a woman
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who has given birth to a child) we find 119 values. In this experiment, the
abstractness scores have been averaged over senses based on the overall amount
of information available for each sense. The correlation values are reported in
Table 3.

Most Salient Sense. Based on the same rationale, we designed another experi-
mental condition. Instead of using all the senses extracted from Abs-COVER,
weighted by the number of the concepts related with them, in this case we used
only the most salient concept. As anticipated, the most salient sense is chosen
as the vector featured by the highest number of concepts filling its dimensions.
The results obtained by individuating abstractness scores through this strategy
are reported in Table 3.

SemCor-Based Frequency. Another strategy to define suitable weights for word
senses is to take into account their frequency in some corpus, assuming it reflects
the distribution of senses in the considered language. So we collected sense fre-
quency information based on the SemCor corpus [16], where words are anno-
tated with information on part-of-speech and WordNet synset ID. Exploiting
such information, we collected a set of word senses that are present in Abs-
COVER and in the considered corpora. Namely, we took 2, 417 words that are
present both in SemCor and in the MRC data set that have at least one associ-
ated WordNet Synset ID in Abs-COVER (including 1, 433 terms with only one
sense, 1.76 senses per word on average); and 6, 383 words both in SemCor and
in the BRYS data set (including 4, 785 terms with only one sense, 1.43 senses
per word on average). Note that we not only considered only words present in
both SemCor and the selected data set, but we restricted to the WordNet senses
for the terms present in both the SemCor and COVER, thus finally reducing
the number of both words and concepts: for example, in this setting the word
“mother” is linked to a single sense (with ID wn:10332385n), “A woman who
has given birth to a child”. Table 3 reports the correlation obtained with the
abstractness scores in Abs-COVER weighted according to the sense frequen-
cies in the SemCor corpus.

4.2 Discussion

The reported figures are either in line or directly improve on state of the art
approaches, such as [19,21]. We first computed the correlation between the
human ratings contained in the MRC and BRYS data sets (r = 0.94, and ρ =
0.87, as shown in Table 2). This makes these figures a solid experimental base
for comparison with the scores computed to annotate COVER. This datum is
not new; in essence, it replicates previous experiments made by the authors of
the BRYS data set [4]. Nevertheless, it was relevant to preliminarily verify the
agreement between the two. As regards as the evaluation of our abstractness
scores, as expected, we obtained the highest correlation in the first experimental
condition where a small sample of terms was disambiguated by hand (Table 2).
This datum shows that WSD is still an open issue (though of secondary rele-



426 E. Mensa et al.

vance, in the present setting), as the task of choosing one best sense for a given
term.

The results obtained in the baseline experimental condition by computing
a simple average among all senses’ abstractness show a significant drop in the
Pearson correlation with respect to results in Table 2: around 15% and 10% on
the MRC on the BRYS data sets, respectively, as reported in Table 3. Similar
drop is observed on the Spearman coefficients, with a more limited reduction, in
the order of 4% in both data sets. The results obtained in the No common-sense
KW condition seem to confirm the central role of common-sense knowledge
in determining how abstract/concrete concepts are: in fact, these figures are
the worst ones, with a reduction in the correlation with human judgement in
the order of 20% for the r metrics, and 10% for the ρ metrics on both data
sets. The weighted average condition obtained correlation above the baseline on
both data sets and correlation metrics. It may be interpreted as a cue that the
coverage of our resource is sufficient to provide information on the relevance of
senses associated to a given term. Also, additional evidence should be collected to
investigate on the aptitude of human annotators: when assessing the abstractness
of a word, did they consider only one (most salient) concept taken in isolation, or
a pool of concepts, where the most salient is the most prominent one surrounded
by a set of satellite senses? Systems for Natural Interaction would benefit from
this sort of information. The last experimental condition, based on the SemCor
frequency, is that maximally approaching the first condition results (Table 2).
Here we observe good correlation with human ratings (in the specific case of MRC
data set and ρ metrics resulting in an improved correlation with scores obtained);
also, it confirms the quality of the contribution provided by the SemCor corpus
to the tasks ingrained in senses disambiguation.

5 Conclusions

In this paper we have proposed Abs-COVER, the novel version of COVER
annotated with abstractness scores. At first, we have introduced the research
question underlying the present work, and shown that this sort of information
may be relevant to different NLP tasks. We have then introduced related work,
and illustrated existing research efforts and approaches. Then the algorithms
devised to compute abstractness have been introduced and illustrated in full
detail. We have finally reported about an experimentation where we obtained
valuable agreement with human ratings on concepts abstractness.

Finally, we realised that although the BRYS data set provides a great deal
of information, some further elements would be beneficial for NLP experiments.
Terms should be sense-annotated, hopefully by adopting the de-facto standard
naming convention of BabelNet; additionally, some measure of inter-annotator
agreement should be reported, so to distinguish cases that are straightforward (at
least for human rating) from those more complicated, to further refine systems’
accuracy on the latter ones.
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Abstract. In multi-agent planning, preserving the agents’ privacy has
become an increasingly popular research topic. In multi-agent privacy-
preserving planning, agents jointly compute a plan that achieves mutual
goals by keeping certain information private to the individual agents.
Unfortunately, preserving the privacy of such information can severely
restrict the accuracy of the heuristic functions used while searching for
solutions. Recently, it has been shown that centralized planning based on
Width-based search is a very effective approach over several benchmark
domains, even when the search is driven by uninformed heuristics. In this
paper, we investigate the usage of Width-based search in the context of
(decentralised) multi-agent privacy-preserving planning, addressing the
challenges related to the agents’ privacy and performance. An experi-
mental study analyses the effectiveness of our techniques and compares
them with the state-of-the-art.

1 Introduction

Over the last years, several frameworks for multi-agent (MA) planning have
been proposed (e.g., [1–3]). Most of them consider, in different ways, the agents’
privacy: some or all agents have private knowledge that cannot be communicated
to other agents during the planning process and plan execution. This prevents the
straightforward usage of most of the modern techniques developed for centralized
(classical) planning, which are based on heuristic functions computed by using
the knowledge of all the involved agents.

Recently, it has been shown that many instances of popular planning bench-
marks can be solved by a polynomial algorithm, called Iterative Width (IW),
provided that the instances feature a single goal atom [4]. Such an algorithm
is based on the notion of “novelty”. The novelty of a state s is defined as the
size of the smallest tuple of facts that holds in s for the first time in the search,
i.e. among all previously generated states. Essentially, IW search consists of a
sequence of breadth-first searches (BFS) with an increasing integer value k for
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which all states with novelty greater than k are pruned. The success of this sim-
ple pruning technique derives from the fact that usually actions in optimal plans
achieve a tuple of at least k facts that was not true in any preceding state on
the solution path [4].

For planning problems with multiple goal atoms, IW search is less effec-
tive, but there are some variants of this search algorithm that perform well for
many planning benchmarks [4]. One of these variants, called Serialized Iterative
Width (SIW), restarts the Iterative Width search from each reached state s that
achieves at least one more goal since the last restart. Notably, since SIW does
not heuristically evaluate the expanded states, it is a good candidate to solve
MA-planning problems without affecting the agents’ privacy.

The usage of IW search for solving MA-planning problems raises some syn-
chronization issues, since each search conducted by the IW procedure is a
breadth-first search (BFS) and, at a given time, the search tree depth reached
by an agent’s BFS can be quite different from the depth reached by the BFS
of other agents. This happens because in MA-planning each agent is capable of
executing a different set of actions, and hence the searches conducted by two
different agents can have a different branching factor. Even the usage of SIW
raises some issues about the synchronization of the IW search: when an agent
αi reaches a state achieving a new problem goal, all the agents should restart a
new IW search from that state, but accidentally a state s generated by αi after
the restart may arrive to another agent αj before that agent restarts its own
IW search. In such a case, when αj restarts its IW search to synchronize herself
with αi, state s will be discarded and won’t be visited by αj ’s restarted search.

The contribution of the paper is investigating the usage of SIW for decentral-
ized multi-agent privacy-preserving planning, proposing solutions addressing the
agent search synchronization needed for using SIW in the MA-planning setting.
An experimental study compares the investigated approach with a state-of-the-
art planner (addressing privacy in a form weaker than our approach), showing
that SIW is also a competitive planner for MA-planning.

The paper is organized as follows. Section 2 gives the necessary background;
Sect. 3 presents a new version of the SIW procedure that can solve multi-agent
privacy-preserving planning problems; Sect. 4 shows the results of our experi-
mental analysis; finally, Sect. 5 gives the conclusions and mentions future work.

2 Background

In this section, first we introduce the MA-STRIPS planning problem, then we
describe the IW search and the SIW procedure developed for classical planning.

2.1 The MA-STRIPS Planning Problem

Our work relies on MA-STRIPS, a “minimalistic” extension of the STRIPS
language for multi-agent planning [1], that is the basis of the most popular
definition of multi-agent planning problem (see, e.g., [2,5–9]).
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Definition 1. A MA-STRIPS planning problem for a set of agents Σ =
{αi}n

i=1 is a 4-tuple 〈{Ai}n
i=1, P, I,G〉 where:

– Ai is the set of actions agent αi is capable of executing, and such that for
every pair of agents αi and αj Ai ∩ Aj = ∅;

– P is a finite set of propositions;
– I ⊆ P is the initial state;
– G ⊆ P is the set of goals.

Each action consists in a name, a set of additive effects representing facts that
the action makes true, a set of positive facts representing its additive effects, and
a set of deleting effects representing facts that the action makes false. A fact is
private for an agent if other agents can neither achieve, destroy or require the
fact [1]. A fact is public otherwise. An action is private if all its preconditions
and effects are private; the action is public, otherwise.

To maintain agents’ privacy, the private knowledge shared among agents can
be encrypted. We distinguish two modes for sharing the encrypted description
of private facts. An agent can share with the other agents a description of its
search state in which each private fact that is true in a state is substituted with
a string obtained by encrypting the fact name [10].1 In the rest of the paper,
E0 denotes this encryption of search states. Another way to share search states
containing private knowledge during the search is substituting all the private
facts that are true in a state with a string obtained by encrypting all the private
fact names together [11]. This encryption of the search state is called E1.

While both methods do not reveal the names of the private facts of each
agent αi to other agents, with E0 agent αi can realize the existence of a private
fact of another agent and monitor its truth value during the search process. This
allows the other agents to infer the existence of some private actions of αi, as
well as try to infer their causal effects. With E1, the other agents can only infer
the existence of a group of private facts, as the encrypted string contained in the
exchanged states substitutes a group of an arbitrary number of private facts.

2.2 Width-Based Search

Pure width-based search algorithms are exploration algorithms that do not look
at the goal at all. The simplest such algorithm is IW (1), which is a plain breadth-
first search where newly generated states that do not make an atom X = x true
for the first time in the search are pruned. The algorithm IW (2) is similar except
that a state s is pruned when there are no atoms X = x and Y = y such that
the pair of atoms X = x, Y = y is true in s and false in all the states generated
before s.

IW (k) is a normal breadth-first except that newly generated states s are
pruned when their ”novelty” is greater than k, where the novelty of s is i iff
there is a tuple t of i atoms such that s is the first state in the search that makes
1 Private facts that are false in the search state are omitted from the shared description

of the state.
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all the atoms in t true, with no tuple of smaller size having this property [4].
While simple, it has been shown that IW (k) manages to solve arbitrary instances
of many of the standard single agent benchmark domains in low polynomial
time provided that the goal is a single atom. Such domains can be shown to
have a small and bounded width w that does not depend on the instance size,
which implies that they can be solved (optimally) by running IW (w). Moreover,
IW (k) runs in time and space that are exponential in k and not in the number
of problem variables.

The procedure IW , that calls the procedures IW (1) and IW (2), sequentially,
has been used to solve instances featuring multiple (conjunctive) atomic goals, in
the context of Serialized IW (SIW ) [4], an algorithm that calls IW for achieving
one atomic goal at a time. In other words, the j-th subcall of SIW stops when
IW generates a state sj that consistently achieves j goals from G. The search
state sj consistently achieves Gj ⊆ G if sj achieves Gj , and Gj does not need
to be undone in order to achieve G. This last condition is checked by testing
whether hmax(sj) = ∞ is true once the actions that delete atoms from Gj are
excluded. (Heuristic hmax is described in [12].)

While SIW is an incomplete blind search procedure (it can get trapped into
dead-ends), it turns out to perform much better than a greedy best-first search
guided by the standard delete relaxation heuristics [4].

3 Serialized Online IW for MA Planning

Classical planning problems solved by SIW can be understood as casting the
offline problem into an online planning problem. Each subproblem induced by
the serialization is an online j episode solved by IW, returning a path to a state
where one more goal has been achieved with respect to the last episode j − 1.

Algorithm 1 shows the multi-agent version of SIW search for an agent αi of
the MA-planning problem. Each agent considers a separate search space, since
each agent maintains its own list of open states, open, and, when an agent
expands an open state, it generates a set of states using only its own actions.
Moreover, each agent also maintains its own list of received messages to process,
open msgs. Algorithm 1 assumes the presence of a separated thread listening
for incoming messages sent from other agents; each time a message is received,
it is added to the end of the open msgs list.

During the search, each agent αi sends two types of messages to other agents,
restart messages and state messages. A restart message contains the encrypted
description of a state s to start a new episode, an identifier of the episode, and
the number of episodes required to achieve s from the problem initial state.
Similarly, a state message contains the encrypted description of a search state s
for the current episode, the depth of s in the episode search tree of αi, and the
identifier of the current episode. Given a message m, State(m) and Episode(m),
respectively, denote the search state and the episode identifier in m. Depth(m)
denotes the depth of s in the episode search tree of αi.

The episode of each agent αi can terminate if it achieves a state with a new
goal, or if it receives a restart message from another agent. The exchange of
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1 Procedure MA-SIW(sI , G, Ai, k, E, e)
Input: An initial episode search state sI , a set G of goals, a set Ai of actions agent αi

is capable of executing, a novelty bound k, a (initially empty) set E of episode

identifiers, an (initially null) episode identifier e;

Output: A solution single-agent plan πi for agent αi, or failure.

2 open ← sI

3 while open is not empty or open msg is not empty do

4 received msgs ← Dequeue(open msgs) /* Receive messages */

5 foreach m ∈ received msgs do

6 if m is a restart message then /* Process restart msg */

7 E ← E ∪ Episode(m)

8 if isEpisodeBetter(State(m), sI) then

9 return MA-SIW(State(m), G, Ai, k, E, Episode(m))

10 end

11 end

12 else /* Process state msg */

13 if Episode(m) = e then

14 Enqueue(State(m), open)

15 end

16 else

17 if Episode(m) �∈ E then

18 Enqueue(m, open msgs) /* Process later */

19 end

20 end

21 end

22 end

23 s ← Dequeue(open)

24 if G ∈ s then /* Plan found */

25 return ReconstructPlan(s)

26 end

27 if isStateBetter(s, sI) then /* Restart */

28 e ← GenerateNewEpisodeIdentifier()

29 SendRestartMessage(〈s, e〉)
30 return MA-SIW(s, G, Ai, k, E ∪ {e}, e)

31 end

32 if s is public then /* Send state */

33 SendStateMessage(〈s, Depth(s), e〉)
34 end

35 foreach a ∈ Ai s.t. Prec(a) ⊆ s do /* Expand */

36 s′ ← s \ Del(a) ∪ Add(a)

37 d ← Depth(s′)
38 if Novelty1...d(s

′) ≤ k then

39 Enqueue(s′, open)

40 end

41 end

42 end

43 return failure

Algorithm 1. SIW search run by agent αi.
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messages raise a crucial issue about the synchronization of the IW episodes of
each agent. Accidentally a state message from another agent containing a state
generated after a restart may arrive before the actual restart message. Even
when a restart message is received, αi has to assess weather the new restart
state is better than the starting state of the current episode. These kind of
synchronization issues can often occur if the agents reside on interconnected
machines through a networked infrastructure.

Agent αi iteratively processes the messages received in the open msgs list
(steps 4–22) and expands the states in the open list (step 23–42). Loop 4–43 is
repeated until the lists open and open msgs are not empty. Each time a restart
message m is received, function isEpisodeBetter(State(m), sI) evaluates whether
the current episode really ends (steps 6–11). This happens if the restart state
State(m) contains more goals than the initial state sI of the current episode. If
both achieve the same number goals, we break ties choosing State(m) if it was
achieved with less episodes than sI , and finally break ties if needed by choosing
the state whose IP is alphanumerically smaller.

If a state message m is received, agent αi checks if State(m) belongs to the
current episode (steps 13–15). If it does, αi includes State(m) in its IW search, by
adding the state to its open list using the Depth(m), ensuring a BFS expansion
order. Otherwise, if State(m) belongs to another episode, αi checks if the episode
it belongs to has already been marked as worst, and simply ignores the message.
If the episode identifier has not been evaluated yet, i.e., Episode(m) �∈ E, then
αi re-inserts the new state into the open msgs list in order to process it later,
once the restart message with the same episode identifier arrives (steps 16–20).

Another issue raising in MA-planning is that at a given time the depth
reached by agent αi in its own episode search tree can be quite different from
the depth reached by other agents, since the searches conducted by two different
agents have different branching factor, as each agent has its own set of actions.
If αi extracted the first state in the open list, it could happen that a state is
expanded before another state achieved with fewer actions. To overcome this
issue, Algorithm 1 manages the list of open states, open, as a priority list in
which the priority of a state is the depth of the state in the episode search tree
of the agent who expanded the state. If the state is expanded by an agent dif-
ferent from αi the depth of the state comes from the same message with which
the state is communicated to αi. Thereby, agent αi iteratively extracts a state
s from the open priority list, selecting the first state in open with lowest depth.

Each time a state s is extracted from open, first αi checks if the state satisfies
the goal of the planning problem. If it does, agent αi, together with the other
agents, reconstructs the plan achieving s and returns the solution plan (steps 24–
26). Otherwise, function isStateBetter(s, sI) evaluates whether s is a final search
state of the current episode (steps 27–31). This is the case when s contains more
goals than the initial state sI of the current episode, and the number of goals
reachable from s by using actions Ai is the same as those reachable from s using
set Ai minus the set of actions deleting the goals in s that are not in sI . The
set of goals reachable from a given state is estimated by constructing a relaxed
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planning graph from the state using the set Ai of actions. A relaxed planning
graph is a planning graph [13] constructed by ignoring deleting effects of actions.
Intuitively, the second part of the condition checked by isStateBetter estimates if
the remaining unachieved goals are reachable without destroying the new goals
achieved by s. The condition is different from the condition used in the version
of SIW for classical planning, because in MA-planning the hmax value that an
agent computes for a state s using its own actions gives no valuable information
about the solvability of the planning problem from s, since in MA-planning each
agent is capable of executing only a subset of the problem actions. Essentially,
hmax(s) can be infinite each time reaching the problem goals from s requires the
(joint) work of more than one agent.

Then, agent αi checks if the state s is the result of the application of a public
action, and in this case it sends a state message containing state s, its depth,
and the identifier of the current episode e to other agents (steps 32–34). Finally,
αi expands state s by applying the executable actions and, for each successor
state s′ of s, αi decides whether to include s′ in its IW search according to
the novelty of the state. In classical planning, a state s produces a new tuple
of atoms t iff s is the first state generated in the episode search that makes
t true. In the setting of MA-planning, the computation of the novelty is more
difficult because, at a given time, the depth in episode search trees constructed
by each agent can be quite different. In MA-planning, state s′ with search depth
d produces a new tuple of atoms t for agent αi iff s′ is the first state with depth
lower than or equal to d in the episode search tree of αi that makes t true.
Notation Novelty1...d(s′) denotes the novelty value of state s′ computed with
respect to states in the episode search tree with depth lower than or equal to its
depth d. So, if Novelty1...d(s′) is lower than the novelty bound k, αi adds s′ to
its open list (steps 35–41). A similar idea is exploited in the recently introduced
rollout-IW [14] and alternative formulations of novelty for heuristic search [15].

Algorithm 1 works with both encryption E0 and E1. The encryption affects
the definition of novelty. E.g., consider states s1 = {p, q}, s2 = {p}, s3 =
{q}, where p and q are private facts of some agents different from αi. Let
[x] denote the encrypted string representing one or more private facts x of
other agents. With E0, the descriptions of states s1, s2, and s3 that agent αi

handles are {[p], [q]}, {[p]}, {[q]}, respectively. With E1, these descriptions are
{[p, q]}, {[p]}, {[q]}. Assume that the order with which these states are processed
is s1, s2, s3. Then, with E0, novelty(s2) = novelty(s3) = ∞, while with E1
wehavenovelty(s2) = novelty(s3) = 1. Thus, with E0, Algorithm1 prunes s2
and s3, while with E1 it expands these states.

4 Experimental Results

In this section, we present an experimental study aimed at testing the effective-
ness of our procedure MA-SIW. We also evaluate the usefulness of two simple
extensions to MA-SIW. The first one regards the usage of an additional sec-
ondary queue. Each time MA-SIW achieves a successor state which has a novelty
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greater than the novelty bound k, MA-SIW adds the state to a secondary queue;
if open and open msgs become empty, then the states in this secondary queue
are moved into open. Essentially, with this secondary queue the novelty is not
used to prune the search, but it is used as a heuristic that prefers to expand
search states with novelty lower than or equal to the novelty bound (states with
higher novelty, instead of being discharged, are postponed). In the following,
SQ denotes the usage of this secondary queue. This change renders novelty as
a preference rather than a pruning mechanism, akin to the Best First Width
Search algorithm [16].

The second extension to MA-SIW that we evaluate in this section regards
reducing the agent communication burden by identifying situations in which an
agent can autonomously reach all problem goals by herself. Given a search state,
if an agent can reach all problem goals from this state, then the planning problem
can be solved by the agent without further interactions with the other agents.
In the proposed extension, the problem goals are estimated to be reachable by
an agent from a given search state if the relaxed planning graph constructed
from this state, using the set of actions of the agent, reaches all problem goals.
If so, the agent does not send and receive messages anymore, until a goal state
is reached or its open list becomes empty.

Note that the attempt of the agent to solve the planning problem by her-
self alone can fail, because the fact that all problem goals are reachable from
a certain search state is only estimated to be true. For this reason, during the
search that the agent conducts without communicating with the other agents,
the messages that the agent does not send or receive are not discarded, but they
are maintained in two queues. If the open list becomes empty, the received mes-
sages that were (temporarily) ignored are added to the open msg list, while the
messages that were (temporarily) not sent to the other agents are now sent, and
the communication with the other agents is re-activated to its normal modality.
In the following, DA denotes the usage of this search strategy.

Our code is written in C++, and exploits the Nanomsg open-source library
to share messages [17].2 In particular, this code is written on top of the code
developed by Bonisoli et al. [10]. However, their approach is different from ours,
Bonisoli et al. propose a distributed version of best first search for MA-STRIPS
planning, while here we study the use of a blind search along with pruning by
novelty.

Each agent uses three threads, two of which send and receive messages, while
the other one conducts the search, so that the search is asynchronous w.r.t.
the communication routines. The behavior of MA-SIW depends on the order
with which the messages are received by an agent. Each time a run of MA-
SIW is repeated, the agents’ threads can be scheduled by the operative system
differently, so that the behavior of MA-SIW can also be different. Thereby, for
each problem of our benchmark, we run MA-SIW five times and consider the
performance of the algorithm as the median over the five experimental runs.

2 Our code and experimental data will be available on request.
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When MA-SIW exceeded the CPU-time limit for more than two of the five runs,
we consider the problem unsolved.

The considered benchmarks are the problems and domains of the distributed
track of the first international competition on distributed and multi-agent plan-
ning [18,19]. In classical planning, SIW performs best using novelty bound k = 2.
Since we have empirically observed a similar behavior also for our benchmark,
all the results in the paper are derived using k = 2.

All tests are run on an Intel Xeon E5-2620 CPUs (24 nodes with 2.20 GHz)
and 128 GB of RAM. Given a MA-planning problem, for each agent in the prob-
lem we limited the usage of resources to 3 CPU cores and 8 GB of RAM. More-
over, the time limit was 5 min, after which the termination of all threads was
forced.

Table 1. Number of problems solved by SIW, SIW-DA and SIW-DA-SQ with encryp-
tions E0 and E1 for the benchmark domains of the Distributed Track of the first
competition on MA-planning.

Domain With encryption E0 With encryption E1

SIW SIW-DA SIW-DA-SQ SIW SIW-DA SIW-DA-SQ

Blocksworld 19 20 20 18 18 20

Depot 10 10 9 8 7 8

Driverlog 20 19 20 18 20 20

Elevators’08 16 17 20 16 16 20

Logistics’00 20 20 20 20 20 18

Rovers 20 20 20 20 20 20

Satellites 20 20 20 20 20 20

Sokoban 4 2 6 3 4 4

Taxi 19 20 20 13 20 20

Wireless 0 0 0 0 0 0

Woodworking’08 0 1 2 0 0 1

Zenotravel 20 20 20 20 20 20

Total (240) 168 169 177 156 165 171

Table 1 shows the number of solved instances of SIW, SIW using DA, and
SIW using both DA and SQ, with encryptions E0 and E1 for the exchanged
private facts. Table 2 shows their performance in terms of average CPU-time (in
seconds), average plan length, time score, quality score, number of exchanged
messages, and number of expanded states. The CPU time of the unsolved prob-
lem is considered to be equal to the time limit. The average CPU time is com-
puted over all the problems, while the average plan length is computed over the
solved problems. The time score and quality score are popular measures, origi-
nally proposed for the seventh international planning competition [20]; they are
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Table 2. Average CPU-time (in seconds), average plan length, time score, quality score,
number of thousands of exchanged messages, and number of thousands of expanded
states of SIW, SIW-DA and SIW-DA-SQ with encryptions E0 and E1.

Domain With encryption E0 With encryption E1

SIW SIW-DA SIW-DA-SQ SIW SIW-DA SIW-DA-SQ

Average time 92.47 90.5 85.42 109.04 96.32 94.17

Time score 153.41 157.65 150.43 137.21 147.24 141.08

Average plan length 74.71 76.44 82.52 80.32 77.51 85.35

Quality score 154.81 156.06 161.65 141.07 148.99 152.51

kMessages 32.04 26.63 325.98 25.93 25.37 267.7

kStates 27.55 23.24 187.46 25.69 24.0 141.93

defined as follows. If a planner P solves a problem π using t CPU time, it gets a
time score equal to 1

1+log10(t/t∗) , where t∗ is the best time over the times required
by the planners under comparison for solving π. Similarly, for plan quality if P
generates a plan with l actions solving π, it gets a quality score equal to l∗

l ,
where l∗ is the number of actions in the shortest plan over those computed by
the compared planners for π. If P does not solve π, then it gets zero score (both
for speed and quality). The time (quality) score of planner P is the sum of the
time (quality) scores assigned to P over all the considered test problems.

The results in Tables 1 and 2 show that, using encryption E0, SIW with DA
solves one more problem and, on average, is slightly faster than SIW without DA.
Notably, with DA the number of expanded states and exchanged messages is sig-
nificantly reduced. This is important because, if fewer messages are exchanged,
less (private) knowledge is shared and hence the agents’ privacy is better pre-
served. Moreover, SIW with both DA and SQ is on average slightly faster, and
solves several more problems than SIW with DA.

The relative performance of the compared algorithms using encryption E1
is similar: SIW with both DA and SQ is the fastest, and has the best number
of solved instances. As expected, the performance obtained using E1 are worse
than using E0. Indeed, it can be shown that the novelty of a state computed by
E1 is always smaller than the novelty computed by E0, and hence the pruning
obtained by E1 is less effective than E0. On the other hand, as discussed before,
the knowledge than could be inferred by using E0 includes the existence of private
facts and the effects of private actions, while using E1 the private knowledge that
could be inferred in much more limited. Interestingly, the results in Tables 1 and
2 show that SIW-DA-SQ using E1 solves few less problems than using E0, and
that in terms of speed using E0 or E1 gives similar performance.

We also have run SIW-SQ with the competition benchmark domains used
in our experiments. Overall, SIW-SQ solves fewer problems than SIW-DA-SQ:
SIW-SQ using E0 solves 175 problems, while using E1 solves 167 problems.

Finally, we compare SIW-DA-SQ with the state-of-the-art multi-agent plan-
ner MAPlan [11,21], which showed the best performance at the first international
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Table 3. Number of solved problems of SIW-DA-SQ using encryptions E0 and E1
w.r.t. MAPlan.

Domain SIW-DA-SQ
with encryption E0

SIW-DA-SQ
with encryption E1

MAPlan
FF + DTG

Blocksworld 20 20 20

Depot 9 8 9

Driverlog 20 20 16

Elevators08 20 20 8

Logistics00 20 18 17

Rovers 20 20 20

Satellites 20 20 20

Sokoban 6 4 13

Taxi 20 20 20

Wireless 0 0 3

Woodworking’08 2 1 16

Zenotravel 20 20 20

Total (240) 177 171 182

competition on distributed and multi-agent planning [18]. MAPlan conducts two
consecutive best-first searches: the first search is guided by the LM-cut heuristic
[22]; the second one is guided by the FF heuristic adapted for the multi-agent
context [23]. The version of MAPlan that took part at the competition also
terminates after 5 min.

Differently from MAPlan, the agents in SIW-DA-SQ do not exchange heuris-
tic information during the search. From the heuristic information exchanged by
MAPlan an agent could derive private knowledge of other agents, such as the
existence of a certain number of other agents private actions, which is a dis-
advantage w.r.t. using SIW. On the other hand, as expected, without guiding
the search by heuristics SIW-DA-SQ performs worse than MAPlan, although
according to the results in Tables 3 and 4 the performance gap is quite small.
MAPlan has the best number of solved instances, but SIW-DA-SQ with encryp-
tion E0 solves only few less problems. Moreover, the speed of SIW-DA-SQ with
both encryptions E0 and E1 is similar to MAPlan. In terms of plan length the
compared approaches perform similarly, although the average plan length for
MAPlan is almost double of the one for SIW-DA-SQ. This is due to the Wood-
working domain, whose problems are mostly unsolved by SIW-DA-SQ, while
MAPlan solves them with quite long plans (containing more than one thousands
actions). If we rule out Woodworking from the experimental analysis, the per-
formance of MAPlan is comparable with that of SIW-DA-SQ in terms of both
average plan length and quality score. We think that the reason of the poor per-
formance of our approach in Woodworking is the presence of some bugs in the
code that instantiates the problem, since we have noticed that there are actions
necessary for solving the problem that are not grounded.
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Table 4. Average CPU-time (in seconds), average plan length, time score, and quality
score of SIW-DA-SQ using encryptions E0 and E1 w.r.t. MAPlan.

Domain SIW-DA-SQ
with encryption E0

SIW-DA-SQ
with encryption E1

MAPlan
FF+DTG

Average time 85.42 94.17 93.63

Time score 143.82 134.04 159.3

Average plan length 82.52 85.35 145.77

Quality score 159.66 150.33 149.6

5 Conclusion

In multi-agent privacy-preserving planning, the goal of the agents is to compute
a joint plan that achieves mutual goals by keeping certain information private to
the individual agents. However, typically, during the search each agent exchanges
information with others, and the exchanged information could be used to infer
private knowledge [5]. In this paper, we investigate the usage of SIW for multi-
agent planning. Differently from the approaches proposed for multi-agent plan-
ning in the current literature, SIW conducts a “blind” search, and hence it does
not require that agents exchange heuristic values. As a consequence, we claim
that the agents’ privacy can be better preserved by SIW than by the existing
approaches to MA-planning.

The usage of IW search for solving MA-planning problems raises some syn-
chronization issues that we have observed in this paper. We have proposed a new
SIW procedure solving these issues, and have developed some improvements
to the basic procedure that either speedup the search or reduce the number
of exchanged messages, improving the agents’ privacy. An experimental anal-
ysis shows that our approach is competitive with the state-of-the-art planner
MAPlan, which by exchanging heuristic information among agents is weaker
than our approach in terms of privacy preservation.

An interesting direction for future work is to investigate the usage and adap-
tation of recent heuristics based on the notion of novelty, that have been devel-
oped for centralized planning, in the setting of MA-planning [16]. Moreover, in
order to preserve the agents’ privacy even further, we plan to study the tech-
niques that we have proposed also in the context of the definition of MA-planning
problem presented in [10,24], which allows to constrain the information that can
be shared among agents.
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18. Štolba, M., Komenda, A., Kovacs, D.L.: Competition of distributed and multiagent

planners (2015). http://agents.fel.cvut.cz/codmap/
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20. Olaya, A., G., López C., L., Jiménez, S., C.: Deterministic part of the 7th Interna-
tional Planning Competition IPC7. In: ICAPS (2011). http://www.plg.inf.uc3m.
es/ipc2011-deterministic
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Abstract. The Operating Room Scheduling (ORS) problem is the task
of assigning patients to operating rooms, taking in account different spe-
cialties, the surgery and operating room shift durations and different
priorities. Given that Answer Set Programming (ASP) has been recently
employed for solving real-life scheduling and planning problems, in this
paper we first present an off-line solution based on ASP for solving the
ORS problem. Then, we present techniques for re-scheduling on-line in
case the off-line schedule can not be fully applied. Results of an experi-
mental analysis conducted on benchmarks with realistic sizes and param-
eters show that ASP is a suitable solving methodology also for the ORS
problem.

1 Introduction

The Operating Room Scheduling (ORS) [1,5,18,20] problem is the task of assign-
ing patients to operating rooms, taking in account different specialties, surgery
durations, and operating room shift durations. Given that patients may have
priorities, the solution has to find an accommodation for the patients with high-
est priorities, and then to the other with lower priorities if space is still available.
A proper solution to the ORS problem is crucial for improving the whole quality
of the health-care and the satisfaction of patients. Indeed, modern hospitals are
often characterized by long surgical waiting lists, which is caused by inefficiencies
in operating room planning, leading to an obvious dissatisfaction of patients.

Complex combinatorial problems, possibly involving optimizations, such as
the ORS problem, are usually the target applications of knowledge representa-
tion and reasoning formalisms such as Answer Set Programming (ASP). Indeed,
its simple but rich syntax [9], which includes optimization statements as well as
powerful database-inspired constructs such as aggregates, and its intuitive seman-
tics, combined with the readability of specifications (always appreciated by users)
and availability of efficient solvers (see, e.g., [3,17,19]), make ASP an ideal can-
didate for addressing such problems. Indeed, ASP has been already successfully
used for solving hard combinatorial and application problems in several research
areas, including Artificial Intelligence [6,12], Bioinformatics [14], Hydroinformat-
ics [16], and also employed in industrial applications (see, e.g., [2,11]).
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In this paper we first present an off-line solution schedule based on ASP
for solving the ORS problem, where problem’s specifications are modularly
expressed as ASP rules, and ASP solvers are used to solve the resulting ASP
program. Then, we also present techniques for re-scheduling on-line in case the
off-line solution can not be fully applied given, e.g., some patients could not be
operated in their assigned slot and have to be reallocated; in this case, the aim
is of minimizing the changes needed to accommodate the new situation. Again,
the re-scheduling is specified by modularly adding ASP rules to (part of) the
original ASP program. We have finally run a wide experimental analysis on ORS
benchmarks with realistic sizes and parameters inspired from data of a hospi-
tal in the north-east of Italy. Additionally, we have also performed a scalability
analysis on the performance of the employed ASP solver and encoding for the
scheduling problem w.r.t. schedule length. Overall, results show that ASP is a
suitable solving methodology also for ORS, given that a high efficiency, defined
in terms of room’s occupation, can be achieved in short timings in line with the
need of the application.

2 Background on ASP

Answer Set Programming (ASP) [7] is a programming paradigm developed in
the field of nonmonotonic reasoning and logic programming. In this section we
overview the language of ASP. More detailed descriptions and a more formal
account of ASP, including the features of the language employed in this paper,
can be found in [7,9]. Hereafter, we assume the reader is familiar with logic
programming conventions.

Syntax. The syntax of ASP is similar to the one of Prolog. Variables are strings
starting with uppercase letter and constants are non-negative integers or strings
starting with lowercase letters. A term is either a variable or a constant. A
standard atom is an expression p(t1, . . . , tn), where p is a predicate of arity n and
t1, . . . , tn are terms. An atom p(t1, . . . , tn) is ground if t1, . . . , tn are constants.
A ground set is a set of pairs of the form 〈consts :conj〉, where consts is a list of
constants and conj is a conjunction of ground standard atoms. A symbolic set
is a set specified syntactically as {Terms1 : Conj1; · · · ;Termst : Conjt}, where
t > 0, and for all i ∈ [1, t], each Termsi is a list of terms such that |Termsi| =
k > 0, and each Conji is a conjunction of standard atoms. A set term is either a
symbolic set or a ground set. Intuitively, a set term {X :a(X, c), p(X);Y :b(Y,m)}
stands for the union of two sets: the first one contains the X-values making the
conjunction a(X, c), p(X) true, and the second one contains the Y -values making
the conjunction b(Y,m) true. An aggregate function is of the form f(S), where
S is a set term, and f is an aggregate function symbol. Basically, aggregate
functions map multisets of constants to a constant. The most common functions
implemented in ASP systems are the following:

• #count , number of terms;
• #sum, sum of integers.
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An aggregate atom is of the form f(S) ≺ T , where f(S) is an aggregate function,
≺ ∈ {<, ≤, >,≥} is a comparison operator, and T is a term called guard. An
aggregate atom f(S) ≺ T is ground if T is a constant and S is a ground set. An
atom is either a standard atom or an aggregate atom. A rule r has the following
form:

a1 ∨ . . . ∨ an :– b1, . . . , bk, not bk+1, . . . , not bm.

where a1, . . . , an are standard atoms, b1, . . . , bk are atoms, bk+1, . . . , bm are stan-
dard atoms, and n, k,m ≥ 0. A literal is either a standard atom a or its negation
not a. The disjunction a1 ∨ . . . ∨ an is the head of r, while the conjunction
b1, . . . , bk, not bk+1, . . . , not bm is its body. Rules with empty body are called
facts. Rules with empty head are called constraints. A variable that appears
uniquely in set terms of a rule r is said to be local in r, otherwise it is a global
variable of r. An ASP program is a set of safe rules. A rule r is safe if both
the following conditions hold: (i) for each global variable X of r there is a posi-
tive standard atom � in the body of r such that X appears in �; (ii) each local
variable of r appearing in a symbolic set {Terms :Conj} also appears in Conj .

A weak constraint [8] ω is of the form:

:∼ b1, . . . , bk, not bk+1, . . . , not bm. [w@l]

where w and l are the weight and level of ω. (Intuitively, [w@l] is read “as weight
w at level l”, where weight is the “cost” of violating the condition in the body
of w, whereas levels can be specified for defining a priority among preference
criteria). An ASP program with weak constraints is Π = 〈P,W 〉, where P is a
program and W is a set of weak constraints.

A standard atom, a literal, a rule, a program or a weak constraint is ground
if no variables appear in it.

Semantics. Let P be an ASP program. The Herbrand universe UP and the
Herbrand base BP of P are defined as usual. The ground instantiation GP of
P is the set of all the ground instances of rules of P that can be obtained by
substituting variables with constants from UP .

An interpretation I for P is a subset I of BP . A ground literal � (resp.,
not �) is true w.r.t. I if � ∈ I (resp., � 
∈ I), and false (resp., true) otherwise. An
aggregate atom is true w.r.t. I if the evaluation of its aggregate function (i.e.,
the result of the application of f on the multiset S) with respect to I satisfies
the guard; otherwise, it is false.

A ground rule r is satisfied by I if at least one atom in the head is true w.r.t.
I whenever all conjuncts of the body of r are true w.r.t. I.

A model is an interpretation that satisfies all the rules of a program. Given a
ground program GP and an interpretation I, the reduct [15] of GP w.r.t. I is the
subset GI

P of GP obtained by deleting from GP the rules in which a body literal
is false w.r.t. I. An interpretation I for P is an answer set (or stable model) for
P if I is a minimal model (under subset inclusion) of GI

P (i.e., I is a minimal
model for GI

P ) [15].
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Given a program with weak constraints Π = 〈P,W 〉, the semantics of Π
extends from the basic case defined above. Thus, let GΠ = 〈GP , GW 〉 be the
instantiation of Π; a constraint ω ∈ GW is violated by an interpretation I if all
the literals in ω are true w.r.t. I. An optimum answer set O for Π is an answer
set of GP that minimizes the sum of the weights of the violated weak constraints
in GW in a prioritized way.

3 Problem Description

Most modern hospitals are characterized by a very long surgical waiting list,
often worsened, if not altogether caused, by inefficiencies in operating room
planning. In this paper, the elements of the waiting list are called registrations.
Each registration links a particular surgical procedure, with a predicted duration,
to a patient.

The overall goal of the ORS problem is to assign the maximum number of
registrations to the operating rooms (ORs). As first requirement, the assignments
must guarantee that the sum of the predicted duration of surgeries assigned
to a particular OR shift does not exceed the length of the shift itself, this is
referred in the following as surgery requirement. Moreover, registrations are not
all equal: they can be related to different pathologies and they can be in the
waiting list for different periods of time. These two factors can be unified in a
singular concept: priority. Registrations are classified according to three different
priority categories, namely P1, P2 and P3. The first one gathers either very urgent
registrations or the ones that have been in the waiting list for a long period of
time; we require that these registrations are all assigned to an OR. Then, the
registrations of the other two categories are assigned to the top of the ORs
capacity, prioritizing the P2 over the P3 ones (minimization).

However, in hospital units it is frequent that one planned assignment of ORs
cannot be fulfilled due to complications or conflicts that may occur either during
the surgery or before. In particular, surgeries may last longer than expected or
some patients may delete the registration. Therefore, in such cases it is required
to compute a new schedule which reallocates the ORs and, at the same time,
minimizes the differences with a previous computed schedule. This problem is
usually referred to as rescheduling. It is important to emphasize here that such
situations are usually independent from the quality of the original schedule,
indeed they are often due to unpredictable events.

The ORS problem can be split into two subproblems: (i) computation of an
initial schedule for a given planning period (usually one week in hospitals, which
is thus our target), and (ii) the rescheduling, i.e., the generation of an altered
schedule based on complications or conflicts that require changes in the initial
schedule.

The implementation described in Sect. 4 supports both the generation of an
optimized initial schedule of the surgeries and its alteration and rearrangement in
case of needed rescheduling, where the case of canceled registrations is considered.
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4 ASP Encoding

In this section the scheduling and rescheduling problems are described in the
Answer Set Programming language, in particular following the ASP-Core-2
input language specification [9], in two separate sub-sections.

4.1 OR Scheduling

Data Model. The input data is specified by means of the predicates described
in this paragraph. The predicates representing the facts of our encoding are the
following:

• Instances of registration(R, P, SU, SP) represent the registrations, charac-
terized by an id (R), a priority score (P ), a surgery duration (SU) and the
id of the specialty (SP ) it belongs to.

• Instances of mss(O, S, SP,D) link each operating room (O) to a shift (S) for
each specialty and planning day (D) as established by the hospital Master
Surgical Schedule (MSS), i.e., a cyclic timetable constructed to define the
specific assignment of OR shifts to specialties. Note that every value of the
variable S represents an unique period of time, called shift, and that each day
contains two shifts in our choice of MSS. Thus, S = 1 denotes the Monday
(D = 1) AM shift, S = 2 the Monday (D = 1) PM one, S = 3 the Tuesday
(D = 2) AM one and so on.

• The OR shifts are represented by the instances of the predicate duration(N,
O, S), where N is the shift duration.

• Assignments are stored in the instances of x(R, P, O, S, D), representing
that the registration R with priority P is assigned to the operating room O
during the shift S and the day D.

Encoding. Here we describe the ASP rules used for solving the ORS problem.
The encoding is based on the well-known Guess&Check programming methodol-
ogy. In particular, the following rule guesses an assignment for the registrations
to an operating room in a given day and shift among the ones permitted by the
MSS for the particular specialty the registration belongs to.

x(R,P,O, S,D) ∨ nx(R,P,O, S,D) :– registration(R,P, , SP ),
mss(O,S, SP,D).

(1)

Note that nx(R,P,O, S,D) is a fresh atom representing that a registration is not
assigned to an operating room in a specific day. The same registration should
not be assigned more than once, in different operating rooms or shifts. This is
assured by the constraints:

:– x(R,P,O, S1, ), x(R,P,O, S2, ), S1 ! = S2.

:– x(R,P,O1, S, ), x(R,P,O2, S, ), O1 ! = O2.

:– x(R,P,O1, S1, ), x(R,P,O2, S2, ), O1 ! = O2, S1 ! = S2.

(2)

Note that in our setting there is no requirement that every registration must
actually be assigned.
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Surgery Requirement. With this constraint, we impose that the total length of
surgery durations assigned to a shift is less than or equal to the shift duration.

surgery(R,SU,O, S) :– x(R, ,O, S, ), registration(R, , SU, , , ).
:– x( , , O, S, ),#sum{SU,R : surgery(R,SU,O, S)} > N, duration(N,O, S).

(3)

Minimization. Registrations are characterized by the three priority levels P1,
P2 and P3. We want to be sure that every registration having priority 1 is
assigned, then we assign as much as possible of the others, giving precedence
to registrations having priority 2 over those having priority 3. This procedure is
accomplished through constraint (4) for the priority 1 and the weak constraints
(5) and (6) for priority 2 and 3, respectively.

:– N = totRegsP1 − #count{R : x(R, 1, , , )}, N > 0. (4)

:∼ N = totRegsP2 − #count{R : x(R, 2, , , )}. [N@3] (5)

:∼ N = totRegsP3 − #count{R : x(R, 3, , , )}. [N@2] (6)

totRegsP1, totRegsP2 and totRegsP3 are constants representing the total number
of registrations having priority 1, 2 and 3, respectively.

Minimizing the number of unassigned registrations could cause an implicit
preference towards the assignments of the registrations with shorter surgery
durations. To avoid this effect, one can consider to minimize the idle time, how-
ever this is in general slower from a computational point of view and unnecessary,
since the shorter surgeries preference is already mitigated by our three-tiered pri-
ority system.

4.2 Rescheduling

In the rescheduling problem, we start from an already-defined schedule that for
some reasons could not be followed to the end and must be partially scheduled
again. In particular, we took into account the case where some patients could
not be operated in their assigned slot and must be reallocated in one of the slots
in the remaining part of the original planning period.

Data Model. The predicates representing the facts of our encoding are the
following:

• The old planning is encoded through facts represented by instances of the
predicate x(R, P, O, S, D).

• MSS, registrations and shifts are described by the same predicates as in the
previous section.

• The new assignments are described using a novel predicate y.
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Encoding. The new encoding includes only rules (1), (2) and (3) from the
previous encoding, where atoms over the predicate x and nx are replaced with y
and ny, respectively. Additionally, a constraint must be added to ensure that for
every single registration in the old schedule (x predicate) there is an assignment
in the new one (y predicate):

:– not y(R,P, , , ), x(R,P, , , ). (7)

The main objective of the scheduling was to assign the largest possible num-
ber of registrations to the OR shifts. On the contrary, in the rescheduling problem
the objective is to reassign all the previously allocated registrations and the real-
located ones with the least possible disruption to the old schedule. In order to
do so, we compute and minimize the difference in days between the new and old
assignments for each registration. This means that the rules (4), (5) and (6) are
replaced by:

difference(DF , R) :– y(R, , , ,D), x(R, , , ,OldD), DF = |D − OldD |.
:∼ T = #sum{DF , R : difference(DF , R)}. [T@1]

(8)

5 Experimental Results

In this section we report about the results of an empirical analysis of the schedul-
ing and rescheduling problems. For the initial scheduling problem, data have been
randomly generated but having parameters and sizes inspired by real data, then
a part of the results of the planning has been used as input for the reschedul-
ing (as we will detail later). Both experiments were run on a Intel R© CoreTM

i7-7500U CPU @ 2.70 GHz with 7.6 GB of physical RAM. The ASP system used
was clingo [17], version 5.5.2.

5.1 ORS

The test case we have assembled for the initial planning is based on the require-
ments of a typical middle sized hospital, with five surgical specialties to be
managed. To test scalability, other than the 5-days planning period, which is
the one that is widely used in Italian hospital units, seven benchmarks of differ-
ent dimension were created. Each benchmark was tested 10 times with different
randomly generated input. The characteristics of the tests are the following:

• 7 different benchmarks, comprising a planning period of respectively 15, 10,
7, 5, 3, 2 and 1 work days;

• 10 operating rooms unevenly distributed among the specialties;
• 5 h long morning and afternoon shifts for each operating room, summing up to

a total of respectively 1500, 1000, 700, 500, 300, 200 and 100 hours of OR
available time for the 7 benchmarks;
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Table 1. Parameters for the random generation of the scheduler input.

Specialty Registrations ORs Avg. surgery

duration (min)

Coefficient

of variation

15-day 10-day 7-day 5-day 3-day 2-day 1-day

1 240 160 112 80 48 32 16 3 124 48%

2 210 140 98 70 42 28 14 2 99 18%

3 210 140 98 70 42 28 14 2 134 19%

4 180 120 84 60 36 24 12 1 95 21%

5 210 140 98 70 42 28 14 2 105 29%

Total 1050 700 490 350 210 140 70 10

• for each benchmark, we generated 1050, 700, 490, 350, 210, 140 and 70 reg-
istrations, respectively, from which the scheduler will draw the assignments.
Registrations are characterized by a surgery duration, a specialty and a prior-
ity. In this way, we simulate the common situation where a hospital manager
takes the beginning of an ordered, w.r.t. priorities, waiting list and tries to
assign as many elements as possible to each OR.

The surgery durations have been generated assuming a normal distribution,
while the priorities have been generated from a quasi-uniform distribution of
three possible values (with weights respectively of 0.30, 0.33 and 0.37 for reg-
istrations having priority 1, 2 and 3, respectively). The parameters of the test
have been summed up in Table 1. In particular, for each specialty (1 to 5), we
reported the number of registrations generated for each benchmark (15-, 10-, 7-,
5-, 3-, 2- and 1-day), the number of ORs assigned to the specialty, the average
duration of surgeries, and the coefficient of variation (defined as the standard
deviation over the mean), respectively.

Results of the experiment are reported in Table 2, as the average of 10 runs
for each benchmark. Table 2 reports, for each benchmark, the average number
of assigned registrations (shown as assigned/generated ratio). The efficiency col-
umn shows the percentage of the total OR time occupied by the assigned regis-
trations. A time limit of 20 s was given in view of a practical use of the program:
on the target 5-days planning length, an efficiency of the 95% was reached. As a
general observation, we report that with all the considered benchmarks, except
with the one having planning length of 15-day, we obtained an efficiency greater
than or equal to 90%. The 1-day test managed to converge after 10 s.

A detailed analysis of the performance is reported in Table 3 for the target
5-day planning period. In particular, for each of the 10 runs executed, Table 3
reports the number of the assigned registrations out of the generated ones for
each priority, and a measure of the total time occupied by the assigned registra-
tions as a percentage of the total OR time available. In this case, it is possible
to observe that the efficiency is always greater or equal than 95%, but for an
instance having efficiency of 92%.
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Table 2. Averages of the results for the 15, 10, 7, 5, 3, 2 and 1-day benchmarks.

Benchmark Priority 1 Priority 2 Priority 3 Total Efficiency

15 days 319/319 169/342 42/389 530/1050 66%

10 days 210/210 201/229 81/261 492/700 90%

7 days 147/147 152/166 55/177 353/490 92%

5 days 106/106 102/113 50/130 258/350 95%

3 days 62/62 62/67 35/81 159/210 94%

2 days 42/42 40/46 22/52 104/140 95%

1 day 21/21 20/23 12/26 53/70 96%

Table 3. Scheduling results for the 5-day benchmark.

Assigned registrations OR time efficiency

Priority 1 Priority 2 Priority 3 Total

103 out of 103 104 out of 121 61 out of 126 268 out of 350 96%

114 out of 114 90 out of 94 54 out of 142 258 out of 350 95%

102 out of 102 116 out of 116 43 out of 123 261 out of 350 95%

112 out of 112 90 out of 102 50 out of 136 252 out of 350 95%

103 out of 103 95 out of 107 35 out of 140 233 out of 350 92%

99 out of 99 99 out of 122 66 out of 129 264 out of 350 95%

101 out of 101 108 out of 110 44 out of 139 253 out of 350 95%

114 out of 114 115 out of 124 41 out of 112 270 out of 350 96%

114 out of 114 114 out of 129 34 out of 107 262 out of 350 96%

98 out of 98 91 out of 108 73 out of 144 262 out of 350 95%

Finally, in 5 plots of Fig. 1 we (partially) present the results achieved on one
instance (i.e., the first instance of Table 3) with 350 registrations for 5 days.
Each colored block in the respective plots corresponds to a registration assigned
to one of the 10 operating rooms. The remaining space up to the 300 min limit
represent the idle time of the OR. Only the data about the morning assignments
are showed; the ones for the afternoon are similar (qualitatively). The bottom-
right plot shows, instead, the evolution of the solution quality when 600 s are
granted to the same instance.

5.2 Rescheduling

The rescheduling is applied to a previously planned schedule in the case this
could not be carried on to the end. Once planned, a specialty schedule does not
normally influence the other specialties, thus it makes sense to re-schedule one
specialty at a time.
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Fig. 1. Example of scheduling with 350 registrations for 5 days, and time scale (bottom-
right).

To test the rescheduler we have defined three different scenarios. Considering
the target planning schedule of 5-day, we assumed that in the second day a
number of surgeries in specialty 1 had to be postponed to the next day. This
number was set to 1 (scenario A), 3 (scenario B) or 6 (scenario C), respectively.
Thus, we have to re-schedule the three remaining days of the planning.

In order to be able to insert the postponed registrations, we have to make
sure that the starting schedule leaves enough available OR time by removing
the necessary registrations from the old schedule, beginning from the last day of
the period and from the registrations in the priority 3 category. The three tests
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performed had the following characteristics: (i) in all scenarios the postponed
registrations have been generated with an average surgery duration of 100 min,
(ii) the number of registrations present in the old schedule is 43, (iii) 0, 1 and
4 priority 3 old schedule registrations had to be removed from the last planning
day in scenarios A, B and C, respectively.

The results are summarized in Table 4, where we report the scenario, the
number of registrations that were inserted in each scenario (Postponed Regis-
trations), the number of registrations coming from the old schedule (Old Reg-
istrations), and the total displacement, calculated as described in (8), showing
the sum of all day displacements the old registrations were subject to in the
resulting new schedule.

Table 4. Results for the three rescheduling scenarios.

Scenario Postponed registrations Old registrations Total
displacements (days)

A 1 43 3

B 3 42 4

C 6 39 6

6 Application of Our ASP Solution

Our ASP solution presented in this paper is part of a more general real-life
application that we are developing. The application can be accessed through
a web-interface where the parameters of the problem can be specified. More-
over, the interface allows the user to interact with the ASP encoding by offering
web forms for adding the so called “customizable constraints”, that express user
requirements and preferences. We have identified five different constraints that
combined together cover most user needs, and are detailed in the following para-
graph. Finally, note that such customizable constraints can be used for both
scheduling and rescheduling.

Customizable Constraints. The customizable constraints are not strictly required
for the working of the program but allow the user to tweak as they prefer the
final results. Each of these constraints can be activated at runtime for multiple
registrations and can involve different selection of days, ORs, and shifts.

Given a set of n registrations, defined by the user through the app interface
and characterized by the ids ri i = 1, ..., n, the first imposes that the set can be
assigned only in a chosen period, defined as all the operating room shifts between
the initial (i) and the final (f ) days, where i and f are parameters provided by
the user. For each registration we impose:

:– x(ri , , , S, ), S < i .
:– x(ri , , , S, ), S > f .

(9)
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The second constraint can be used to forbid a specific shift s to the chosen
registrations:

:– x(ri , , , s, ). (10)

The third and fourth customizable constraints regard forbidding or enforcing the
use of a specific OR o for a set of registrations, respectively:

:– x(ri , , o, , ), registration(ri , , , ),mss(o, , , ).
:– not x(ri , , o, , ), registration(ri , , , ),mss(o, , , ).

(11)

The last constraint can be used if the user wants to assign a set of registrations as
temporally close as possible to a specific OR shift, without actually enforcing it.
This can be accomplished by defining a predicate (distance(N, R)) that computes
the distance (N) between the assigned (S) and suggested (represented by the
parameter prefS ) shifts and tries to minimize it:

distance(N, ri) :– x(ri , , , S, ), N = |S − prefS |.
:∼ T = #sum{N,R : distance(N,R)}. [T@4]

(12)

All these constraints can be applied to different sets of registrations at the same
time, using different user provided parameters.

7 Related Work

We are not aware of any previous attempt to solve the ORS problem using
ASP algorithms, however an extensive literature approaching this problem with
different techniques has been developed.

Aringhieri et al. [5] addressed the joint OR planning (MSS) and scheduling
problem, described as the allocation of OR time blocks to specialties together
with the subsets of patients to be scheduled within each time block over a one
week planning horizon. They developed a 0–1 linear programming formulation of
the problem and used a two level meta-heuristic to solve it. Its effectiveness was
demonstrated through extensive numerical experiments carried out on a large set
of instances based on real data. In [18], the same authors introduced a hybrid two-
phase optimization algorithm which exploits the potentiality of neighborhood
search techniques combined with Monte Carlo simulation, in order to solve the
joint advance and allocation scheduling problem taking into account the inherent
uncertainty of surgery durations. Abedini et al. [1] developed a bin packing
model with a multi-step approach and a priority-type-duration (PTD) rule. The
model maximizes utilization and minimizes the idle time, which consequently
affects the cost at the planning phase and was programmed using MATLAB.
Molina-Pariente et al. [20] tackled the problem of assigning an intervention date
and an operating room to a set of surgeries on the waiting list, minimizing
access time for patients with diverse clinical priority values. The algorithms used
to allocate surgeries were various bin packing (BP) operators. They adapted
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existing heuristics to the problem and compared them to their own heuristics
using a test bed based on the literature. The tests were performed with the
software Gurobi.

The rescheduling problem was addressed by Shu et al. [22], using an extension
of the Longest Processing Time (LPT) algorithm, which was used to solve the
atomic job shop scheduling problem. Zhang et al. [23] addressed the problem of
OR planning with different demands from both elective patients and non-elective
ones, with priorities in accordance with urgency levels and waiting times. This
problem is formulated as a penalty stochastic shortest-path Markov Decision
Process (MDP) with dead ends (fSSPDE), and solved using MATLAB by the
method of asynchronous value iteration.

Finally, in the introduction we have already reported that ASP has been
already successfully used for solving hard combinatorial and application prob-
lems in several research areas. ASP encodings were proposed for scheduling prob-
lems other than ORS, as examples Incremental Scheduling Problem [10], where
the goal is to assign jobs to devices such that their executions do not overlap
one another; Team Building Problem [21], where the goal is to allocate the avail-
able personnel of a seaport for serving the incoming ships; and Nurse Scheduling
Problem [4,13], where the goal is to create a scheduling for nurses working in
hospital units.

8 Conclusions

In this paper we presented an ASP encoding to provide a solution to the ORS
problem, where specifications of the problem are modularly expressed as ASP
rules. Then, we also presented techniques for re-scheduling on-line in case the
off-line solution can not be fully applied given, e.g., canceled registrations. In
this case, the goal is to minimize the changes needed to accommodate the new
situation. Again, the re-scheduling is specified by modularly adding ASP rules
to (part of) the original ASP program. Finally, we presented the results of an
experimental analysis on ORS benchmarks with realistic sizes and parameters
showing that our scheduling solution obtains around 95% of efficiency after few
seconds of computation on planning length of 5 days usually used in Italian
hospitals. Our solution also enjoys good scalability property, having an efficiency
over or equal to 90% for planning periods up to 10 days, i.e., double w.r.t. the
target period. Also our rescheduling solution reached positive results.

All benchmarks and encodings employed in this work can be found at: http://
www.star.dist.unige.it/∼marco/AIIA2018/material.zip.

http://www.star.dist.unige.it/~marco/AIIA2018/material.zip
http://www.star.dist.unige.it/~marco/AIIA2018/material.zip
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Abstract. The deployment of autonomous robots capable to both
socially interact and proactively offer support to human users in a
common life scenario remains challenging despite the recent technical
advancements. For instance, research for endowing autonomous robots
with the capability of acting in “non-ideal” and partially observable envi-
ronments as well as socially interacting with humans is still an area
in which improvements are specifically needed. To this aim, this paper
elaborates on the need for integrating different Artificial Intelligence
(AI) techniques to foster the development of personal robotic assistants
continuously supporting older adults. Recently, the authors have been
working on proposing an AI-based cognitive architecture that integrates
knowledge representation and automated planning techniques in order
to endow assistive robots with proactive and context situated abilities.
This paper particularly describes a goal triggering mechanism to allow
a robot to reason over the status of the user and the living environment
with the aim of dynamically generating high-level goals to be planned
accordingly.

Keywords: Goal reasoning · Knowledge reasoning
Planning and acting · Timeline-based planning
Sensor networks · Intelligent capabilities integration

1 Introduction

The deployment of autonomous robots in common life situations raises many
research challenges that are still open despite the current technical advance-
ments. In order to be fully reliable, autonomous robots must be capable of
safely acting in “non-ideal” environments as well as socially interacting with
humans when needed. The integration of different techniques coming from dif-
ferent fields like e.g., robotics, artificial intelligence (AI) or psychology, is key to
realize hybrid cognitive capabilities that allow robots to effectively interact with
humans in socially common situations [2,14,17]. In such contexts, autonomous
robots should be able to represent and reason over a wide and heterogeneous set
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C. Ghidini et al. (Eds.): AI*IA 2018, LNAI 11298, pp. 460–473, 2018.
https://doi.org/10.1007/978-3-030-03840-3_34

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-03840-3_34&domain=pdf
https://doi.org/10.1007/978-3-030-03840-3_34


A Goal Triggering Mechanism for Continuous Human-Robot Interaction 461

of information while acting in the environment [11]. The structure of this infor-
mation depends on the particular scenario and the application objectives, but
also on the particular behavior a robot aims to achieve [1,13]. The knowledge
can be static if a robot performs always the same task in the same environment.
The knowledge must be dynamic instead, if a robot must be capable of learning
from experience and adapt its behaviors.

A uniform approach capable of “closing the loop” between the representa-
tion capabilities and the acting capabilities of an autonomous robot in a general
and uniform way is less explored and mostly still open as a problem. Such a
capability would be particularly helpful for assistive robots taking care of senior
users in different daily life situations. There is a high number of situations that
an assistive robot may deal with as well as a high number of tasks that it may
perform to support/help older adults. The aim of defining a comprehensive plan-
ning domain for all such possible situations is a sort of “unsupported desiderata”
that contributed to trigger the research line topic of this paper. More in general,
we are pursuing the long-term research objective to provide an assistive robot
with the ability to take autonomous decisions for both supporting senior per-
sons in their living environments and having effective and safe interactions with
them. Specifically, we focus on scenarios where a senior user with mild cognitive
and/or physical impairments lives in her home with the need of a continuous
assistance from a personal robotic assistant. In such a scenario, a robot should
(i) acquire information about the user and the environment via a sensor net-
work, (ii) analyze and reason over such information and (iii) proactively take
decisions to (effectively and safely) support with continuity the user in her daily
home-living activities. Thus, we are investigating the integration of knowledge
representation and reasoning with automated planning and execution techniques
with the aim of creating the cognitive capabilities needed to reason about the
status of the environment and dynamically decide assistive tasks to perform.

As a case study, we leverage our past experience by defining a realistic sce-
nario derived from the GiraffPlus project [9]. The project was aimed at creat-
ing an integrated environment to support seniors in their living environments.
That project represents an interesting testbed for continuous monitoring inte-
grating a sensor network, software services and a telepresence robot. In this
context, a robot must be capable of interpreting data coming from the sensor
network according to a well defined semantics and build knowledge characteriz-
ing the state of the environment and the monitored user. Then, a robot must
process such knowledge in order to recognize particular situations that require
the proactive execution of some tasks to support the daily-home living. Although
the project was successfully completed as well as all scientific and technological
objectives achieved, the outcomes of the evaluation process highlighted that the
system functionalities still need to be further developed and deployed to more
properly respond to user needs [6]. Then, additional work has been done, e.g.,
for increasing the HRI capabilities of the Giraff robot [10]. Furthermore, a new
research initiative called KOaLa (Knowledge-based cOntinuous Loop) has been
started recently with the aim of realizing a cognitive architecture for the synthesis
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of a continuous “sense-plan-act” cycle. In [5], an initial description of the overall
cognitive architecture of KOaLa is provided, in terms of high level modules that
create a dialogue between sensor data gathering, the ontological approach to
create background texture for a knowledge processing mechanism, and identi-
fied a path toward planning and acting. This paper adds specific details to the
ontological approach of KOaLa and describes the goal recognition and triggering
mechanism needed to dynamically generate planning goals to enable the use of
a planning and acting module in a proactive way.

2 KOaLa: A Cognitive Architecture for Autonomy

KOaLa propose a innovative cognitive architecture for autonomy capable of inte-
grating knowledge representation and reasoning with automated planning and
execution. As Fig. 1 shows, the envisaged architecture realizes an hybrid control
process by integrating two different types of knowledge. A knowledge about the
environment allows an artificial agent to interpret sensor data coming from the
“external world” and dynamically recognize events and/or activities. A Knowl-
edge Base (KB) and a dedicated Ontology provide the internal structures needed
to represent and maintain the KB. A knowledge about the capabilities of an arti-
ficial agent characterizes the operations and actions it can perform to interact
with the entities of the environment and change the state of the environment
(i.e. act).

Fig. 1. The envisaged cognitive architecture for autonomy

As Fig. 1 shows, the KOaLa (hybrid) control process leverages the tight inte-
gration of two distinct intelligent modules. The semantic module is responsible
for managing knowledge processing in order to internally represent the status of
the environment and the available capabilities. It receives data from the envi-
ronment through some sensing devices like e.g., sensors, IoT devices or robot
actuators. Sensed data is then interpreted and processed to build and update
a KB. Data processing relies on the KOaLa ontology which formally defines a
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semantics for concepts and properties an agent is supposed to deal with. The
resulting KB is continuously analyzed by a goal recognition process which is in
charge of detecting particular situations that require an agent to proactively
perform some high-level tasks.

The synthesis and the execution of these tasks is then managed by the acting
module which leverages the timeline-based approach to synthesize and execute
the set of actions needed. Specifically, it relies on PLATINUm [18,19] which rep-
resents a novel planning and execution software framework successfully applied
in realistic manufacturing scenarios [15]. PLATINUm complies with the formal
characterization of the timeline-based approach give in [7] and therefore, it is
capable of dealing with temporal uncertainty at both planning and execution
time.

2.1 Context-Based Ontological Approach

The semantic module of the envisaged architecture must be capable of inter-
preting data coming from the environment and process such data to generate
knowledge. A common language to uniformly represent and reason on sensor data
is necessary. The KOaLa ontology has been defined to specify a clear semantics
of the information a robot is supposed to manage. It leverages the Web Ontol-
ogy Language (OWL) [3] and relies on the Semantic Sensor Network Ontology
(SSN) [8] and the DOLCE Ultra Light ontology (DUL). The ontology provides a
general description of the entities and properties that may compose the environ-
ment a robot operates in. This general knowledge is characterized by following a
context-based approach which takes into account different perspectives. Namely,
each context characterizes the knowledge of a robot with respect to three par-
ticular points of view: (i) the sensor context; (ii) the environment context; (iii)
the observation context.

The sensor context characterizes the knowledge about the sensors that com-
pose the environment. It formally describes the deployment of the sensors and
the properties they may observe. This context extends the SSN ontology with the
aim of providing a more detailed representation of the different sensing devices
that can compose the environment as well as the different types of property that
can be observed. This detailed description allows a robot to dynamically recog-
nize the actual set of sensing capabilities and therefore the type of information
it can deal with. As an example, the class SSN:Property which is a sub-class of
DUL:Quality, models the qualities of an event or an object a sensor can observe
according to the SSN ontology. The class SSN:Property has been extended as
show in Fig. 2 in order to model the specific types of property a particular sensing
device is capable of observing over time.

The proposed ontology distinguishes between two particular types of prop-
erty. The class HealthProperty models physiological parameters of a person like
e.g., BloodPressure, BodyWeight, a robot may monitor over time. The class
EnvironmentProperty models parameters concerning the state of the environ-
ment like e.g., Luminosity, Temperature. Similarly, different types of sensor
have different capabilities and can observe different types of property. Thus, also
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Fig. 2. The KOaLa extension of the class SSN:Property

the class SSN:Sensor has been extended to model the particular types of sensing
device available and the associated sensing capabilities. The class Pir and the
class Switch are two examples of sensors used that can be formally defined as
follows:

Pir � SSN:Sensor �
∃ SSN:observes.Luminosity �
∃ SSN:observes.Temperature �
∃ SSN:observes.Presence

Switch � SSN:Sensor �
∃ SSN:observes.Energy �
∃ SSN:observes.Voltage �
∃ SSN:observes.Power �
∃ SSN:observes.Current

The environment context enriches the sensor context by taking into account
the physical environment data comes from. Sensor data always represents a
measurement of a particular physical element of the environment, according
to their deployment. This context introduces the ontological elements needed
to model the physical objects that can be part of an environment, the prop-
erties that characterize their states and the deployment of sensors. This con-
text leverages the DUL ontology by extending the classes DUL:PhysicalAgent,
DUL:PhysicalArtifcat and DUL:PhysicalPlace. According to DUL semantics,
a DUL:PhysicalAgent is a DUL:PhysicalObject capable of self-representing a
DUL:Description in order to plan a DUL:Action. This interpretation is well
suited to model the agents that can be part of the envisaged application scenar-
ios. Considering an assistive robotics scenario, the types of agent that can be
taken into account are (i) assistive robots and (ii) patients.

The class AssistiveRobot has been introduced to model an assistive robot
as a DUL:PhysicalAgent capable of performing some Activity. Similarly, the
class Patient has been introduced to model a DUL:NaturalPerson which is
a DUL:PhysicalAgent living inside his/her home environment and capable
of performing some Activity. However a Patient is also an element of the
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environment whose properties can be observed through dedicated sensors. There-
fore a Patient is associated to some HealthProperty that can be observed.

Patient � DUL:NaturalPerson �
∃ performs.Activity �
∃ SSN:hasProperty.HealthProperty

AssistiveRobot � DUL:PhysicalAgent �
∃ performs.Activity

The class DUL:PhysicalPlace has been extended to introduce the differ-
ent types of structural part that can compose an environment together with
the related properties. The individuals of these classes are associated with a
DUL:SpaceRegion which localizes them in space. Each Place can be associated
to a set of sensors deployed on through some SSN:Platform, and to a set of
DUL:Property characterizing its state.

Given, the physical elements that can compose an environment, their proper-
ties and the available sensors, their deployment and the related sensing capabili-
ties, the observation context characterizes the knowledge about the features that
can actually produce information and the resulting events and the activities that
can be observed. This context introduces the concepts of ObservableFeature
and ObservableProperty by leveraging concepts like SSN:FeatureOfInterest
and DUL:Role. It revises the concept of SSN:FeatureOfInterest by interpret-
ing it as a DUL:Role an object can play according to sensor deployment. The
individuals of the class ObservableFeature model physical elements of the envi-
ronment that play the role of “being observable” through a set of associated
sensing devices. According to this interpretation, an object is interesting with
respect to an agent, if and only if there is at least one sensing device that allow
an agent to gather information about the properties of the object. In such a case
the object is said to be observable and can be formally defined as follows:

ObservableFeature � DUL:Role �
SSN:FeatureOfInterest �
∃ isObservableThrough.SSN:Sensor �
∃ isRelatedToObject.DUL:Object �
∃ hasObservableProperty.SSN:Property

The key point of the proposed semantics is that, a reasoner can dynamically infer
the actual set of observable features composing an environment by analyzing
the available sensors and their deployment. The information that observable
features produce, is modeled by leveraging the SSN ontology which complies with
the Stimulus Sensor Observation ontology design pattern (SSO) [12]. Figure 3
shows the structure of the information concerning sensor observations in the SSN
ontology.

The KOaLa ontology extends SSN:Observation and SSN:SensorOutput to
model the specific type of information produced by sensors according to their
capabilities. The observation context also introduces the classes DUL:Event and
DUL:Action needed to represent the outcome of data processing. The class
ObservedEvent has been introduced as extension of the class DUL:Event to
model any type of event or state concerning a physical object of the environment.
The class Activity has been introduced as extension of the class DUL:Action to
model any DUL:Event that can be performed by an agent and concerns a physi-
cal object of the environment. Both these classes have been further specialized to
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Fig. 3. SSN structure of observations according to the SSO ontology design pattern

model the specific types of event like e.g., HighTemperature, HighLuminosity,
and activity like e.g., Sleeping, Cooking, that are relevant for a particular appli-
cation scenario.

Activity � DUL:Event �
∃ concerns.DUL:Object �
∃ DUL:hasParticipant.DUL:PhysicalAgent �

ObservedEvent � DUL:Event �
∃ concerns.DUL:Object �

These three contexts characterize the knowledge of an agent in three different
levels of abstraction, organized in a hierarchical way. The resulting structure
defines increasingly complex concepts that allow a stratified knowledge reasoning
process to incrementally abstract sensor data and build the Knowledge Base
(KB) of the agent.

2.2 Stratified Knowledge Reasoning Through Contexts

Observations are elaborated by a knowledge processing mechanism capable of
interpreting sensor data according to the semantics proposed by KOaLa. This
mechanism consists of a stratified set of inference rules that increasingly abstract
and add semantics to sensor data. Each subset of inference rules i.e., a stra-
tum/layer of the knowledge processing mechanism, processes observations by
taking into account a particular ontological context. This process can be seen as
a semantic pipeline which iteratively refines the KB of the agent every time an
observation is received.

Figure 4 shows the main steps of the envisaged knowledge processing mecha-
nism and the ontological contexts each step refers to. The Configuration Detec-
tion and Data Interpretation step of the pipeline generates an initial KB by
analyzing the “static” information concerning the configuration of the environ-
ment. It analyzes the structure of the environment, the types of sensor available,
their capabilities and deployment. The Feature Extraction step further analyzes
the configuration of the environment in order to determine the observable fea-
tures and the associated observable properties. It identifies the set of elements
that can actually produce information about the environment and the resulting
types of information they can produce (i.e., the properties that can be observed).
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Fig. 4. The KOaLa knowledge processing pipeline

These two steps of the pipeline realize a sort of self-diagnosis procedure which
allows an agent to determine the available “sensing capabilities”.

An ObservableFeature characterizes a DUL:Object of the environment
capable of playing the DUL:Role of “being observable”. According to the KOaLa
semantics, an object can be observed if and only if there are some sensors
deployed on it. This interpretation of an observable feature can be formally
described by the rule below:

DUL:Object(o) ∧ SSN:Platform(p) ∧
SSN:Deployment(d) ∧ DUL:hasPart(o, p) ∧

SSN:hasDeployment(s, d) ∧ SSN:deployedOn(d, p) → ObservableFeature(x) ∧
hasObservableFeature(o, x) ∧
isObservableThrough(x, s)

If a sensor s is deployed on a platform p which is part of an object o then the
object o is an observable feature of the environment. Similarly, a property of an
observable feature can be actually observed if and only if one of the associated
sensor is capable of observing that particular property. Thus, properties can
play the DUL:Role of “being observable” also (i.e., ObservableProperty) and,
therefore given a set of observable features, the formula below is needed to infer
the set of properties a robot is actually capable of observing:

ObservableFeature(f) ∧ DUL:Object(o) ∧
DUL:Property(p) ∧ SSN:Sensor(s) ∧

hasObservableFeature(o, f) ∧ DUL:hasProperty(o, p) ∧
isObservableThrough(f, s) ∧ SSN:observes(s, p) → ObservableProperty(x) ∧

hasObservableProperty(f, x) ∧
SSN:observes(x, p)

The sets of detected observable features and properties determine the par-
ticular types of Event and Activity a robot is actually capable of recognizing
from the observations. The Event and Activity Detection step refines the KB by
processing observations received by sensors. It encapsulates a set of rules that
contextualize observations by taking into account known parameters and fea-
tures about the environment. For example a rule can analyze the temperature
of a room of the environment and detected whether the temperature is high or
low as follows:

SSN:Observation(o) ∧ SSN:FeatureOfInterest(f) ∧
SSN:featureOfInterest(o, f) ∧ Room(r) ∧

hasObservableFeature(r, f) ∧ SSN:SensorOutput(d) ∧
SSN:hasOutput(o, d) ∧ SSN:ObservedValue(v) ∧

SSN:hasValue(d, v) ∧ v < tempLowerBound → LowTemperature(x) ∧
concerns(x, r) ∧ SSN:isProducedBy(x, o)
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3 A Semantic Approach to Goal Triggering

Autonomous agents must be capable of reasoning about their goals. This is a key
capability for robots that must autonomously and proactively act and interact
with the environment. Goal reasoning is a particular research field whose aim
is to endow artificial agents with the capability of evaluating and deciding the
goals they must execute over time, and managing the execution of these goals.
The work [16] formally defines the goal reasoning problem by characterizing the
different phases that compose the lifecycle of a goal and their management. The
proposed KOaLa cognitive architecture partially addresses the goal reasoning
problem by focusing on goal triggering or goal recognition which enables proac-
tivity by linking the semantic module to the acting module of Fig. 1. Specif-
ically, KOaLa proposes a semantic approach to goal triggering by extending
the rule-based inference mechanism described in the previous section. An onto-
logical approach defines the semantics of the basic concepts needed to analyze
“expected” situations and the associated tasks a robot must deal with. Then,
a background running process continuously analyzes the KB and leverages the
ontological model to dynamically recognize and trigger goals.

3.1 Situations, Supporting Tasks and Goals

The KB provides a complete characterization of the environment, but it is
not sufficient to allow an agent to dynamically generate planning goals. Addi-
tional semantics is needed to represent situations and tasks that can be per-
formed within the environment. Situations represent combinations of detected
events and/or activities that are relevant in the considered application context.
Tasks represent high-level operations an agent can perform when one or more
situations are recognized (i.e., preconditions). Tasks usually entail the execu-
tion of some actions that may affect the status of the environment and there-
fore they may have some effects (i.e., postconditions) that must be taken into
account. Thus, KOaLa introduces the concepts of ObservedSituation and Task
in order to allow an agent to further analyze detected events and activities,
and autonomously determine the tasks that can be performed. Specifically, the
ontology defines types of task an agent can perform and link these tasks to the
situations that may determine their execution.

According to DUL, a DUL:Situation can be seen as a “relational context”
created by an observer on the basis of a description. The relationships between
situations and events can be expressed by the property DUL:includesEvent. An
ObservedSituation can be seen as a particular DUL:Situation associated to
some events of type Activity and/or some events of type ObservedEvent.

ObservedSituation � DUL:Situation �
∃ DUL:includesEvent.Activity �
∃ DUL:includesEvent.ObservedEvent

Situations may enable the execution of a number of high-level tasks that allow
an agent to interact with and change the status of the environment. Thus, a Task
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can be seen as a DUL:Process “transforming” the environment from a starting
ObservedSituation (i.e., the preconditions) to an ending ObservedSituation
(i.e., postconditions) and can be formally defined as follows:

Task � DUL:Process �
∃ hasPrecondition.ObservedSituation �
∃ hasPostcondition.ObservedSituation

ObservedSituation and Task characterize the capabilities of an agent with
respect to the set of events and activities that can be actually detected. These
concepts formally model the causality of a particular application scenario and
therefore, this knowledge can be used to dynamically configure the planning and
execution model of the acting module. Such a dynamic configuration mecha-
nism enforces an higher level of flexibility and adaptability of the overall cogni-
tive architecture. This is particularly needed in highly dynamic environments to
automatically handle system reconfigurations without interruptions. The work
[4] represents a example of such a dynamic configuration process successfully
applied in a real manufacturing scenario.

3.2 Goal Recognition and Triggering

The goal recognition and triggering process leverages the ontology to identify rel-
evant situations occurring inside the environment, determine the needed support-
ive tasks and trigger goal signals accordingly. This process represents a “seman-
tic bridge” between the representation side and the acting side of the cognitive
architecture shown in Fig. 1. The goal recognition process endows a robot with
the capability of reasoning on its internal knowledge about the environment and
dynamically making decisions. Algorithm 1 shows the procedure of the process
which allows a robot to bridge the gap between knowledge representation (K)
and planning and execution (A).

Algorithm 1. Description of the goal recognition and triggering process
1: function GoalRecognitionAndTriggering(K,A)
2: // initialize observation, situation and goal sets
3: O,S,G ← ∅
4: // the process continuously waits for observations
5: while waitObservations (K) do
6: O ← retrieveObservations (K)
7: for o ∈ O do
8: // detect observed events and/or activities
9: S ← detectSituations (o,K)
10: for s ∈ S do
11: // detect supporting tasks for each situation
12: T ← detectSupportingTasks (s,K)
13: // prepare goal descriptions
14: for t ∈ T do
15: // analyze task effects
16: e ← checkPostconditions (t,K)
17: // make a planning goal description
18: G ← prepareGoalSignal (t, s, e)

19: // trigger goal signals
20: trigger (G,A)
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The goal recognition and triggering process is always listening for incoming
observations (row 5). Every time a new observation is notified from the knowl-
edge K, the process executes the procedure to detect and trigger goal signals to
the acting module A (rows 6–23). Specifically, when an observation is notified,
the process retrieves the set of received observations O from the knowledge (row
6). Then, it analyzes the events and activities associated to the received observa-
tions and leverages the ontological model to recognize relevant situations S (row
9). These situations may represent preconditions for a set of supporting tasks an
agent can perform. The set of detected situations S and the ontological model K
are further analyzed to detect the supported tasks that can be performed (row
12). For each supporting task found, the process must prepare a goal description
(rows 14–19) in order to properly trigger goal signals (row 21) to the acting
module A. A goal description is characterized by the task t an agent is supposed
to perform, an initial situation s representing preconditions for task execution
and a final situation e representing effects of task execution (row 18). Similarly
to task detection, the situations and therefore the events and/or activities com-
posing the effects of a task t are found by leveraging the ontological model of
the goal recognition process (row 16). Once a set of goal signals G have been
triggered, the acting module A of the KOaLa architecture leverages PLATINUm
to synthesize and execute timeline-based plans and therefore the set of actions
needed to carry out desired supporting tasks.

4 KOaLa Meets Giraff

The envisaged cognitive architecture and the related knowledge processing mech-
anisms can endow an assistive robot with the capabilities needed to better sup-
port the daily-home living of seniors through proactive and autonomous inter-
actions. The GiraffPlus application context [9] which consists of a telepresence
robot (Robin) living with a senior person inside a sensorized home environment,
is well suited to show the capabilities of KOaLa. The typical application sce-
nario of the GiraffPlus project is a single floor apartment composed by a living
room, a kitchen, a bathroom, a bedroom and a central corridor connecting all
the rooms with the entrance. There are many sensors installed to track activ-
ities and events inside the house. Windows and the entrance door have been
endowed with a Gap sensor to check whether they are open or close. There is
one multisensor device like e.g. Pir, for each room to track temperature and
luminosity and detect motions. There are additional sensors like e.g. Switch,
to track the usage and energy consumption of electronic devices like a TV, an
oven or a microwave. Finally, there could be additional sensors to track physio-
logical parameters of a senior person like e.g., blood pressure or heart rate. All
these sensing devices provide a rich and heterogeneous set of data that Robin
can analize through KOaLa to recognize situations that require the execution of
some tasks and proactively support the home-living. Let us consider an ordinary
life scenario showing the role that Robin with the help of KOaLa can play to
support senior users. In particular, this scenario aim at concretely describing
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the inference steps of the “stratified reasoning” mechanism of KOaLa and the
increasingly complex information inferred starting from raw sensor data.

Robin can support a senior user during the preparation of his/her meal by
reminding dietary restrictions and the pills for the therapy. To do so, Robin
must be capable of recognizing that a senior user is cooking and plan supporting
tasks accordingly. Considering the available sensors and their deployment, there
are several events that Robin can recognize for this purpose. Leveraging the
sensor and environment contexts, Robin knows that the sensor pir15 and pir18
have been deployed on the Kitchen of the house and that they are producing
observations about the properties Presence, Luminosity and Temperature. The
sensor switch8 instead is producing observations about the energy consumption
of the TV inside the Kitchen. Robin can further analyze this information by
leveraging the observation context. It can infer the events HighLuminosity and
Presence concerning the Kitchen according to the data gathered from pir15
(see the rules in Sect. 2.2) and the event WatchingTV as follows:

SSN:Observation(o) ∧ SSN:observableFeature(o, f) ∧
TV(x) ∧ hasObservableFeature(x, f) ∧ SSN:Output(d)

SSN:hasOutput(o, d) ∧ SSN:hasValue(f, v) ∧
Energy(v) → WatchingTV(e) ∧

concerns(e, x) ∧ isProducedBy(e, o)

These events can be contextualized and further analyzed to recognize activities.
In this specific case, Robin can recognize that a senior user is performing an
activity a of type Cooking at time t through the following rule:

HighLuminosity(e1) ∧ concerns(e1, k) ∧
Presence(e2) ∧ concerns(e2, k) ∧

HighTemperature(e3) ∧ concerns(e3, k) ∧
isProducedBy(e3, o) ∧ observedBy(o, pir18) ∧

Kitchen(k) ∧ WatchingTV(e4) → Cooking(a, t) ∧ time(t)

The goal recognition process can leverage the inferred knowledge and the ontol-
ogy to identify relevant Situation and the associated supporting Task to per-
form. The activity Cooking and the time at which the user is performing it, allow
Robin to recognize a PreparingLunch situation to which the task SupportLunch
can be associated through the following rule:

Cooking(a, t1) ∧ isLunchTime(t) → SupportLunch(t) ∧
PreparingLunch(s1, t1) ∧ LunchComplete(s2, t2) ∧
hasPrecondition(t, s1) ∧ hasPostcondition(t, s2)

According to the detected situation and the associated task, the goal recognition
process can trigger a new planning goal G for the task SupportLunch. Then,
Robin synthesizes and executes the set of actions needed to achieve the generated
goal by leveraging the acting module of KOaLa. A timeline-based planning model
specifies the task decomposition rules needed to synthesize the set of actions
needed to reach the kitchen when the user is cooking, remind his/her dietary
restrictions, and remind the pills for the therapy right after lunch.

What planning has to do with this? Before closing it is worth presenting
a comment of the use of planning that can result somehow as superimposed
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in this specific paper. Partially the current examples reinforce this idea and
different ways exist to obtain similar behavior given their relative simplicity.
Indeed our research line is strongly grounded on the use of temporal planning
because very important is to achieve a continuity of effects and particularly a
continuous adaptation of a pre-existing plan according to sensed information.
This can be done by combining a planner like PLATINUm and its integration
with both goal triggering described here and plan domain update techniques
described for example in [4]. Hence given the goal triggering mechanism (this
paper) the feasibility of the whole cognitive loop is somehow guaranteed by
combining existing homogeneous research results.

5 Conclusions

This paper aims is the natural continuation of an initial work [5] that first intro-
duced KOaLa, a cognitive architecture focused on the integration of knowledge
reasoning with planning and acting within a unified control process. This paper
blows up a part of the general KOaLA architecture focusing on the ontological
approach and the goal recognition and triggering mechanisms to dynamically
generate planning goals. A simple but realistic domestic scenario was taken into
account to concretely describe the enhanced cognitive approach in action and
show how goals can be actually triggered to achieve proactivity. Further work is
ongoing to enable extensive integrated laboratory tests to better assess perfor-
mance and capabilities of the overall system.
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Abstract. Optimising the energy consumption is one of the most impor-
tant issues in scheduling nowadays. In this work we consider a multi-
objective optimisation for the well-known job-shop scheduling problem.
In particular, we minimise the makespan and the energy consumption at
the same time. We consider a realistic energy model where each machine
can be in Off, Stand-by, Idle or Working state. We design an effective
constraint-programming approach to optimise both the energy consump-
tion and the makespan of the solutions. Experimental results illustrate
the potential of the proposed method, outperforming the results of the
current state of the art in this problem.

Keywords: Constraint-programming · Job-shop scheduling
Energy considerations · Multi-objective optimisation

1 Introduction

The job shop is a scheduling problem widely studied in the literature due to the
fact that it is a model which is close to many real production environments. It
is proven that the job shop is NP-hard, and so its resolution is very complex.
In the literature we can find many different solving approaches for the job shop,
from exact methods to all kinds of meta-heuristic algorithms.

Although the makespan is the most studied objective function, energy consid-
erations are increasingly important nowadays, mainly for economical and envi-
ronmental reasons. In fact, we can find a number of papers addressing the energy-
efficient job shop. For example, Zhang and Chiong [12] try to minimise both the
weighted tardiness and the energy consumption in a job shop where the process-
ing mode of operations can be modified. Another approach is that of Liu et al. [7],
where it is considered a simple energy model where the machines can only be in
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Working or in Idle state. González et al. [4] improve the results reported in [7] by
using a hybrid evolutionary meta-heuristic and also a constraint-programming
approach. One problem with the last two papers is that the considered energy
model is not too realistic. The model proposed by May et al. [8] is much more
interesting, as the machines can be either in the Idle, Working, Off, or switched
to a Stand-by state.

In this paper we consider this last energy model and try to minimize at the
same time the makespan and the energy consumption in a job shop. Although
some multi-objective works consider weighted or lexicographical approaches,
probably the most interesting approaches are those based on the Pareto Front.

In particular, we have designed a constraint-based procedure to minimise
both the makespan and the energy consumption, within a well-studied multi-
objective optimisation method to generate the whole Pareto (i.e., the ε-constraint
method [9]). The contribution of the paper is the following. We propose a
constraint-based model where: (i) we add as decision variables the states of the
machines during the no-working periods (i.e., Idle, Off, or Stand-by states); (ii)
we introduce energy aware constraints that exploit the total order of activities on
each machine, as well as the lower bound on each machine’s total execution time,
ultimately implementing a new propagation rule. We show that this new model
exhibits interesting performances, outperforming both the results obtained in [8],
and the more recent results obtained in [10].

This paper is organised as follows: Sect. 2 formulates the problem at hand and
Sect. 3 describes the solving methods. Then, in Sect. 4 we analyse our proposals
and we compare them with the state-of-the-art algorithms [8,10], and finally in
Sect. 5 we report some conclusions and ideas for future work.

2 Problem Formulation

The job shop scheduling problem (JSP) consists on scheduling a set of N jobs,
J = {J1, . . . , JN} in a set of M machines or resources, R = {R1, . . . , RM}. Each
of the jobs Ji consists of ni tasks (θi1, . . . , θini

) that must be scheduled exactly in
that particular order. Each task requires a given resource during all its processing
time. Additionally, no preemption is allowed, so when a resource starts processing
a task, it cannot be interrupted until it ends. Moreover, resources can at most
process one task at a time. The objective of the problem is to minimise some
objective functions subject to the described precedence and capacity constraints.
Although we have denoted the tasks as θij in this problem definition, in the
following we will denote them by a single letter, if possible, in order to simplify
the expressions. We denote by Ω the set of tasks, by pu the processing time of
task u, by ru the resource required by task u, and by su the starting time of
task u (which needs to be determined).

As we have seen, the JSP has precedence constraints, defined by the routing
of the tasks within the jobs, that translate into linear inequalities: su + pu ≤ sv,
where v is the next task to u in the job sequence. The problem has also capacity
constraints, as the resources can only process one task at a time, and they
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translate into disjunctive constraints: (su + pu ≤ sv) ∨ (sv + pv ≤ su), where u
and v are tasks requiring the same resource. The objective is to build a feasible
schedule, i.e. determine a starting time for each task such that all constraints
are fulfilled. In the following, given a feasible schedule, we will denote with PJv

and SJv the predecessor and successor of v, respectively, in the job sequence,
and with PMv and SMv the predecessor and successor of v, respectively, in its
resource sequence. In addition, we will denote with αk and ωk the first and last
operations respectively on machine Rk in the considered schedule.

The goal of the present analysis is the minimisation of both the energy con-
sumption and the overall completion time, or makespan. In general, for a mini-
mization problem with two objective functions fi (i = 1, 2), a solution S is said
to be dominated by another solution S′, denoted S′ ≺ S, if and only if for each
objective function fi, fi(S′) ≤ fi(S) and there exists at least one i such that
fi(S′) < fi(S). However, the possibly conflicting nature of these two objectives
may prevent the existence of a unique solution S∗ that is optimal w.r.t. both
the objectives. Therefore, in this work we are interested in the set of all optimal
“tradeoffs”, which are known as the Pareto optimal solutions, i.e. solutions such
that the improvement of one objective necessarily implies the worsening of the
other objective. The Pareto front PS∗ is the set of solutions S, such that for
each S ∈ PS∗ there is no solution S′ which dominates S (S′ ≺ S).

The makespan is the first objective function and corresponds to the maximum
completion time of the schedule, that is maxu∈Ω{su + pu}. About the second
objective the energy model is taken from [8], where it is supposed that a resource
can be in five different states: Off, Stand-by, Idle, Setup or Working. However,
May et al. in their experiments from [8] consider together the times and energy
consumption of the Working and Setup states; as a consequence, we can consider
a total of four possible states (see Fig. 1). The power consumption in each state
for a given resource Rk is denoted by P idle

k , P stand-by
k and Pworking

k , whereas if the
machine is Off it consumes no power. Additionally, we assume that the machine
can instantly switch from Idle to Stand-by, Off or Working, consuming no power.
On the other hand, switching from Off to Idle requires an amount of T ramp-up-off

k

time units, whereas switching from Stand-by to Idle requires T ramp-up-stand-by
k

time units. In both cases, the power consumed when ramping up is denoted by
P ramp-up

k . In Fig. 1 we show the considered state diagram, which is the same for
each machine. Also, we assume that all machines do not consume any energy
before the processing of its first task assigned. It is easy to see that in the job
shop scheduling problem, each resource must always process the same set of
tasks, and so the working energy consumption is the same in every possible
schedule. Therefore, following [8], in order to reduce the energy consumption
we consider the WEC (Worthless Energy Consumption) measure as the second
objective function to minimize, which is defined as follows:
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Fig. 1. State diagram for a machine, indicating the energy consumed in each transition

WEC =
∑

k=1,...,M

(P idle
k tidle

k + P stand-by
k tstand-by

k )+

∑

k=1,...,M

P ramp-up
k (nstandby

k T ramp-up-standby
k + noff

k T ramp-up-off
k )

(1)

where tidle
k is the total amount of time spent by Rk in Idle state, tstand-by

k is the
total amount of time spent by Rk in Stand-by state, nstandby

k is the number of
times that resource Rk transitions from Stand-by to Idle state, and finally noff

k

is the number of transitions from Off to Idle.
To the aim of assessing how the power consumption of the machines may

vary depending on the different states to which they are allowed to transition,
we follow the analysis performed in [8], taking into account two different machine
behavior policies, which we will respectively call P3 and P4 as described in the
following. The P3 policy is implemented by switching the machines on at their
first operation and switching them off at their last, with the possibility to switch
them on and off from the Idle state, between any pair of consecutive tasks
belonging to the production batch (see Fig. 1). The P4 policy is similar to the
previous one, with the addition of the Stand-by state. According to the P4 policy,
each machine can transition from the Idle state to the Stand-by state during the
production batch, whenever such transition is energetically convenient over both
switching the machine on and off again, and leaving it in the Idle state. In [8]
two more policies called P1 and P2 are investigated, but such policies are not
taken into account in this work because they are very simple and hence not of
great interest for our purposes.

According to Baker [2], the makespan is a regular performance measure,
which means that it can be increased only by increasing at least one of the com-
pletion times in a given schedule. To optimize regular measures it is enough to
consider “left-shift schedules”, i.e. schedules that are built from a given ordering
of the tasks, in such a way that each operation starts in the earliest possible time
after all the preceding tasks in the ordering. As opposed to the makespan, the
WEC is a non-regular measure, and it can sometimes be decreased by increasing
the completion time of some tasks while leaving the other tasks unmodified.

To better illustrate the problem we present a small toy example. Consider an
instance with 3 jobs (with 3 tasks for each job) and 3 resources. The processing
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times are the following: pθ11 = 4, pθ12 = 5, pθ13 = 2, pθ21 = 2, pθ22 = 5,
pθ23 = 3, pθ31 = 4, pθ32 = 7, pθ33 = 3. The required resources are as follows:
rθ11 = R1, rθ12 = R2, rθ13 = R3, rθ21 = R1, rθ22 = R3, rθ23 = R2, rθ31 = R2,
rθ32 = R1, rθ33 = R3. Also, consider the following values for every machine k ∈
{1, 2, 3}: Pworking

k = 10kW , P idle
k = 6kW , P stand-by

k = 4kW , P ramp-up
k = 8kW ,

T ramp-up-off
k = 3 and T ramp-up-stand-by

k = 1.
Figure 2(a) shows a feasible solution for this instance. In fact it is a “left-shift

schedule” (see Sect. 2). This schedule has a makespan of 18 and a WEC of 40 (16
from R2 plus 24 from R3). In resource R2 we have decided to switch the machine
to Stand-by state between the end of θ31 and the beginning of θ23, because in
this case it adds 16 units to the WEC, whereas if switched Off it would add 24
units and if it remained Idle it would add 18 units. Using the same reasoning
we switch R3 off between the end of θ22 and the beginning of θ33.

This “left-shift schedule” can be improved by delaying some tasks. As an
example, Fig. 2(b) shows the same solution after delaying task θ31. Now there is
only one time unit between the end of θ31 and the beginning of θ23, and so the
best option is to leave the machine in Idle state. The makespan is still 18 but
the WEC is reduced from 40 to 30.

Fig. 2. Improving a solution by delaying one task.

3 The Proposed Solving Method

As we have seen in the previous section, the WEC is a non-regular performance
measure. Moreover, the work [8] only considers “left-shift schedules”, while we
have seen that they can be improved by delaying some tasks, in order to reduce
the total energy consumption. In this section we describe a procedure that takes
into account the non-regularity of the WEC objective such that an approxi-
mation of the Pareto front is generated by a Constraint Programming (CP)
procedure. It is worth noting that the proposed CP approach is in principle able
to find an optimal WEC value if given sufficient computational time (we do not
provide any formal proof about this property).

3.1 Energy Optimisation: A Constraint Programming Approach

Constraint Programming (CP) is a declarative programming paradigm [1]. A
constraint program is defined as a set of decision variables, each ranging on a
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discrete domain of values, and a set of constraints that limit the possible com-
bination of variable-value assignments. After a model of the problem is created,
the solver interleaves two main steps: constraint propagation, where inconsistent
values are removed from variable domains, and search. CP is particularly suited
for solving scheduling problems where the decision variables are associated to
the problem operations. In particular, each operation variable a is characterised
at least by two features: sa representing its start time, and pa representing
its duration. For scheduling problems, a number of different global constraints
have been developed, the most important being the unary-resource constraint
[11] for modelling simple machines, the cumulative resource constraint [6] for
modelling cumulative resources (e.g., a pool of workers), and the reservoir
[5] for modelling consumable resources (e.g., a fuel tank). In particular, given
unary-resource(A), the constraint holds if and only if all the operations in the
set A never overlap at any time point. A number of propagation algorithms are
embedded in the unary-resource constraint for removing provably inconsistent
assignments of operation start-time variables.

We describe a Constraint Programming (CP) model based on the problem
defined in Sect. 2, where the main decision variables are the start times sa of
the operations a ∈ Ω characterized by a processing time pa. Each start time
sa ranges in the interval [0,H − pa], where H is the problem’s horizon. The
set of decision variables is then extended with the start times sOnOffk

of the
OnOffk intervals, where each OnOffk interval is defined as spanning over all the
operations executed on machine k. Hence, the sOnOffk

variable represents the
first instant when machine k is turned on. The model, whose utilisation will be
described in the experimental section (Sect. 4), is built on top of the IBM-ILOG
CPLEX Optimization Studio CP Optimizer and its details are as follows.

Let Ok be the set of problem operations assigned to machine k = 1, . . . ,M
and Uk be a set of auxiliary unit-duration operations, assigned to a dummy unary
machine mirroring k (it is worth noting that the two sets Ok and Uk represent
separate processing orders of activities). The introduction of the auxiliary set of
operations Uk

1 is necessary to represent the position of each activity a ∈ Ok in
the processing orders imposed among the operations assigned to each machine
k ∈ R. More concretely, the auxiliary unit-duration operations indirectly imple-
ment the definition of a successor function SMa (returning the successor of each
operation a for each total order imposed on the set of operations Ok assigned to a
machine k). To the best of our knowledge, this workaround is necessary because
we want to use the native OPL construct to implement the global constraints
unary-resource(Ok) for efficiency reasons, and the successor function is not
natively present in the OPL language (see IBM ILOG CPLEX Optimization
Studio OPL Language Reference Manual, Version 12 Release 7.1).

Operationally, the set of unit-duration operations u ∈ Uk can be assigned
to the dummy machine k (in the same fashion of the operations a) so that, for

1 We were inspired to adopt this solution by a post on a discussion board on the website
www.or-exchange.com about the explicit representation of an interval position in a
OPL sequence. This discussion board does not seem available anymore.

http://www.or-exchange.com
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each processing order imposed on a machine k, a0 ≺ a1 ≺ . . . ≺ ai ≺ . . . ≺ aM ,
an identical order is imposed on the unit-duration operations u0 ≺ u1 ≺ . . . ≺
ui ≺ . . . ≺ uM . In this manner, the position i of the operation ai coincides with
the start-time value of the unit-duration operation ui. For the reasons above,
the starting times su of the operations u ∈ Uk must be added to the model
as additional set of decision variables. In addition, a specific global constraint
is added in the CP model given below to impose the same order among the
activities in the sets Ok and Uk, see constraints (3i).

The definition (2a) represents the successor function SMp, such that the
position of the operation p ∈ Ok coincides with the start-time value su(p) of its
corresponding unit-duration operation u(p) ∈ Uk, and the successor q (if exists)
corresponds to the unary activity u(q) ∈ Uk, such that su(q) = su(p) +1. Whereas,
according to Sect. 2, the energy objective WEC (2c) is the sum of the unload
energy consumption Ek

pq (i.e., when a machine is Idle, switched Off, or switched
to a Stand-by state) of each pair of contiguous operations (p, q) assigned on the
same machine k (2b), where dpq = sq −ep is the difference between q’s start time
and p’s end time. The makespan objective Cmax is described at line (2d).

SMp =

{
q ∃u(q) ∈ Uk : su(q) = su(p) + 1

nil otherwise
(2a)

Ek
pq = min{P idle

k dpq,

P stand-by
k (dpq − T ramp-up-standby

k ) + P ramp-up
k T ramp-up-standby

k ,

P ramp-up
k T ramp-up-off

k } (2b)

WEC =
∑

k=1,...,M

∑
p∈Ok,

q=SMp, q �=nil

Ek
pq (2c)

Cmax = max
a∈Ω

{sa + pa} (2d)

Once all the necessary definitions have been provided and all the variables
have been introduced, we present the CP model (optimisation criteria and con-
straints). Line (3a) represents the lexicographic minimisation of the objective
pair WEC and Cmax with the energy WEC as primary objective. According
to the implemented ε-constraint method [9] for calculating the Pareto set, we
optimise the energy WEC, while we impose an upper bound to the other objec-
tive Cmax in the form Cmax ≤ Cε (see (3b)). The constraints in (3c) represent
the linear orderings imposed on the set of operations Ω by the set of jobs J .
Constraints (3d) impose to the set Ok of operations requiring machine k to
be contained in the spanning operations OnOffk, k = 1, . . . ,M . More specif-
ically, for each operation v ∈ Ok, the following constraints sOnOffk

≤ sv and
sv + pv ≤ sOnOffk

+ pOnOffk
hold, such that operation OnOffk starts together

with the first present operation in Ok according to the order imposed on the
k-th machine, and ends together with the last present operation.

Constraints (3f), (3g), and (3h) impose that the minimal energy is consumed
between the end of the first and the beginning of the second task, for each pair of
contiguous activities (p, q) on a resource k. These constraints rely on the assump-
tion that P stand-by

k ≤ P idle
k ≤ P ramp-up

k and T ramp-up-standby
k ≤ T ramp-up-off

k ;
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under such assumptions, there are two cutoff values, T idle-standby
k and T standby-off

k

(depicted in Fig. 3), such that if sv − eu ∈ [0, T idle-standby
k ] the minimal energy

state is Idle, when sv − eu ∈ (T idle-standby
k , T standby-off

k ] the minimal energy state
is Stand-by, otherwise the minimal energy state is Off.

lex min (WEC, Cmax) (3a)
s.t. :

Cmax ≤ Cε (3b)
sv + pv ≤ sSJv v ∈ Ω \ {θ1n1 , . ., θNnN } (3c)
span(OnOffk, Ok) k = 1, . ., M (3d)
edp ∈ {0, 1, 2} p ∈ Ω (3e)

SMp = q ∧ (edp = 0) ⇒ sq − ep ≤ T idle-standby
k (3f)

SMp = q ∧ (edp = 1) ⇒ sq − ep > T idle-standby
k ∧ sq − ep ≤ T standby-off

k (3g)

SMp = q ∧ (edp = 2) ⇒ sq − ep > T standby-off
k (3h)

same-sequence(Ok,Uk) k = 1, . . . , M (3i)
su ≤ (|Ok| − 1) u ∈ Uk; k = 1, . . . , M (3j)
unary-resource(Ok) k = 1, . . . , M (3k)
unary-resource(Uk) k = 1, . . . , M (3l)

Δtprock + Δtstandby
k + Δtoffk ≤ Cmax k = 1, . . . , M (3m)

We introduce a set of decision variables edp ∈ {0, 1, 2}, p ∈ Ω (constraint
(3e)) representing the unload state (i.e., 0 when machine is Idle, 1 when it is
switched to a Stand-by state, and 2 when switched Off ) imposed on every pair of
contiguous activities (p, q) on the same machine. The constraints in (3i) impose
the same order between the activities in the two sets Ok and Uk by means of
the global constraints same-sequence(Ok,Uk). The constraints in (3j) bound
the start-time value of each unit-duration operation u to |Ok| − 1 operations
assigned to the machine k. (3k) and (3l) represents the non-overlapping con-
straints imposed by the machines M to the operations in Ok and Uk, through
the global constraints unary-resource(Ok) and unary-resource(Uk), respec-
tively.

Finally, (3m) represents the so-called energy aware constraints imposed on
the subset of (energy) decision variables edp associated to each subset of oper-
ations Ok, k = 1, . . . , M . The rational behind this constraints is the follow-
ing: for each machine k, the set of operations Ok requiring that machine must
be totally ordered. In addition, according to the values of the decision vari-
ables edu, with u ∈ Ok, a minimum (non zero) delay equal to T ramp-up-standby

k

(when edu = 1) or T ramp-up-off
k (when edu = 2), must be inserted between

the operation u and its successor (if it exists). Hence, each machine’s total
order has a lower-bound of the total execution time (from the start-time
of the first operation to the end-time of the last one) which can be calcu-
lated as the sum of the three terms Δtprock + Δtstand-by

k + Δtoffk , such that:
Δtprock =

∑
u∈Ok

pu is the sum of the operation processing times in machine
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k; Δtstandby
k =

∑
u∈Ok, edu=1 T ramp-up-standby

k is the minimum total delay due
to Stand-by states; Δtoffk =

∑
u∈Ok, edu=2 T ramp-up-off

k is the minimum total
delay due to Off states. Such lower-bound cannot be greater than the solution
makespan Cmax, hence decisions on the variables edu can be pruned according
to the constraints (3m). This new propagation rule is the main innovation with
respect to work [10], and we evaluate it in Sect. 4.

Fig. 3. Minimal energy consumption Ek
pq between two consecutive operations (p, q).

3.2 The Bi-criterion ε-Constraint Method

A well-known multi-objective optimization method to generate the Pareto front
is the ε-constraint method [9]. It works by choosing one objective function as
the only objective and properly constraining the remaining objective functions
during the optimisation process. Through a systematic variation of the constraint
bounds, different elements of the Pareto front can be obtained.

Algorithm 1 presents the ε-constraint method for the case of a bi-criterion
objective function f = (f (1), f (2)). The algorithm is used in the experimental
section of the work and takes the following inputs: (i) the objective f , (ii) the
bounds f

(2)
min and f

(2)
max on the second component of the objective, and (iii) the

decrement value δ. As previously mentioned, the method iteratively leverages
a procedure provided in input to solve constrained optimization problems, i.e.,
the CP() procedure corresponding to the constraint programming model previ-
ously described. Note that we consider a slightly different ε-constraint method,
such that the given CP procedure considers a lexicographic minimisation instead
of single-objective minimisation problem, with f (1) as primary and f (2) as sec-
ondary key. The algorithm proceeds as follows: after initializing the constraint
bound ε to the f

(2)
max value, a new solution S is computed by calling CP() at

each step of the while solving cycle. If S is not dominated by any of the exist-
ing solutions in the current Pareto front approximation P , then S is inserted
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Algorithm 1. Bi-criterion ε-constraint method

Require: The objective f , the bounds f
(2)
min and f

(2)
max, and the decrement value δ

P ← ∅;
ε ← f

(2)
max;

while ε ≥ f
(2)
min do

S ← CP(f , ε);

if (S 
= nil) ∧ (
 ∃S
′ ∈ P : S

′ ≺ S) then

P ← (P ∪ {S}) \ {S
′ ∈ P : S ≺ S

′};
end if
ε ← ε − δ;

end while
return P

in P , and all the solutions possibly dominated by S are removed from P . The
rationale behind this method is to iteratively tighten the constraint bound by a
pre-defined constant δ at each step of the solving cycle.

4 Experimental Results

In this section we will analyze the results we have obtained with our CP proce-
dure, and compare such results with the state of the art in [8,10]. In our work,
we test our model against three well-known JSP instances called, respectively,
FT06, FT10 and FT20 (as considered in [8]). These instances were introduced by
Fisher and Thompson [3], and are characterized by different dimensions (number-
of-jobs × number-of-machines): FT06 (6×6), FT10 (10×10), and FT20 (20×5).
According to the literature, the optimal makespan of these instances is 55, 930
and 1165, respectively. The energy values for the machines are those described
in the toy example of Sect. 2. In our tests, we have compared our results with
those present in two recent works [8,10] and related to the machine behavior
policies P3 and P4 introduced in Sect. 2, as these are the most interesting from
the energy minimization standpoint. From the analysis performed in Sect. 2, it
is certain that the solutions obtained with the P4 policy will exhibit energy
consumptions lower than or equal to those obtained with the P3 policy, due to
the additional possibility of switching machines to Stand-by state.

Figure 4 graphically presents a comparison of the obtained results in instances
FT10 and FT20 (results for FT06 instance can only be found in Tables 1 and 2)
using policies P3 and P4. In particular, the plots labelled “MayEtAl-2015”
and“OddiEtAl-2017” describe the Pareto front approximations reported in [8]
and [10], respectively, whereas the plots labelled “CP” describe the Pareto front
approximations obtained with our new constraint programming model using the
set of energy-aware constraints described in Sect. 3.1.

In these tests, for the CP model we allowed for a maximum 5 minutes for
each FT06 solution and a maximum 15 minutes for each FT10 and FT20 solu-
tions. The proposed CP model has been implemented on the IBM-ILOG CPLEX
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Fig. 4. Pareto set approximations: instances FT10 and FT20 using policies 3 and 4

Table 1. Pareto set approximations data relative to Fig. 4 (Policy P3)

Problem Pareto set approximation - set of pairs (MKS, WEC)

FT06 MayEtAl-2015: { (60, 146), (59, 152), (57, 176), (56, 180), (55, 192) }
OddiEtAl-2017: { (55, 126) }
CP: { (55, 126) }

FT10 MayEtAl-2015: { (1121, 2708), (1111, 3270), (1097, 3378), (1087, 3430), (1045, 3626),

(1034, 3678), (1028, 3792), (1017, 3864), (1016, 4008), (1010, 4188), (998, 4208), (988,

4310), (984, 4570), (982, 4758), (978, 4908), (974, 5840), (963, 5912), (939, 6001), (930,

6013) }
OddiEtAl-2017: { (1020, 3188), (990, 3658), (980, 3950), (970, 4424), (950, 4446), (940,

5178), (930, 5354) }
CP: { (1010, 3826), (970, 4252), (950, 4378), (940, 4726) }

FT20 OddiEtAl-2017: { (1185, 0), (1175, 60), (1165, 294) }
CP: { (1185, 0), (1175, 60), (1165, 150) }

Optimization Studio V. 12.7.1.0, a state-of-the-art commercial CP development
toolkit, and executed on a Core(TM)2 Duo CPU, 3.33 GHz under Windows 10.
Therefore, we used the same running times and the same machine as in [10].

As the Fig. 4 shows, our new CP model demonstrates a further improve-
ment over the existing results, especially for the FT20 instance. Relatively
to the FT06 instance, the new energy-aware constraints do not produce any
improvement, most likely because the solutions obtained in [10] are already opti-
mal. The energy-aware propagation rule is less effective on the FT10 instance,
as the “short” activity chains that characterize each machine (note that the
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Table 2. Pareto set approximations data relative to Fig. 4 (Policy P4)

Problem Pareto set approximation - set of pairs (MKS, WEC)

FT06 MayEtAl-2015: { (60, 146), (59, 152), (58, 174), (57, 176), (56, 178), (55, 192) }
OddiEtAl-2017: { (55, 124) }
CP: { (55, 124) }

FT10 MayEtAl-2015: { (1121, 2708), (1111, 3268), (1097, 3378), (1087, 3406), (1060, 3512),

(1045, 3626), (1034, 3658), (1028, 3792), (1017, 3852), (1010, 3972), (998, 4208), (988,

4310), (984, 4538), (978, 4886), (963, 5182), (951, 5307), (940, 5402), (930, 5786) }
OddiEtAl-2017: { (1060, 3258), (1040, 3440), (990, 3880), (950, 4356), (945, 4922), (930,

5332) }
CP: { (1060, 3356), (1010, 3764), (990, 3918), (970, 4226), (960, 4228), (950, 4772),

(940, 5150), (930, 5370) }
FT20 OddiEtAl-2017: { (1195, 6), (1185, 18), (1165, 210) }

CP: { (1235, 0), (1195, 6), (1185, 12), (1178, 18), (1165, 120) }

jobs/machines ratio is 1) do not allow the propagation rule to efficiently evalu-
ate the impact of each state decision on the edu variables (see the CP model in
Sect. 3.1). On the FT20 instance, the new CP model provides interesting results,
further improving on the solutions obtained in [10] for both the P3 and the
P4 policies, confirming that the proposed propagation rule is more effective on
instances characterized by a higher jobs/machines ratio. The exact numerical
figures related to the Pareto front approximations shown in Fig. 4 are reported
in Tables 1 and 2, respectively for the P3 and P4 policies. Overall, if we com-
pare policies 3 and 4, we can observe that the latter usually obtains solutions
with lower energy consumption. This means that, as expected, the additional
possibility of switching the machine to Stand-by state is indeed beneficial. For
example, in the FT06 instance we were able to reduce the WEC from 126 to
124, while maintaining the optimal makespan of 55. Also, in the solution with
the optimal makespan (1165) of FT20, the WEC is reduced from 150 to 120.

5 Conclusions

In this paper we have considered a bi-objective optimization in the job shop
scheduling problem. We minimise at the same time the makespan and the energy
consumption. To this end, we consider an energy model in which each machine
can be Off, Stand-by, Idle or Working. To solve this complex problem we designed
a constraint-programming approach based on a model that exploits energy aware
constraints. Our proposal is analyzed and compared against the current state-of-
the-art algorithms, obtaining better results. For future work we plan to consider
even more realistic energy models. For example if we do not consider the setup
and working states together, or also if we consider a flexible environment, i.e.
a task can be performed by several machines, each one with different energy
consumptions and/or processing times. On the other hand, we can also consider
less rich models, for example not quantifying costs but dividing them in costly
and non-costly. In this case we expect worse results overall, but it can be a viable
approach in some settings where quantifying costs can be difficult.
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4. González, M.A., Oddi, A., Rasconi, R.: Multi-objective optimization in a job shop
with energy costs through hybrid evolutionary techniques. In: Proceedings of the
Twenty-Seventh International Conference on Automated Planning and Scheduling
(ICAPS-2017), pp. 140–148. AAAI Press, Pittsburgh (2017)

5. Laborie, P.: Algorithms for propagating resource constraints in AI planning and
scheduling: existing approaches and new results. Artif. Intell. 143(2), 151–188
(2003)

6. Le Pape, C., Baptiste, P., Nuijten, W.: Constraint-Based Scheduling: Applying
Constraint Programming to Scheduling Problems. Springer, New York (2001).
https://doi.org/10.1007/978-1-4615-1479-4

7. Liu, Y., Dong, H., Lohse, N., Petrovic, S., Gindy, N.: An investigation into min-
imising total energy consumption and total weighted tardiness in job shops. J.
Clean. Prod. 65, 87–96 (2014)

8. May, G., Stahl, B., Taisch, M., Prabhu, V.: Multi-objective genetic algorithm for
energy-efficient job shop scheduling. Int. J. Prod. Res. 53(23), 7071–7089 (2015)

9. Miettinen, K.: Nonlinear Multiobjective Optimization. International Series in
Operations Research & Management Science. Springer, New York (2012). https://
doi.org/10.1007/978-1-4615-5563-6. https://books.google.it/books?id=bnzjBwA
AQBAJ
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Abstract. General approaches for Group Recommendation Systems
start from the individual recommendations and merge them in a way
to determine the best choice for the whole group. The results presented
in the literature showed that traditional aggregation techniques do not
seem to capture all the features of real-world scenarios. Furthermore,
recent studies in Behavioral Economics evidence the necessity to define
utility models that are not compatible with the self-interested utility-
maximizing behavior of the traditional economic paradigm. In this work,
starting from Other-Regarding Preference models that characterize the
utility of an individual considering his/her own behavioral characteris-
tics and the utility of another individual, we aim at obtaining a general
model where such characteristics are described in terms of interpersonal
relationships, such as, tie strength and conflict. We started by performing
an analysis on opinion shifts based on a two sized groups user study, with
the aim to empirically determine the extent of the considered parameters
on a possible model. The results show that the opinion shifting on the
evaluation of an activity to be performed in a group is related to the two
considered factors.

Keywords: Group Recommendation Systems · Social dynamics
Other Regarding Preferences

1 Introduction

Recommendation Systems (RSs) are software systems supporting users in a
decision-making process. Such systems can be applied in several domains, as
touristic applications that provide suggestions to plan a vacation, or systems
that help users in choosing movies to watch, music to listen, and so on. In many
of these cases, there is the possibility that not a single user, but a group of people,
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has to choose an activity to perform together. In this case, Group Recommenda-
tion Systems (GRSs) give a support to group decision-making by trying to sug-
gest items that can be of interest for all considering the preference of each group
member. General approaches for GRSs start from the individual recommenda-
tions, provided by an individual RS, and merge them in a way to determine the
best choice for the whole group. Such a merging of recommendations approach
has been widely analyzed in Mathematics, Economics and Multi-agent systems
(MAS) with the definition of different Social Choice functions [21] where there
is an agent acting on behalf of each group member, modeled in way that the
agent’s utilities, computed on the items in the domain of the system, reflect the
satisfaction of the user in relation to such items. This approach assumes that
the satisfaction of the users w.r.t an item does not change if the users have to
use the item within a group. However, as evidenced by psychological studies
on Emotional Contagion and Social Influence, a person or a group influences
the emotions and the behavior of the other people through the conscious or
unconscious induction of emotion states and behavioral attitudes, hence the sat-
isfaction of an individual is influenced by the satisfaction of the other people in
the group [9,16].

The basic idea of this work is that agents’ utilities should be related not
only on the users individual satisfactions, but also to the specific group in which
the users must perform the recommended items. Hence, the individual utilities
must be adapted to the group context. To perform such adaptations, Behavioral
Economics studies represent an interesting option. Behavioral Economics regard
the necessity to define utility models that are not compatible with the self-
interested utility maximizing behavior of the traditional economic paradigm [4,
7,22]. Even if this seems to be in contrast with the Rationality Assumption used
in the modeling of Rational Agents, there is much evidence of such behaviors
in the observation of human beings [22]. In this field, the term Other-Regarding
Preferences (ORP), also sometimes referred to as Social Preferences, is used
to indicate a model where the evaluation of the utility of an outcome depends
not only on the agent evaluation but also considers the evaluation of the other
members, and their losses and gains in utility. The rationality element, in the
classical sense, is therefore lacking as some agents would, for example, be willing
to receive a smaller gain, even to satisfy some feelings of justice or punishment
against other members of their own group [11]. In this context, new ways of
analyzing agent interactions have been introduced [22] in order to provide a
more accurate prediction of outcomes in cases where ORPs play an important
role.

Starting from these considerations, in the present work, we introduce ORP
models that can be used to perform the adaptation of the individual utilities to
the group context. These models characterize the utility of an individual with
respect to his/her own behavioral characteristics and the utility of the other
individuals. On the contrary, our long-term goal is the definition of a general
model to be used for group recommender systems for small groups of people,
where such characteristics are described in terms of interpersonal relationships.
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In order to determine the group context parameters to consider in the model,
a study on two sized groups is presented where we evaluate the impact of the
tie strength and the presence of conflicts. Such factors have been showed to be
crucial in the individual satisfactions variation for two-sized groups [3]. Hence,
we conducted an experiment on the Amazon Mechanical Turk platform using
the results to determine the extent of such parameters in a possible model. The
results show that the opinion shifting is indeed related to the two factors, but, as
we expected, these two alone are not enough to fully model the opinion shifting
process.

2 Other-Regarding Preferences

Recently, Behavioral Economics studies have been highlighted for their role in
recognizing the need for explicit models considering the possibility that an agent
will bear a personal cost in terms of payoff to increase that of another one
[6]. There are many aspects that can have an impact on this phenomenon. In
particular, there is evidence that the status of the relationship can have an
impact and even the possibility of reciprocity, that means that an agent can
concede to another if there is the possibility that the favor will be returned in
the future. There is, also, the possibility of Negative reciprocity, since an agent
can be glad in decreasing another agent’s payoff if it is viewed as an enemy [6].

Other-Regarding Preferences (ORP) models try to consider these possibili-
ties, modeling agents that do not maximizes their own utilities in a way to give
a greater (or, in some cases, lower) payoff to some other agents. The Inequality
Aversion model is the simplest ORP model. A first version of the model, known
as Fehr-Schmidt model [10] is in Eq. 1. For simplicity, we refer to the two-agent
version.

U(m, y) =

{
m − α ∗ (y − m) if m < y

m − β ∗ (m − y) if m ≥ y
(1)

where U(m, y) indicates the ORP utility for the agent, when m is the payoff of
the agent (m stands for “my payoff”) and y is the payoff of the other agent (y
stands for “your payoff”). The parameters α and β are denoted as marginal rate
of substitution, are specific for each individual agent, and must satisfy 0 ≤ β ≤ α
and β < 1. In this model, the considered agent is interested in its own income,
and the sign of the marginal rate of substitution between its income and that of
the other agent depends on which has the higher income.

An alternative model is the Bolton-Ockenfels two-player model [5], that also
assumes that an agent likes its own income and dislikes income inequality. Here,
the utility function is defined as in Eq. 2:

u(m, y) = v(m,m/(m + y)) (2)

Again, m is the agent’s payoff, and y is the payoff of another agent. The
equation presents a non-linear form and assumes that the function v is globally
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non-decreasing and concave in the first argument, strictly concave in the second
argument, that is the relative income (m/(m + y)).

The Interdependent Preferences model can be viewed as a generalization of
inequality aversion models [22]. Supposing to have a set A = {a1, ..., an} of
agents. Indicating with Ω(s) = {x1, ..., xn} the payoff of each agent, the utility
is defined as in Eq. 3:

Ui(s) = xi +
∑
i�=j

λi,j(xi − xj) ∗ xj (3)

Here, the parameter λi,j can define altruistic or, on the contrary, spiteful
behaviors, assigning to it a positive or a negative constant value. Other variants
can give a non-constant value to the parameter λi,j [22]. In his work [22], Sobel
specifies the relation between this model and the Inequality Aversion models
seen before. In the Fehr-Schmidt model, λi,j is positive if xi > xj and negative
if xi < xj , in way to have an agent that cares about his payoff but, at the same
time, would like to reduce the inequality in payoffs between the two players.
On the contrary, in the Bolton-Ockenfels model the utility of the agent ai is a
non-linear function of is payoff xi and its relative income.

In the context of GRS, very few approaches deal with ORP models. Exam-
ples are Salehi and Boutilier [20] that explored the consensus decision-making in
social networks, by introducing the concept of empathetic utility on social net-
works: the satisfaction of an individual depends from both his intrinsic utility
and his empathetic utility deriving from the happiness of his neighbors in the
social network [20]. In [19], the model of Rabin was used to develop a GRS that
deals with fairness by introducing a factor representing the altruistic behavior
of a user in the evaluation of the utility that depends on the other member’s
utility weighted with respect to the user agreeableness personality trait. In [1],
authors introduce an approach to generate group recommendations which con-
siders social factors extracted from the social network, while in [14] a model
integrating the influences of personality, expertise factor, interpersonal relation-
ships, and preference similarities is described.

3 Toward an ORP Model for Group Recommendation

The ORP models considered in the previous section have the common charac-
teristic of defining the utility of an individual, when in the presence of other
agents, starting from the utility of the same individual, computed when consid-
ered alone, and the utilities of the other members of the group. They mainly
differ in the way to combine such utilities and on the parameters specifying the
individual behavioral characteristics of the considered agent. Contrary to these
approaches, we aim at modeling such changes in utility focusing not on the indi-
vidual characteristics, but more on the possible state of relationship among the
pairs. We suppose that such characteristics can be automatically determined
analyzing the interactions between the group’s members, as, for example, in a
social network [17].
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We define:

– A = {a1, a1, ..., an} as the set of the n agents, one for each user of the system;
– Ω = {ω1, ω2, ...ωm} as the set of the m items of the system;
– U(ai, ωj) = Ui,j is the utility of the agent ai for the item ωj .

Our long term goal is to define a model to predict the adapted utility, that
we denote as UG

i,j , representing the utility of the agent ai for the object ωj with
respect to the context related to the group G ⊂ A of agents. Hence, we consider
the starting utility Ui,j , and the utilities of the other people in the group (the
set {Ut,j |i �= t ∧ at ∈ G ∧ ωj ∈ Ω}).

While our long-term goal is to derive a general model that can be used for
small groups, we start focusing on two-sized group to analyze the dynamics
related to the interpersonal relationships that can have an impact on the chang-
ing in the individual utility. In a second step, we will generalize the results for
groups with more than 2 people.

In Eq. 6, we define the shift of the utility of the agent ai on a object ωj related
to the presence of a second agent ak. As we can see, the shift is computed as the
difference between the initial difference among the utility of the agent ai and
another agent ak, defined in Eq. 4, and the final difference, computed as in the
Eq. 5. Hence, if the difference increases, we have a positive shift. On the contrary,
if the difference decreases, we have a negative shift.

Δinit
i,k,j = |Uk,j − Ui,j | (4)

Δfinal
i,k,j = |Uk,j − UG

i,j | (5)

Γi,k,j = Δinit
i,k,j − Δfinal

i,k,j (6)

Many studies analyze the problem of how to model social influence between
people, especially in the social dynamics field, and, in recent years, theories of
opinion dynamics assume the possibility of positive and negative interpersonal
influence [23]:

– Positive influence occurs when the initial opinion of an individual shifts
towards the opinion of another person, when the individual is exposed to
it;

– When Negative influence happens, the individual shifts his opinion increasing
the difference with the opinion of another person [23].

In the case of Negative influence, there is the possibility that opinion dif-
ferences between groups intensify, leading groups to positions that are the two
extremes of an opinion spectrum, in the phenomenon known as Bi-polarization
[15]. Bi-polarization can be amplified if the model supports homophily, the pro-
cess with whom people like similar people, and heterophobia, that, on the con-
trary, is the disliking of dissimilar others [23].
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3.1 Tie Strength

The concept of ties strength was introduced in [13] as a combination of the
amount of time, the emotional intensity, the intimacy (mutual confiding), and the
reciprocal services which characterize the ties. It can be viewed as the importance
of a social relationship between two individuals [2], and, despite there being a
great amount of research in this field, the evaluation of this concept still results
in being a great research problem. Recent studies try to estimate the strength of
the tie using information derived from Online Social Networks [17,18]. In [12],
an approach to distinguish between strong and weak ties is proposed. A similar
classification was proposed in [13], where tie strength is distinguished between
weak, intermediate and strong.

It appears reasonable that the variation in individuals’ utilities can be influ-
enced by the strength of the tie between them. Our starting hypothesis is that
the tie strength directly impacts on the variation in the individuals’ utility, deter-
mining how the individuals can be influenced by each other in a pair. We start
from the assumption that the “perceived tie strength” is not bidirectional, hence
the same tie could have a different “strength value” for each person in the pair.

3.2 The State of a Relationship

A factor that can influence the opinion shift between two individuals is the
type of relationship between them and the state of this relationship [16]. The
literature on Social Influence highlights that in presence of a peaceful and friendly
relationship, Positive Influence, usually, occurs. Unfortunately, no studies show
a robust explanation of how Negative Influence works.

Hence, an objective of the study conducted in this work focuses in particular
on the analysis of the impact of the presence of conflicts in the variation of an
individual’s utility. It is clear that the problem is close to the Opinion Shifting
problem, but not exactly the same. Hence, it is reasonable to expect that, in
case of peaceful relationships, a positive variation of utility should occur, as in
the Positive Opinion Shifting phenomenon. On the contrary, a Negative variation
may take place when there is a conflict between people. Hence, a second objective
of this study is trying to underline such considerations.

4 A Case Study on Two-Sized Groups

In our previous works [3], we presented a first qualitative analysis of an exper-
iment conducted to determine if the tie strength and the presence of conflicts
can influence the direction and the magnitude of emotional contagion towards a
positive and a negative influence. Here, we extend such analysis try to determine
the extent of the influence of such parameters on a possible model to predict the
user’s satisfactions related to the group.

The experiment was focused on two-sized groups and was conducted with
an online questionnaire, using the Amazon Mechanical Turk platform. In the
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previous works, we showed that the tie strength has an impact with Positive
influence, that increases when the strength becomes stronger, and that the pres-
ence of conflict can lead to a Negative influence, mostly in the case of weak ties.
In particular, there is a general positive shifting in the case of good relationships,
i.e. when the participant likes the other person, and, as we expected, this shift-
ing increases when the strength of the ties became stronger. Furthermore, in the
case of a small initial difference between initial evaluations, when, hence, there is
an initial agreement between the participant in the study and the hypothetical
other one, we can notice a substantial absence of shifting in the case of a good
relationship, so we can observe that people that have similar ideas and like each
other tend to keep the same position, and not change their evaluations. Instead,
in the indifferent and conflict relationships, we noticed a Negative influence.

Here, we use these results to estimate the possible parameters of an ORP
model.

4.1 Description of the Experiment

In a first step, we verified that the participants could understand the scenarios
given in the experiment. Since the questionnaire is provided in English language,
an English test was taken by each participant, and only those who passed the
test were included. After that initial step, the questionnaire starts providing
a detailed explanation of the experiment, explaining to the users that the ties
strength may be weak, intermediate or strong, according to the definition pro-
vided in [13]. The different tie strength are defined as follows:

– Weak: indicates a person with whom the participant has a weak relationship,
with occasional interactions;

– Intermediate: is for a person with whom the participant has regular interac-
tions;

– Strong: means that the interaction of the participant with this person occurs
every day, many times a day, so their relationship can be defined as strong.

Regarding conflicts, we were inspired by [23] and decided to distinguish between:

– Like: People with whom the participants are in a peaceful relationship,
namely, at this moment, they like them and they are on good terms;

– Indifferent: People with whom the participants are neither in a conflict nor
in a peaceful relationship, and therefore, they are indifferent to them;

– Dislike: People with whom they are in a conflict situation, namely, at this
moment, they dislike and with whom they are on bad terms.

After the explanation of these concepts to the users, we presented the view
shown in Fig. 1, containing two evaluations for the same eight activities, one
supposed to be made by the user in the past, and the other by another agent.
Here, we must specify that the users are not provided with information about the
context and on the real items. We choose to not propose concrete activities to
avoid that such knowledge could influence participants’ answers. For this reason,
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Fig. 1. Screenshot of the online questionnaire.

we cannot ask for user’s evaluations of their satisfactions. On the contrary, the
first set of evaluations is presented as a previous evaluation, made by the user
in the past. The evaluations are on a scale from 1 to 9, where 9 indicates the
highest level of satisfaction when the users are performing an activity, and 1 is
the lowest.

After that, a second set of evaluations, for the same activities, is presented.
Here, we asked the participants a stretch of the imagination; in fact, they are
asked to think about someone with whom they have a relationship with deter-
minate characteristics, given by the possible combinations of the type of tie
strength and conflicts explained before. To help the participant to view the sce-
nario more accurately as possible and to better identify himself into the proposed
scenario, we asked to write the name of the person that they are thinking about.
Obviously, we do not store this information. Then, we ask the participants to
imagine that the second evaluations have been provided by the person they are
visualizing.

Finally, we ask the participants to rate their satisfaction for the proposed
activities, knowing their old satisfaction and the satisfaction of the other person
and assuming that they have to perform the activities together. Again, all the
evaluations are requested on a scale between 1 and 9 included. Each participant
was asked to perform the test three times, answering for only 3 different config-
urations out of the 9 possible combinations, keeping the tie strength the same
but varying the conflict. This choice is made to guarantee that the test occupies
only few minutes, since, as suggested in [8], questionnaires that take more than
a few minutes to complete may produce a loss of concentration in participants.
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Hence, the designed questionnaire has been designed to require only 5 min to be
completed.

We recruited 60 participants, collecting more than 1,400 evaluations. Each
participant was paid $ 0.50 for the participation in the study.

4.2 Initial Evaluations Configurations

The two sets of initial evaluations have been designed in order to cover different
situations. Namely, the differences between the participant’s initial ratings and
other person’s ratings are set to present cases of agreement on the evaluation
of the activity and cases of disagreement. Furthermore, the given ratings are
set in order to have in half of the cases that the participant’s rating is greater
than the rating by the other person, and in the other half of the cases, the
opposite. Firstly, we distinguish between Large and Small initial differences,
and even between Positive and Negative differences. A large difference maps an
initial disagreement between the two people, while a small difference indicates
an initial agreement in the evaluations. On the other hand, a positive difference
indicates that participant’s initial rating is lower than the other person’s one
and, on the contrary, a negative difference is the case of a participant’s initial
rating being higher than the other person’s one.

Focusing on the large initial difference, since we use a rating scale between
1 and 9, we can notice that such configurations give more chances to positive

Fig. 2. Initial preferences for the participant (in green) and for the other person (in
blue): (left) for large initial difference configuration, (right) for small initial difference
configuration, for negative (a and b) and positive (c and d) initial difference. (Color
figure online)
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shifting, while possibilities of a negative shifting are very limited because the
initial participant’s rating is very near the boundaries of the scale. We decided
to set four configurations with large difference, two positive and two negative,
as shown in Fig. 2 (left). Regarding small initial differences, we have an initial
agreement between people. Here, we have a very small possibility for positive
shifting, since the initial ratings are very similar, with a difference of one value.
Also in this case, we have four configurations, two positive and two negative, see
Fig. 2 (right).

4.3 Result Analysis

According to a two-way Anova analysis, there are statistically significant changes
in the shift considering the variation in the tie strength and in the conflict state.
Results are showed in Table 1, where the interaction term is represented by the
conflict * ties row. Results show that there are not interaction between the two
fixed factors, in fact the p value = 0.129. Hence, we have an ordinal interaction.

Then, we perform a correlation analysis to quantify the impact of each indi-
vidual factor, using the Pearson correlation. Also, following the models presented
in the literature, we evaluate the correlation between the shift and the initial
difference in the utilities, and we perform the analysis comparing two cases, i.e.,
the case with a positive initial difference (where the user’s initial evaluation is
greater then the other person’s initial evaluation), and the case with negative
initial difference (in the opposite case). Results are reported in Table 2.

Table 1. Table of ANOVA2 analysis.

Source Sum Sq. d.f. Mean Sq. F p-value

conflict 251.807 2 125.904 39.715 0.000

ties 51.656 2 25.828 8.147 0.000

conflict * ties 22.631 4 5.658 1.785 0.129

Table 2. Pearson correlation between the shift, computed as in Eq. 6, and the tie
strength, the conflict and the initial difference for all the cases, and for Positive and
Negative initial difference.

General Positive Negative

ties 0.091** 0.071 0.113**

conflict 0.226** 0.211** 0.241**

Init. Diff. 0.432** 0.437** 0.427**

We can see that the conflict factor has a great correlation, while the tie
strength seems not to have a great impact, mostly in the case of a negative
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initial difference. Furthermore, the initial difference also has an high correlation
with the shift. We evaluate also the correlation between the initial utility Uij

and the adapted utility UG
i,j evaluation. In this case, we have a general positive

Pearson strong correlation (0.657), and the p − value < 0.001 confirming a
statistical significance.

Finally, we perform a multiple regression analysis using conflict and initial
difference as predictors and the shift as dependent variable. Results are reported
in Table 3. As we can see there are not great differences between the two cases of
negative and positive initial difference. However, the values of R2 suggest that
the two variables are not enough to explain all the variations of the shift variable.

Table 3. Multiple regression analysis with conflict and initial difference as predic-
tors and shift as dependent variable, for the two cases of positive and negative initial
difference.

R2 Constant Conflict Init. Diff.

Negative 0.240** −1.215 0.540** 0.300**

Positive 0.236** −1.048 0.477** 0.310**

5 Conclusions and Future Work

In the context of recommendation systems, it is well known that people tend to
influence each other, hence the utility of each person related to a particular item
can change with respect to the utilities of the individuals which whom he/she
has to use the item. Hence, in GRS it is necessary to consider this influence in
the process of generation of the group’s recommendations.

The work presented here is trying to address the problem to use an ORP
model in the recommendation context, trying to adapt the individual utilities
estimated by an individual RS to the specific context of the group in which the
item will be used. In order to do so, we presented a study performed to explore
the factors that should be considered in the ORP parameters setting, and, in
particular, to analyze the impact of tie strength and the status of the relationship
in two-sized groups. The study deepens the analysis of an experiment showed in
a previous work [3] where we showed a clear impact of the tie strength and the
status of the relationships on the phenomenon.

Here, we firstly show that the two factors have an ordinal interaction on the
shift, while the correlation analysis suggests that the status of the relationship
is the most influencing factor, together with the size of the initial difference
between the initial utility of the user and the utility of the other member of
the group. These results are confirmed by the results of the multiple regression
analysis, that also suggests that other factors should be considered in the general
model.
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Such results can be used as starting point for the definition of a general
model applicable to small groups of more than two members. However, in this
study, we decided to not provide the users with contextual information about the
items of the system to obtain information not influenced from this knowledge,
but we plan to confirm these results in experiments that consider more concrete
scenario. Then, we will also analyze the impact of such contextual information
comparing the results to the one presented here.

Furthermore, in future work, we aim to analyze the performance of such
other-regarding preferences model both at the aggregate and individual level. At
the individual level, it will be necessary to perform further studies on the fitting
performances of the model, in which we generate the adapted utilities with our
model and compare them with the evaluation provided from the real users and,
also, asking the participants to give a feedback on the computed utilities. At the
aggregate level, instead, we will integrate the model in a Group Recommendation
System evaluating the performances comparing them with classical baselines.
Furthermore, it will be interesting to investigate other social factors, such as
user personality that could be integrated into the functions to provide more
accurate recommendations.
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Abstract. Online news reading has become a widely popular way to
read news articles from news sources around the globe. With the enor-
mous amount of news articles available, users are easily overwhelmed by
information of little interest to them. News recommender systems help
users manage this flood by recommending articles based on user interests
rather than presenting articles in order of their occurrence. In this paper,
we propose an approach using evolutionary algorithm to learn fuzzy mod-
els of user interests used for recommending news articles gathered from
RSS feeds. These models are dynamically updated by track the interac-
tions between the users and the system. The system is ontology-based, in
the sense that it considers concepts behind terms instead of simple terms.
The approach has been implemented in a real-world prototype newsfeed
aggregator with search facilities called iFeed. Experimental results show
that our system learns user models effectively by improving the quality
of the recommended articles.

1 Introduction

Owing largely to the ever-increasing volume and sophistication of information
on the web, we are able to access an enormous amount of data from around
the globe. The downside of this information explosion is that users are often
overwhelmed by information of little interest to them. The key challenge for the
users is to find relevant information based on their interests. This problem has
led to the evolution of recommender systems that help users find the information
they need, based on their interests. Recommender systems pro-actively present
users with information related to their interests rather than requiring the user
to search for, and then filter through, information based on explicit queries.
Many organizations use recommender systems to recommend various types of
products to the user. For example, Netflix recommends movies to its users based
on the user’s movie ratings compared to other similar users’ ratings. Amazon
recommends various types of products such as gadgets, books, or movies and
Pandora Radio recommends music based on a user’s past history and preferences.
In addition, news recommender systems that recommend news articles from
around the globe have become popular. There are many online news services
such as Google News and Yahoo News. However, with plenty of news available,
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the driving problem is to identify and recommend the most interesting articles to
each user so that they are not swamped by irrelevant information. These articles
should be related to each user interests but also include those news stories that
are generating a lot of interest around the globe.

In this paper, we present an approach based on the exploitation of fuzzy user
models for recommending news article that are interesting with respect to both
the history of the interactions between users and the system and the explicit
information provided by users during the creation of their profile. The approach
is based on the use of fuzzy logic for expressing the uncertainty associated with
the interest degree of a user with respect to a given topic and on the application
of evolutionary algorithms for performing a validation of a broad set of profiles
with the aim of learning the one better fitting with users’ interests.

The paper is organized as follows: Sect. 2 begins with an overview of strategies
adopted for news recommendation. Section 3 presents the evolutionary algorithm
used for evolving the users’ models implemented into the system. Then, Sect. 4
shows the experiments that we have carried out and discusses their results.
Finally, Sect. 5 concludes the paper.

2 Related Work

News recommender systems are widely used and are a promising research direc-
tion. With so many information sources, the Web provides fast access to the mil-
lions of news articles around the globe. However, users need recommendations to
help them find the most interesting articles from this flood of information. News
recommender systems can be broadly classified into two types based on the type
of recommendations made to the user. Some recommender systems take advan-
tage of online social networking sites to provide interesting news articles to the
user. Such recommendations are called popularity-based news recommendations
since the articles are ranked based on their popularity identified from the social
networking websites. Other recommender systems recommend interesting news
articles to the user solely based on the user’s interests. Such recommendations
are called profile-based news recommendations since they rank the news articles
based on the user’s interests. The following two sections explore the applications
based on the popularity based recommendation and profile-based recommenda-
tion techniques.

Popularity Based News Recommender Systems. News recommender systems are
widely used to help readers filter through an ever-growing flood of information.
Many researchers focus on using real-time social networking sites such as Face-
book, Google Plus, and Twitter to identify the most popular current news sto-
ries. Because they are instant and widely available, they provide a massive source
of information on current events. However, because they are unmoderated, the
quality of the information is variable. [1] discuss a method to determine which
Twitter users are posting reliable information and which posts are interesting.

Micro-blog posts can also be used as a way of identifying the popularity of
certain events. [2] represent users and items based on micro-blogging reviews of
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movies and used this technique with various movie recommendation strategies
on live-user data. [3] focus on using micro-blogging activity to recommend news
stories. Their recommender system, Buzzer, is applied to RSS feeds to which the
users have subscribed. Buzzer mines terms from RSS and Twitter feeds and uses
them to rank articles. [4,5], they extended their work by considering the public-
rank and the friends-rank strategy rather than just considering the articles from
the users? index.

Profile-Based News Recommender Systems. Profile-based, or personalized, news
recommender systems recommend articles to the user based solely on his/her
interests. A user profile is built based on the preferences or interests of the user.
In one of the earliest news recommendation systems, [6] created News Dude,
a personal news-recommending agent that uses TF-IDF in combination with a
Nearest Neighbor algorithm in order to recommend news stories to users [7].
They developed a hybrid user model that considers both long-term and short-
term interests and found out that this model outperformed the models that
consider either of these interests.

Similarly, [8] described a content-based recommender system that recom-
mends news articles to a user based upon the user’s short-term and long-term
reading preferences. The work from [9] presents a good correlation between user
profile features and its relative efficiency for recommendations. They evaluate
and compare three different strategies for building user profile upon Tweeter
stream. The three types of user profile are: entity-based user profiles, hashtag-
based user profiles, and topic-based user profiles. They concluded that entity-
based user profiles are the most valuable profiles and that they are a better
fit for recommendation purposes. They then used this type of profile in their
personalized news recommender system. Recently, [10] proposed an innovative
recommender system to recommend personalized news stories using content-
based analysis of tweets in Twitter. In their work, they first build a user profile
by extracting keywords from the content of tweets, re-tweets and hashtags. A
keyword classifier based on deep neural network analysis is being used to clas-
sify interesting keywords. Then, they recommend news articles to the user using
topic modeling techniques as well as TF-IDF.

Our news recommender system falls in the second category of approaches by
implementing an algorithm based on the analysis and evolution of conceptual
user profiles.

3 The Approach

Evolutionary algorithms (EAs) [11,12] are a broad class of stochastic opti-
mization algorithms, inspired by biology and in particular by those bio-
logical processes that allow populations of organisms to adapt to their
surrounding environment: genetic inheritance and survival of the fittest.
An EA maintains a population of candidate solutions for the problem
at hand, and makes it evolve by iteratively applying a (usually quite
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small) set of stochastic operators, known as mutation, recombination, and
selection.

Mutation randomly perturbs a candidate solution; recombination decom-
poses two distinct solutions and then randomly mixes their parts to form novel
solutions; and selection replicates the most successful solutions found in a pop-
ulation at a rate proportional to their relative quality. The initial population
may be either a random sample of the solution space or may be seeded with
solutions found by simple local search procedures, if these are available. The
resulting process tends to find, given enough time, globally optimal solutions to
the problem much in the same way as in nature populations of organisms tend
to adapt to their surrounding environment.

In the proposed system, an individual of the population is a vector of as
many components as the document clusters in the repository; each component
is the fuzzy degree to which the user is interested in the relevant cluster (0 =
not interested at all, 1 = absolutely interested).

3.1 Fitness Function

By definition, the quality of a model should be measured as the degree to which
the relevant user is satisfied, overall, with the answers to his queries. However,
such overall user satisfaction cannot be measured in a single interaction. The
only thing that can be indirectly estimated is user satisfaction with respect to
an actual query. Therefore, the fitness of a user model can only be estimated
incrementally, by subsequent refinements, every time an answered filtered by
it is given feedback by the user. At each moment, the fitness of a user model
is known with imprecision, which, by its nature, may be represented as a fuzzy
interval [13] in the interval [0, 1], where 0 represents complete user dissatisfaction
and 1 indicates complete user satisfaction, which would occur if all queries were
answered with the desired set of documents ordered by decreasing user interest.

This fuzzy interval can be represented by means of a trapezoid (a, b, c, d)
where (a, d) is the support interval and (b, c) the core interval.

When a random user model is created, there is complete ignorance on its
fitness; this is represented by a fuzzy fitness of (0, 0, 1, 1), i.e., the whole [0, 1]
interval.

Every time a user submits a query, a model is selected from the relevant
population and used to filter the answer; then an implicit feedback is calculated
based on the actions the user takes: these are reading a document and spending
time on a document. The fuzzy fitness of the model is then updated based on
two coefficients:

r ∈ [0, 1]: the rating (implicitly) given by the user (0 = completely negative,
1 = completely positive);

w ∈ [0, 1]: the confidence of the rating.
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The updated trapezoid is calculated as follows:

a′ = (a + wr)/(1 + w); (1)
b′ = (b + wr)/(1 + w); (2)
c′ = (c + wr)/(1 + w); (3)
d′ = (d + wr)/(1 + w). (4)

A positive rating moves the trapezoid to the right, a negative rating to the left,
and both shrink it, i.e., make it less uncertain. In addition, also the recombination
and mutation operators, as explained below, change the fuzzy interval of fitness.

3.2 Recombination

The recombination operator is implemented by means of uniform crossover,
whereby the new individual is created by selecting, for each cluster interest,
the corresponding interest from either parent with 1

2 probability.
Following recombination, the fitness of the offspring is calculated from those

of the two parents (a1, b1, c1, d1) and (a2, b2, c2, d2) as follows:

a = b − (b1 + b2 − a1 − a2)/2; (5)
b = min{0.95b1, 0.95b2}; (6)
c = max{1.05c1, 1.05c2}; (7)
d = c + (d1 + d2 − c1 − c2)/2. (8)

The rationale behind these formulas is that the fitness of the offspring can be
anything in between the fitness of the parents, or even slightly better or worse.
The 1.05 and 0.95 factors represent a 5% expansion of the core of the fitness
of the parents, which models a slight decrease of precision. The actual value of
these factors is not critical, as previous experiments revealed.

3.3 Mutation

The mutation operator perturbs every cluster interest in a user model. In addi-
tion, to speed up convergence, an intelligent mutation has been used, that has
already been applied with success to a similar problem [14]. The main idea
behind intelligent mutation is to inject single, larger perturbations and observe
the improvement they bring about: if the fitness increases, the perturbation is
maintained, otherwise it is discarded.

In this case, intelligent mutation uses user feedback directly to modify the
interest of the cluster whose centroid is closest to the query results.

Following mutation, the trapezoid of fitness is updated as follows:

a′ = max{0, b′ − (b − a)(1 + s)}; (9)
b′ = b(1 − s); (10)
c′ = c(1 + s); (11)
d′ = min{1, c′ + (d − c)(1 + s)}, (12)
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where 0 ≤ s < 1 is the strength of the perturbations undergone by the mutated
user model. The idea is that the fitness of a mutated model is more uncertain
than the fitness of the original model.

3.4 Selection

Probabilistic tournament selection is used to select individuals for reproduction.
A number of individuals are picked at random to play a tournament. A deviate
from a probability distribution obtained by normalizing the fuzzy fitness interval
of each individual is extracted and the individual whose deviate is greatest wins
the tournament and is inserted in the population for the next generation.

Elitism is implemented: the best individual in the population is passed on
unchanged to the next generation. Another slot in the new population is taken by
the last individual used for filtering a query answer; the rationale for this choice
is that the fitness of that individual incorporates the most recent information on
user interests.

4 Experiments and Results

To validate the proposed approach, we have implemented a small but work-
ing real-world prototype newsfeed aggregator with search facilities, called iFeed.
iFeed is a web-based newsfeed aggregator that is able to crawl news from RSS
feeds, to monitor the user’s activities (such as queries, clicks, etc.) in order to
estimate implicit feedbacks, and to learn user profiles without requesting explicit
interactions from users. iFeed is composed of the modules briefly described below.

1. Crawler: this module fetches RSS feeds from the web, extracts news from the
XML file containing them, translates them into a conceptual document rep-
resentation, and stores the news in the database. Documents are represented
by means of the conceptual representation described in [15].

2. User Profile Reader (UPR): when a user logs into the system, the UPR loads
the models associated with the logged user, selects one of such models, com-
poses a set of 20 documents that are most interesting with respect to the
selected model, and recommends them to the user.

3. User Profile Analyzer (UPA): this module updates the user models based
on the implicit feedbacks stored in the database. The UPA implements the
evolutionary algorithm explained in Sect. 3.

4. Web Interface: this is the interface used by the users to interact with the
system through their browser.

iFeed is implemented by using two different programming languages: the crawler,
the UPR, and the web interface have been implemented in PHP, while the UPA
has been developed in Java. Documents and other data are stored into a MySQL
database.

The experiments have focused on three different aspects:
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– convergence of the algorithm: we measure the distance between the user mod-
els in the population and we show that this distance decreases; this is indica-
tive of how the system learns the real user interests.

– learning the user models: we analyze the correlation between the evolution of
the user models and the activities performed by the users of the system.

– quality of the recommended documents: the main aim of the proposed app-
roach is that the more the users interact with the system, the more the quality
of the documents recommended by the system increases. We have analyzed
this aspect by investigating if the documents read by the users have been
recommended by the UPR module or not.

iFeed was launched on April 1st, 2016. Since then, it has been running 24
hours a day and, as of August 10th, more than 1500 users had been involved
into this project. Not all the registered users have performed the same amount
of activity. Therefore, for the purpose of evaluation, we have considered only
the 100 most active users. For each user, we have considered his or her first 100
sessions. In each session, a user generally reads more than one document. A brief
statistic analysis related to the users activities illustrates that the total number
of documents read by users is 32,578, the average documents per user is 251.56
with a standard deviation of 120.79.

The feeds are grouped in 9 different categories based on different topics (Pol-
itics, Economics, Science, Sports, etc.). The considered users have been assigned
to each category by observing their activities and by asking them which were
explicit interests. For each category, we have computed the graphs related to the
users’ activities in order to study the correlation between the behavior of the evo-
lutionary algorithm and the way the users interact with the system. Moreover,
we have analyzed the ability of the system to recommend interesting documents
to the users. Due to lack of space, in this paper we present and discuss the results
obtained for one of the categories, namely Politics. However, the considerations
below hold for the other categories as well. We will show details about five of
the users who have been assigned to the considered category. Nonetheless, the
graphs presented represent the convergence of the algorithm with respect to all
of the 100 most active users.

4.1 Creation of the Recommended Document Set

In this section, we describe in more detail how the UPR module works. This
module is executed each time a user logs into the system. It aims at retrieving
information about the user’s profile and at creating a set of 20 documents to
recommend to the user. Here, for illustrative purpose, we consider a simple
example. We assume to have a user with the models shown in Table 1.

When the user logs into the system, the UPR module chooses randomly one
among the models associated to the user, for example Model 2. Then, the interest
of each feed in the model is normalized with respect to the sum of all interests of
the chosen model. Subsequently, the feeds are ranked in descending order with
respect to the feed interests. In order to recommend the user with documents
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Table 1. Examples of user models.

Model 1 Model 2 Model 3

Feed Interest Feed Interest Feed Interest

1 0.79 1 0.60 1 0.32

2 0.24 2 0.90 2 0.09

3 0.55 3 0.33 3 0.21

4 0.12 4 0.01 4 0.49

5 0.89 5 0.77 5 0.94

Table 2. Normalization and document
publishing.

Model 2 Norm. Documents published

Feed Int. Norm Coarse value Published

2 0.34 6.8 7

5 0.30 6.0 6

1 0.23 4.6 5

3 0.13 2.6 3 →pub 2

4 0.00 0.0 0

distributed in a way to be proportional to the user’s interests, we then calculate
the number of such documents by multiplying the normalized interests by 20.
Finally, the UPR module extracts and recommends documents until the limit of
20 documents has been reached. All the above considerations are illustrated in
Table 2.

We can notice that only two among the tree documents coming from Feed 3
will be published by the UPR module, because the limit of 20 documents has
already been reached.

4.2 Learning Curve

In this section, the results related to the convergence of the system are presented.
The system was set with a population of 30 individuals, the selection of individ-
uals uses a tournament strategy with size 3, and the probabilities of crossover
and mutation were respectively 0.75 and 0.10.

The value of 3 for the tournament size is to keep the selective pressure very
low and to avoid premature convergence; with a probability of 0.75 for the
crossover operator, we favor the exchange of user interests between the models
and, finally, with a mutation probability of 0.10 we allow the system to explore
more possible solutions. As said above, we have considered only the first 100 ses-
sions for each user, each session corresponds to a generation of the evolutionary
algorithm.

The formula used to calculate the sum of all the distances between all models
is:

Dist =
m−1∑

k=1

m∑

j=k+1

n∑

i=1

|IkFi
− IjFi

|, (13)

where n is the number of feeds in the system, m is the population size, IkFi
is the

interest in feed Fi of the model k, and IjFi
is the interest in feed Fi of the model

j. Thus, Dist represents the “overall distance” between the evolved user models
present in the population and should be interpreted as an index of population
diversity.
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Figure 1 illustrates the learning curve obtained by analyzing the system’s
logs for the 50 users considered. We can notice that, for the first 30 generations,
the algorithm converges quickly, then, after the 50th generation, the distance
between models tends to remain constant. The value of zero is never reached
due to the mutation operator. Indeed, the mutation operator introduces pertur-
bations that maintain a small diversity even between individuals with similar
interest degrees. Instead, a possible reason for the fact that the graph does not
change after 50 generations is that we have supposed that the considered users
are only interested in one category.

The models that have high interest degrees receive positive feedback. There-
fore, such models have a higher probability of being chosen during the selection
phase. After a given number generations the population is composed by similar
individuals, therefore, the distance between the models is hardly conditioned by
the perturbations applied by the mutation operator.

In general, since the interest for each feed is encoded as a separate gene in
the genotype of a model, learning user interests gets harder as the number of
feeds available to the users increase. If a user is interested in a restricted subset
of feeds, however, it is relatively easy for the evolutionary algorithm to set the
genes of the uninteresting feeds to zero and to focus on the few interesting feeds.
This is why, when the number of feeds associated to each category is small, as it
is the case with the Politics category here, the number of generations required
by the system to learn satisfactory interest degrees is small too.

On the contrary, when users are interested in different categories, the con-
vergence speed is slower than the situation described above, because the evolu-
tionary algorithm needs to search a larger space of candidate user models.

0

2000
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0 20 40 60 80 100
Sessions

Distances between user's models

Fig. 1. System’s learning curve.
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4.3 Statistics of User Activity

In this section we present some statistical data about the user models. This data
represents the correlation between the way the users interact with the system and
how the user models evolve as a result of these interactions. The presented values
correspond to the average of the results obtained for the five users associated to
the chosen category. In addition, for completeness, we illustrate in each graph
the standard deviation of such results.

Figures 2, 3, and 4 show, respectively, the average, the maximum, and the
minimum of the following values:
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Fig. 2. Average interest degrees for each feed calculated on the user profiles.
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Fig. 3. Maximum interest degrees for each feed calculated on the user profiles.
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Fig. 4. Minimum interest degrees for each feed calculated on the user profiles.

– the user’s interest degrees at the initialization of the user models;
– the user’s interest degrees after the last evolutionary generation considered;

Moreover, in Fig. 5 we present the statistics of the documents read by the
users for each feed. The x-axis represents the feed number, while the y-axis
represents the percentage of read documents coming from the corresponding
feed. The lines with markers represent the percent standard deviation calculated
over the considered users.
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Fig. 5. Statistics about the percentage of documents read for each feed.

We can notice that most of the read documents come from Feeds 1 and 14,
which are the feeds associated with the Politics category considered in this
example. However, the users also read, in a lesser proportion, documents coming
from different categories, although we do not study this aspect in depth. We can
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observe that the average, the minimum, and the maximum value of the interest
degrees related to those feeds are very similar. This is due to the ability of the
system to learn the user’s profiles. Indeed, when a user reads documents coming
always from the same two or more sources alike, the models associated with the
user’s profile tend to assume similar interest degrees for those sources.

Moreover, we can observe that the more a user reads documents coming from
a given feed, the less is the standard deviation associated with that feed. Indeed,
for Feeds 1 and 14, the standard deviation is very small in every graph. The
interest degrees of the other feeds exhibit a higher standard deviation than the
two feeds cited above do. This happens for two reasons. The first is that a small
number of documents coming from those feeds has been read, so that the system
does not have enough information to learn the exact interest degrees. The second
is that the genetic operators constantly apply perturbations on all genes, thereby
causing the seldom used interest degrees, which are less sensitive to the pressure
of selection, to drift away from their optimal values in time. Surprisingly, Feed 18
too presents a small standard deviation. However, after a more in-depth analysis
of the results we concluded that this case must be just a coincidence.

4.4 System Evaluation

In this section we discuss how the system improves the quality of the document
set recommended to the users. As explained previously, every time a user logs
into the system, the UPR module presents the user with a set of 20 documents.
The aim of our approach is to recommend the users with documents that are
as much as possible in line with their interests. To evaluate this aspect we have
considered how many documents, out of those recommended to the user by the
system, have been read by users with respect to the total number of documents
read. To compare the five users considered above, we have taken the first 200
documents read by each user into account.
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Fig. 6. Trend of the quality of the set of the documents recommended by the system.
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The results are shown in Fig. 6. The graph represents the ratio between the
number of documents read belonging to the set of the documents recommended
by the system and the total number of documents read. Each point is calculated
as follows:

Rj = DRPj/j, (14)

where DRPj is the number of documents recommended by the system read when
the jth document has been read and Rj is the value of the ratio after the user
has read the jth document. We can observe that the more the users interact
with the system, the more this ratio increases. This means that the system is
able to recommend an increasing number of documents that are interesting to
the users. We can also notice that the system’s behavior is not the same for all
users. The reason behind that is quite obvious: the implicit feedbacks received
by the system for each document read are not the same for all users; therefore,
for each user, the time required by the system to learn the user’s profile may
vary.

5 Conclusions

This paper describes an approach to profile-based news recommender systems
which exploits a concept-based representation and a machine learning technique,
namely evolutionary algorithms, to evolve models of user interests. The evolved
models are used to recommend documents to users, that are in line with their
interests. The approach is also capable of dynamically tracking changing user
interests.

Experiments have been performed on a real-world prototype newsfeed aggre-
gator with search facilities called iFeed, to validate the approach with respect
to two criteria. The first is the capability of learning user interests: the results
show that the distance between the evolved models decreases as the user interacts
with the system. The second is the increase of precision of the set of documents
proposed to the users, indeed, the results show that, as the evolved models get
closer to the real user interests, the users increase their activities on the set of
documents recommended by the system.
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Abstract. The search for unfamiliar experiences and novelty is one of
the main drivers behind all human activities, equally important with
harm avoidance and reward dependence. A recommender system per-
sonalizes suggestions to individuals to help them in their exploration
tasks. In the ideal case, these recommendations, except of being accu-
rate, should be also novel. However, up to now most platforms fail to
provide both novel and accurate recommendations. For example, a well-
known recommendation algorithm, such as matrix factorization (MF),
tries to optimize only the accuracy criterion, while disregards the novelty
of recommended items. In this paper, we propose a new model, denoted
as popularity-based NMF, that allows to trade-off the MF performance
with respect to the criteria of novelty, while only minimally compromis-
ing on accuracy. Our experimental results demonstrate that we attain
high accuracy by recommending also novel items.

Keywords: Recommendation algorithms · Evaluation
Novelty · Collaborative filtering · Matrix factorization

1 Introduction

Recommender systems aim primarily at providing accurate item recommenda-
tions while ignoring many times additional quality criteria such as the novelty
of a recommended item [2]. There are many definitions of item novelty [2]. For
example, the popularity-based novelty focuses on discovering non-popular prod-
ucts that match the crowd’s interest. In terms of MF for providing novel item
recommendations, related work [5,23] observed that by raising the dimensional-
ity of the MF model (i.e., by increasing the number of latent factors), we can
recommend items coming from the long tail (i.e. more novel items), but with big
losses in terms of accuracy. In addition, an increased number of latent factors
directly affects the efficiency of MF models.

In this paper, we provide novel item recommendations based on matrix fac-
torization. We propose a MF method that simultaneously recommends accurate
and novel items. Our proposed method, denoted as NMF, has the advantage of
controlling through a regularization term how novel items will be recommended,

c© Springer Nature Switzerland AG 2018
C. Ghidini et al. (Eds.): AI*IA 2018, LNAI 11298, pp. 516–527, 2018.
https://doi.org/10.1007/978-3-030-03840-3_38

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-03840-3_38&domain=pdf
https://doi.org/10.1007/978-3-030-03840-3_38


Novelty-Aware Matrix Factorization Based on Items’ Popularity 517

without increasing the number of latent factors of MF [5,23]. Moreover, we intro-
duce an integrated way to evaluate novelty, denoted as Novelty-nDCG, which is
based on the well-known nDCG [3], but adjusted for our case-scenario in rec-
ommender systems, and distinguishes a more novel item from a less novel item.
N-nDCG also can be used with different definitions [2,22] of item novelty, as will
be described later. However, item novelty should not be considered equal to the
diversity of a recommendation list.

In the remainder of this paper, Sect. 2 discusses the related work. In Sect. 3,
we define item novelty, and the evaluation of a recommendation list of items.
Then, we propose a framework for novel MF. Section 4 presents our experimen-
tal results on two well-known datasets. Finally, Sect. 5 concludes and describes
future work.

2 Related Work

Recommender systems’ effectiveness cannot be measured by considering only the
accuracy of recommendations. Jannach et al. [13], noticed that researchers are
increasingly aware of this problem, and that aspects related to the users’ expe-
rience like explanations, novelty and serendipity have to receive more attention.

Furnas et al. [8] proposed Singular Value Decomposition (SVD) to factor a
matrix into three matrices. An instance of SVD, known as classic matrix factor-
ization (MF), searches for two matrices (U and V ), whose their multiplication
gives an approximation of the original matrix A. That is, if we have a matrix A
with n rows and m columns, we can find two matrices, one U with n rows and k
columns and one V with m rows and k columns, such that UV � produces A with
the blank entries filled and a small deflection of the initial values. Another MF
method is known as CUR Matrix Decomposition[17], because the initial matrix
is factorized to 3 matrices (C, U and R). One quick observation about CUR
decomposition is that row and column that are used to construct matrices C
and R are randomly selected from matrix A. It is obvious that this selection will
affect CUR-approximation.

Several methods have been proposed to compute matrices U and V . For
example, Lee and Seung [15] proposed the definition of a cost function (i.e.,
‖A−UV ‖2), which can be minimised either by using multiplicative update rules
or by using additive update rules of the well-known gradient descent method. In
addition, Dhillon and Sra [7] proposed multiplicative update rules that incorpo-
rate weights for the importance of each element of the approximation predicted
matrix Â. Please notice that the objective function ‖A − UV ‖2 is convex either
in U only or V only. However, since it is not convex in both variables together,
we can only guarantee finding a local minimum solution, rather than a global
minimum of the cost function. Thus, since in general the problem has not an
exact solution, the computation of U and V is commonly approximated numeri-
cally with methods, such as gradient descent or alternating least squares (ALS).
Recently, Lin [16] proposed an algorithm to resolve the convergence issues of
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the optimization procedure. His algorithm guarantees the convergence to a sta-
tionary point. However, Lin’s algorithm requires even more execution time per
iteration than the slow in execution time of Lee and Seung [15] MF algorithm.

As far as item novelty is concerned, Jannach et al. [12] mention in their
research that recommender systems aim at boosting recommendations from the
long tail of the item popularity distribution, as it increases sales of novel items.
There are several works that try to provide both accurate and novel [2,3,22] or
diversified item recommendations [3,4], where a diversified item recommendation
list tries to capture more aspects of the user’s interest. In terms of MF, related
work [5,23] has claimed that by increasing the number of latent factors of the
basic MF model [14], we can more accurately recommend novel items. A different
research direction in MF formulates the item recommendation problem not as
a classification problem, but as a ranking problem using pairs of positive items
(in the train set) and negative items (not in the train set) as pairwise input. For
example, Bayesian Personalized Ranking (BPR) [20] optimises a simple ranking
loss such as AUC (the area under the ROC-curve) and uses matrix factoriza-
tion as the ranking function, that can be directly optimized using a stochastic
gradient algorithm. Similarly to BPR, Ning and Karypis [18,19] proposed a set
of Sparse LInear Methods (SSLIM), which involve an optimization process to
learn a sparse aggregation coefficient matrix based on both a user-item purchase
matrix and side information on items.

In contrast to the aforementioned work of Cremonesi et al. [5], and Yin et
al. [23], our proposed method incorporates an additional constraint term for
novelty into the basic MF formula. This additional information is taken from
an external resource of a user-item novelty matrix, which will be defined in the
next section. While novelty and accuracy of recommended items are seen as a
key feature of the recommendation utility in real scenarios, to our knowledge,
there is not much work relating them and systematically measuring trade-offs.

It is useful to make a clear distinction between novelty, diversity and serendip-
ity. Vargas et al. [22] explain that the novelty of an item refers to how different
an item is with respect to what has already been experienced by a user or the
community. While diversity refers to a set of items, and it is related to how dif-
ferent items are with each other. While serendipity [6] refers to how surprising
and interesting is an item for a user. Tomeo et al. [21] extended the regression
tree to generate diversified recommendations lists in a multi-attribute setting.
Wasilewski and Hurley [11] have proposed a matrix factorization framework to
trade-off between the accuracy of item recommendations and the diversity of the
items in the recommendation list. In the following, we argue why there is very
small overlap between their and our work, by identifying two important differ-
ences. The first is that similar to the previous approaches, their MF model com-
putes the pair-wise ranking loss of the objective function (not the element-wise
square loss like our methodology). In other words, our MF model is element-
wise and predicts the missing values of the user-item rating matrix, whereas
their model tries to optimize items’ pairwise ranking. The second difference is
that we are exploring the trade-off between item recommendation accuracy and
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item novelty, whereas they explored the trade off between item recommendation
accuracy and item diversity. This difference is discussed further in the discussion
section. De Gemmis et al. [6] proposed a methodology to propose non-obvious
items and to measure their serendipity by measuring via web-cam the facial
expression of the users.

3 Popularity-Based Novelty of Recommended Items

In this Section, we will define the novelty of an item for a target user. We want
to be able to measure if an algorithm will recommend more novel items to the
users. Table 1 summarizes the symbols used in the following sections.

Table 1. Symbols and definitions.

Symbol Definition

k Number of nearest neighbors

Lu Recommendation list for user u

N Size of recommendation list

NN(u) Nearest neighbors of user u

Pτ Threshold for positive ratings

I Domain of all items

U Domain of all users

R Domain of the rating scale

u, v Some users

i, j Some items

Iu Set of items rated by user u

Ui Set of users rated item i

ru,i The rating of user u on item i

|T | Size of the test set

Ni Novelty of item i

The premise of recommender systems is to suggest to users non-popular items
that match their interest, i.e. to make novel item recommendations. By doing
this, businesses can increase their profits, since these novel items usually might
have higher profit margins. Moreover, users will not get bored and disappointed
by just getting trivial recommendations of popular items. In the following, we
will define the novelty of a recommended item and how to measure the novelty
of a recommendation list.

Figure 1 depicts the item popularity distribution of a well-known dataset,
MovieLens 1ML [9], where items are ranked depending on how frequently they
have been rated by users. As it is shown in Fig. 1, the ratings of items follow a
long-tailed distribution and the novel items correspond to the long-tail items of
this item popularity distribution, where few users have rated or interacted with,
whereas items of low novelty correspond to popular items.
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Fig. 1. Popularity distribution of items.

3.1 Defining How Novel Is a Recommended Item

Related work [2] in recommender systems has proposed a lot of definitions of
item novelty. However, for a recommender system that consists only from a user-
item rating matrix (without any other information about categories of items,
domains of users’ interests, etc.), it is more suitable the simple popularity-based
novelty definition [2], also known as global long-tail novelty, which focuses on
discovering relatively unknown items (coming from the long-tail of the item
popularity distribution).

Based on the aforementioned arguments, novelty can be defined as the oppo-
site of popularity, which means that an item is novel if few people are aware of
it. Thus, we adopt the notion of user inverse frequency [2,22] to measure the
novelty Ni of a recommended item i, by taking the inverse of its popularity, as
can be shown by Eq. 2:

Novelty(i) = −Popularity(i) (1)

where Popularity(i) corresponds to the probability that an item is rated or
observed or had any other type of an interaction with a user.

Novelty(i) = Ni = −|Ui|
|U | (2)

where Ui is is the set of users that rated item i, and U is the set of all users.
Based on Eq. 2, an item can be considered as more novel, if the users have

less interacted with it (i.e., it took less ratings, or it is not enough purchased
or it is less observed/viewed). In order to highlight the existence of highly novel
items (favoring few very novel items and penalizing many less novel items), we
can consider the logarithm of the novelty, as it is shown in Eq. 3 [2]:

Ni = −log2
|Ui|
|U | (3)
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3.2 Novelty of Recommendation List

For a user u who is recommended N items, we define as novelty of the Lu

recommendation list of items, as follows:

NLu
= − 1

N

∑

∀i∈Lu

log2
|Ui|
|U | , (4)

where Ui is the number of ratings that were given from users on item i, and U
is the set of all users. We have to mention that the aforementioned definition of
Novelty can not penalize the fact that an item that is less novel is ranked in the
recommendation list Lu, above another item that is more novel. To do this, we
will define in the following the N-nDCG.

Thus, to obtain a more fine-grained level of granularity we adopt the notion
of Novel - normalized Discounted Cumulative Gain (N − DCGu) [3], which
also takes under consideration the relative position of the recommended items
inside Lu.

The first step in the computation of N − DCGu is the creation of the gain
vector. In our case, the gain vector for each item l in Lu, consists of its Novelty
(Nl), as it is defined in Eq. 3.

The second step in the computation of N − DCGu applies the Discounted
Cumulative Gain to the aforementioned gain vector, as shown in Eq. 5.

N -DCGu = Nl1 +
N∑

i=2

Nli

log2i
(5)

Based on Eq. 5, we discount the gain at each rank inside Lu to penalize items,
which are recommended lower in the ranking, reflecting the additional user effort
in order to reach them and take the corresponding explanation [22].

The third step is to normalize the N-DCGu against the “ideal” gain vector.
In our case, the “ideal” gain vector considers all recommended items in Lu as
having maximum Novelty, Nmax. That is, all recommended items in Lu are
considered as never seen by any user. Thus, the ideal N-IDCG is calculated as:

N -IDCG = Nmax +
N∑

i=2

Nmax

log2i
, (6)

Nmax = −log2
1

|U | , (7)

where U is the set of users, |Ui|, from Eq. 3, the number of times item i was rated
is considered to be null. Finally, the N -nDCGu is the ratio between N -DCGu

to N-IDCG:

N -nDCGu =
N -DCGu

N -IDCG
(8)
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3.3 Matrix Factorization

Matrix factorization methods are used in recommender systems to derive a set
of latent factors, from the user × item rating matrix, to characterize both users
and items by this vector of factors. The user-item interaction are modeled as
inner product of the latent factors space [14]. Accordingly each item j will be
associated with a vector of factors vj , and each user i is associated with a vector
of factors ui. An approximation of the rating of a user i on an item j can be
derived as the inner product of their factor vectors:

r̂ui = uiv
T
j (9)

The u(user) and v(item) factor matrices are cropped to k features and initial-
ized at small values. Each feature is trained until convergence (where convergence
specifying the number of updates to be computed on a feature before considering
it converged, it can be either chosen by the user or calculated automatically by
the package). On each loop the algorithm predicts r̂ij , calculates the error and
the factors are updated as follows:

vjk ← vjk + λ ∗ ((rij − uiv
T
j ) ∗ uik − γ ∗ vjk) (10)

uik ← uik + λ ∗ ((rij − uiv
T
j ) ∗ vjk − γ ∗ ujk) (11)

The attribute λ represents the learning rate, while γ corresponds to the regular-
ization term.

3.4 Novel Matrix Factorization

In this Section, we propose an algorithmic framework to trade-off between accu-
racy and novelty in matrix factorisation.

For popularity-based novelty, to provide more novel item recommendations,
we add an additional soft constraint for novelty into the classic regularized matrix
factorization formula as shown in Eq. 12:

GNovel =
∑

i,j∈R

(rij − uiv
T
j )2 +

β

2
(‖uj‖2 + ‖vj‖2) + δ‖ui − vj‖Nij , (12)

where δ controls the novelty vector and Nij holds the information of how novel
is for user i item j, and β weights the effect of the L2 regularization term. Please
notice that ‖ui − vj‖ constraints the representations of the user/item vectors in
the latent space, in such a way so that they are close to each other (i.e., their
difference is close to zero), in order to minimise the objective function. In other
words, we want to bring the user closer to the novel items in the latent space.
To do this, we use the Manhattan distance, which overcomes the problem of
Euclidean distance’s metric over high dimensional spaces, since it does not place
more emphasis on outliers, which may dominate other smaller weights computed
for other normal data points [1]. Then, to minimize the objective function Gnovel,
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we compute the error of the difference among the real and the predicted rating
values of items by using a numerical method, such as Gradient Descent, and by
applying the following update rules:

u′
i ← ui + η(2(rij − uiv

T
j )vj − βui − δNij)

v′
j ← vj + η(2(rij − uiv

T
j )ui − βvj + δNij) (13)

Henceforth, we call this method Novel Matrix Factorization (NMF). Please
notice that MF now becomes just a simplified special case of NMF and can be
easily derived from it.

4 Experimental Results

In this Section, we compare experimentally our approach NMF with the Matrix
Factorization [14] algorithm (MF).

4.1 Data Sets

Our experiments are performed with two datasets, MovieLens 100K (ML100K)
and MovieLens 1ML (ML1M) [10]. ML100K consists of 100,000 ratings assigned
by 943 users on 1,682 movies. ML1M contains 1,000,209 anonymous ratings of
approximately 3,900 movies made by 6,040 users. The range of ratings is between
1(bad)-5(excellent).

4.2 Experimental Protocol and Evaluation

Our evaluation considers the division of items of each target user into two sets:
(i) the training set ET is treated as known information and, (ii) the test set EP

is used for testing and no information in the test set is allowed to be used for
prediction. It is obvious that, E = ET ∪ EP and ET ∩ EP = �. Therefore, for
a target user we generate the recommendations based only on the items in ET

(Table 2).
Except the metric N-nDCG, that was introduced in Sect. 3.2, we use the

classic precision, and nDCG metrics as accuracy performance measures for item
recommendations.

We perform all experiments with 4-fold double-cross validation, with a
training-test split percentage, 75%–25%. The default size of the recommenda-
tion list N is set to 10, except to the cases where it is written differently. The
presented measurements, based on a two-tailed t-test, are statistically significant
at the 0.05 level. All algorithms predict the items of the target users’ in the test
set.

For both data sets, we have run experiments with a different number of latent
factors and values of the hyper-parameters, but we fix them to the value that
attained the best accuracy. In particular, for ML100K, the number of latent
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Table 2. MovieLens 100K and 1M dataset

Characteristic ML-100K ML-1M

# of ratings 100,000 1,000,209

# of users 943 6,040

# of items 1,682 3,952

# of genres 19 18

Average # of genres per item 1.7 1.6

Rating’s domain [1, 5] [1, 5]

factors, the regularization term β, the learning rate η for MF algorithm is set to
80, 0.001 and 0.001, respectively. For the NMF, we set, in addition, the novelty
regularization term δ equal to 0.1 and 1, because, we have run experiments with
two NMF variations, whereas the one variation attains high novelty with low
accuracy and the other variation attains low accuracy with high novelty. For
ML1ML, the number of latent factors for MF algorithm is set to 50, parameters
η and β are set to 0.001. For the NMF, we set the novelty regularization term δ
again equal to 0.1 and 1.

4.3 Sensitivity Analysis of NMF

In this Section, we want to explore how the performance of NMF in terms of pro-
viding novel and accurate recommendations is affected, as we increase the impact
of the regularization term δ, which controls novelty in Eq. 12. Both Figs. 2a and
b show that as we increase δ, N-nDCG increases till a point and remains then
stable, whereas nDCG decreases very drastically even with small values of δ.

That is, as we increase δ, NMF recommends more novel items but the recom-
mendation accuracy drops drastically, which means that novelty and precision
accuracy are correlated negatively. To balance the effectiveness of NMF between
novelty and accuracy, we set parameter δ equal to 0.1, which is before the point
where accuracy starts to drop drastically.

4.4 Comparison with MF

In this Section, we compare NMF algorithm against MF in terms of their accu-
racy (with precision and nDCG), and novelty (with N-nDCG) performance. For
NMF, we have two variations: NMF with the best attained novelty, where δ =
1, and NMF with the balanced trade-off between novelty and accuracy, based
on our findings from the previous section, by setting parameter δ = 0.1. Tables 3
and 4 show the performance results for both algorithms on the ML100K and the
ML1M datasets, respectively, when we provide top-10 item recommendations. As
expected, the best novelty is attained by NMF(δ = 1), but with severe losses in
terms of precision/nDCG. As it is shown, in the last row of both Tables 3 and 4,
NMF(δ = 0.1) is able to recommend with minor losses in terms of accuracy
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Fig. 2. Sensitivity analysis of NMF for (a) the ML100K and (b) the ML1M data sets.

very novel items. For example, N-nDCG is 15.6% and 17.8%, for ML100K and
ML1M, respectively, which is a very impressive improvement over those attained
by MF.

Table 3. Algorithms’ recommendation performance at top-10 recommended items on
ML100K.

Algorithm Prec nDCG N-nDCG

MF 7.6% 7.8% 11.1%

NMF(δ = 1) 0.1% 0.1% 22.2%

NMF(δ = 0.1) 9.1% 8.9% 15.6%
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Table 4. Algorithms’ recommendation performance at top-10 recommended items on
ML1M.

Algorithm Prec nDCG N-nDCG

MF 13.3% 14.7% 7.1%

NMF(δ = 1) 1.1% 0.9% 23.6%

NMF(δ = 0.1) 11.9% 10.8% 17.8%

5 Conclusions and Future Work

In this paper, we proposed a new framework for matrix factorization, denoted
as NMF, that provides both novel and accurate item recommendations. Our
empirical results have revealed the trade-off relationships between algorithmic
item accuracy and novelty, and NMF effectively deals with both of these two
aspects. In future work we also want to consider the diversity of recommendation
list. The intra-list diversification measures how diversified are the recommended
items inside a list based on a percentage of coverage of different topics covered by
the recommended items. Finally, we want to perform more offline experiments
with other datasets, but also online evaluation of our NMF algorithm with real
users to evaluate if and how users notice the increased novelty according to our
proposed measure.
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Abstract. Chatbots are becoming more and more popular for several
applications like customer care, health care, medical diagnoses. Gen-
erally, they have an interaction with users based on natural language,
buttons, or both. In this paper we study the user interaction with a
content-based recommender system implemented as a Telegram chatbot.
More specifically, we investigate on one hand what are the best strate-
gies for reducing the cost of interaction for the users and, on the other
hand how to improve their experience. Our chatbot is able to provide
personalized recommendations in the movie domain and implements cri-
tiquing strategies for improving the recommendation accuracy as well. In
a preliminary experimental evaluation, carried out through a user study,
interesting results emerged.

Keywords: Conversational recommender system · Chatbot
User experience

1 Background and Motivations

The peculiarity of a conversational recommender system is its capability of inter-
acting with the user during the recommendation process [1]. The user can provide
feedback that the recommender can use for improving the next recommendation
cycles. Accordingly, the acquisition of the preferences is an incremental process
that might not be necessarily finalized in a single step. In fact, a cycle of interac-
tions between the conversational recommender system and the user is repeated
as long as some liked items are recommended. Hence, the goal of these systems
is not only to improve the accuracy of the recommendations, but also to provide
an effective user-recommender interaction.

In this paper we propose a movie recommender system implemented as Tele-
gram chatbot1. Chatbots are a kind of bots which emulate user conversations.
1 The chatbot can be tested by searching for @MovieRecSysBot in Telegram list of

contacts.
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We implemented a Telegram chatbot since users can interact with the system
through a clean and well-known user interface daily used on their smartphone.
However, our application can be easily moved to other applications (e.g. Face-
book Messenger).

The entities and properties the chatbot deals with (e.g. movies, directors,
actors, genres, etc.) are extracted from DBpedia2. The chatbot uses these prop-
erties for eliciting user preferences, for providing recommendations as well as
for generating personalized explanations in natural language. The system is also
capable of adapting its behavior to the user feedback by implementing a cri-
tiquing strategy proposed in [2].

The main contribution of this work is to investigate the user experience with
a conversational recommender system under two points of view: the reduction of
the cost of interaction for the users and the improvement of their experience. In
this work the conversational recommender system adopts a user interface based
on buttons.

The rest of the paper is organized as follows: the relevant literature is ana-
lyzed in Sect. 2; Sect. 3 describes how the chatbot works and its interaction with
the user, and finally, the experimental evaluation and the discussion of results
are reported in Sect. 4. Section 5 draws the conclusion and the future work.

2 Related Work

There is a renewed interest in conversational recommender systems in the liter-
ature. So far, the research in the field of recommender systems has been mainly
focused on algorithms for improving the accuracy of rating predictions on top-n
recommendations [3–5], while the presentation of recommendations to the users
[6] and their interaction with the recommender have not been widely investi-
gated.

This work is mainly focused on the analysis of strategies for improving the
experience of the user with a conversational recommender. Several work ana-
lyzed the interaction between users and recommender systems under different
aspects [7]. In [8], Chen and Pu argue that an easy-to-use interface is paramount
in critique-based recommender systems. Berkovsky et al. [9] demonstrated that
explanation and persuasion are two important characteristics for convincing
users to follow the recommendations. This result is also confirmed in [10], where
the highest user satisfaction is achieved by personalized explanations using item
features. In [11], Kveton and Berkovsky focus their attention to devise a method
that simplifies content discovery and minimizes the cost of reaching an item of
interest by proposing a generalized linear search. Mahmoud and Ricci [1] demon-
strate that effective conversational systems can be built by adapting the strategy
for assisting online users in acquiring their goals. Similarly, in [12] the authors
propose a system capable of learning how to interact with users. Christakopoulou
et al. [13] develop a preference elicitation framework to identify which questions

2 http://wiki.dbpedia.org/.

http://wiki.dbpedia.org/
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should be asked to a new user to quickly learn her preferences. In [14], the user
iteratively refines a query by providing critiques like more like item I, but smaller
for improving the recommendations.

The goal of this work, compared to the prior researches, is to study the user
experience with a conversational recommender under a broader perspective that
analyzes how the user interaction can be influenced by different aspects like the
initial user ratings (i.e. on popular items or not), the interaction mode (i.e. by
buttons or by typing), the object of preference (i.e. items or item properties),
and how the users enjoy critiquing and explanation functions.

3 Description of the Chatbot

The chatbot designed in this work implements the workflow depicted in Fig. 1.
In the Preference Acquisition step, the chatbot asks the user to express her
interests. It asks questions related to entities (e.g, movies and persons) and their
properties in DBpedia (e.g, genre, role, director, actors). When the user starts
the interaction, her profile is empty, so the recommender system needs to address
a classical cold-start problem. The system offers two different strategies to allow
users express their preferences: (i) rating a set of items or properties proposed by
the system; (ii) typing the entities or properties she is willing to rate. The first
option allows the user to express the preferences by tapping buttons, while the
second one implements an entity recognizer based on the Levenshtein distance
[15] by means of a Did you mean function (Fig. 3(a)).

Fig. 1. The Bot workflow

The second step is the Recommendation. The Bot currently implements the
PageRank with Priors [16], also known as Personalized PageRank. The Person-
alized PageRank works on a graph composed of items and properties extracted
from DBpedia. In our system the nodes of the graph are entities in the movie
domain like American Beauty, Brad Pitt, Quentin Tarantino, and the edges
are the relations that connect these entities like director, producer, actor. The
Personalized PageRank assigns different weights to different nodes to get a
bias towards some nodes (in this case, the preferences of a specific user). The
algorithm has been effectively used in other recommendation environments [4].
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Figure 2 shows how the user preferences and the DBpedia properties are repre-
sented in a single graph. The algorithm is run for each user and the assignment
of the probabilities to the nodes has been inspired by the model proposed in
[17]: 80% of the total weight is evenly distributed among items and properties
liked by the user (0% assigned to items disliked by the user), while 20% is evenly
distributed among the remaining nodes. The algorithm generates a ranking of
the items potentially interesting for a given user.

The chatbot also implements an Explanation component. Tintarev and Mas-
thoff [10] point out that explaining a recommendation is generally intended as
justifying the suggestion, but it might be also intended as providing a detailed
description that allows the user to understand the qualities of the recommended
item. The chatbot is able to provide both types of explanation. Details about
an item can be obtained by tapping on the Details button (Fig. 3(b)) which
shows information extracted from IMDB on a specific movie. The Why? button
implements the explanation algorithm described in [18]. The idea is to use the
connections in the DBpedia-based graph between the user preferences and the
recommended items for explaining why a given item has been recommended.

Fig. 2. Example graph which connects users, items and entities in DBpedia

An example of natural-language explanation provided by the system is: “I
suggest you Duplex because you like movies where: the actor is Ben Stiller as
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Fig. 3. A screenshot of the Bot during the training phase in typing mode (a), and the
recommendation phase (b)

in Meet the Fockers, the genre is Comedy as in American Reunion. Moreover,
I recommend Duplex because the actor is Ben Stiller and you like him”. In
this case the system used the connections, extracted from DBpedia, between
the recommended movie Duplex and the user preferences (i.e.Meet the Fockers,
American Reunion, and Ben Stiller).

By tapping on the Profile button the user can also explore her profile, and
update her preferences.

Finally, the Bot allows the user to give a feedback on a recommendation.
It implements the Adaptive Strategy proposed in [2]. By tapping on the Like,
but... button (Fig. 3(b)) the user activates the Refine process. The Refine is a
critiquing strategy which allows the user to express a preference on a movie,
but to separately evaluate its characteristics (e.g, I like Pulp Fiction, but not
Quentin Tarantino). Therefore, the user can express a preference on a single
property of a movie. The node associated to the property the user does not like
(e.g., Quentin Tarantino) will be removed from the graph used by the PageRank
and the recommendation process starts again on the new updated graph. The
Algorithm 1 formalizes the process for leading the conversation. For the sake of
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simplicity, the algorithm does not report the functions for exploring and updating
the profile. These are two functionalities the Bot offers to the user. Through these
functions the user can view the preferences stored in her profile and change them.
At the end, when the profile has been updated, the system will run again the
PageRank and generate a new set of recommendations.

Data: Recommendations = top-5 recommendations, Profile = set of user
preferences, Graph = graph representation of user preferences, items,
entities, properties

Profile ← Profile + new preferences (items, entities, properties);
Recommendations ← PageRank (Graph, Profile);
Show Recommendations;
while User does not accept Recommendations do

Feedback ← User feedback;
Refine(Feedback);
Recommendations ← PageRank (Graph, Profile);
Show Recommendations;

end
Algorithm 1. Algorithm for Conversational Recommender

begin
for each liked characteristics ∈ Feedback do

Profile ← Profile + liked characteristics
end
for each disliked characteristics ∈ Feedback do

remove disliked characteristic from Graph
end
return Graph, Profile

end

Procedure Refine(Feedback)

4 Experimental Evaluation

We designed a user study by involving 415 subjects (female = 36.1%, master
degree or PhD = 37.9%, medium-high interest in movies = 93.2%). The subjects
were recruited by sharing on Facebook, LinkedIn, and some mailing lists, the
invitation to take part in the experiment. The goal of our experiment is to
define the best strategies for reducing the user interaction cost and improving
her experience. Our experiment has three variables:

– the selection of the items proposed to the user in cold-start situation. There are
two different strategies: (i) the selection based on the most popular items, and
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(ii) the selection based on the most diverse items3. Strategy (i) proposes items
that the user likely knows by reducing the time for acquiring the preferences,
while the strategy (ii) proposes items that are different among them (e.g.
different director, or genre, or actors) in order to build a more accurate profile.

– the interaction mode. The user can (i) tap the button corresponding to the
chosen answer (she must choose among the answers proposed by the system),
or (ii) type the name of the entity or property for which she wants to express
a preference (e.g. a movie, an actor, a director, a genre).

– the preference elicitation. There are two possibilities for eliciting preferences:
(i) to express a preference on a movie (e.g. American Beauty), and (ii) to
express a preference on a movie property (e.g. Quentin Tarantino, Julia
Roberts, comedy movies).

By combining these variables, we obtained the four configurations reported
in Table 1. Each user was randomly assigned to one of the four configurations. It
is worth noting that when the user expresses her preferences on movies and prop-
erties (i.e. conf # 4) she has to type her preferences. Indeed, to make available all
the possible choices by buttons was complicated. Conversely, when the user can
choose only movie properties (i.e. conf # 3) the interaction through buttons is
available by categorizing the properties (e.g. Actor, Director, Music Composer,
etc.) and by proposing only the most popular entities for each category. This is
the reason why we have four configurations instead of six.

According to the experimental protocols designed in [11,13] we adopted the
following metrics for evaluating the cost of interaction: number of questions
(NQ), i.e. the number of questions the chatbot asked before and after the recom-
mendation, question-answering time (QT), i.e. the time (in seconds) to answer
to the chatbot questions, the interaction time (IT) (in seconds) i.e. the time
from the preference acquisition to the recommendation acceptance. In order to
evaluate the accuracy of the recommender we calculated the percentage of rec-
ommended lists where at least a liked movie appears in Liked Lists (LL), and
the average precision (AP@k) computed as follows:

AP@k =
∑k

l=1 P@l · rel(l)
k

, (1)

where P@l is the precision considering the first l positions in the recommended
list, rel(l) is an indicator function equal to 1 if the item at rank l is liked, 0
otherwise. In our experiment, k = 5.

Experimental Protocol. We deployed a chatbot4 designed to run a between-
subject experiment, i.e., we tested four different configurations and each user
was randomly assigned to one of them. When the user starts the experiment,
her profile is empty.

3 The diversity is computed by the Jaccard index on the movie properties between
the items in the user profile and the items not rated yet.

4 @MovieRecBot.
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We asked the user to provide some basic demographic data. Then, each user
follows the workflow depicted in Fig. 1. First, the user expresses her preferences
according to the assigned configuration. Then the chatbot shows a set of five
recommendations and for each recommended item the user can choose among
‘like’, ‘dislike’, ‘like, but...’, ‘skip to the next movie’. Furthermore, for each movie
she can look at more details extracted from IMDB or can obtain a personalized
explanation. At the end of the experiment the user gives an overall rating on
her general satisfaction of the interaction with the system on a 5-point Likert
scale. The recommender works on a graph composed of 42,583 nodes of which
7,672 are movies. We collected 153 users for conf #1, 131 users for conf #2, 118
users for conf #3, and 127 users for conf #4. As stated in [19], the minimum
acceptable sample size for each experimental condition was set as 73, thus our
experiment guaranteed the significance of the results.

Results and Discussion. Table 2 shows the results for the accuracy metrics,
and Table 3 shows the results for the interaction-cost metrics. The best overall
results in term of LL and AP@k is achieved by configuration #4, which is the
only one where the user can type her preferences. Hence, this interaction leads to
more accurate user profiles and, consequently, more accurate recommendations.
Configuration #4 has also a low interaction time (IT) (i.e. 388 s). As regards
the different selection mode in cold start situations, results show that when the
selection is based on popularity (i.e. conf #1), a higher accuracy is achieved
compared to the selection based on diverse items (i.e. conf #2). Furthermore,
conf #1 has also a lower interaction time than conf #2. So, the selection based on
popularity should be preferred to a selection based on diversity. The comparison
between the configurations based on the preferences expressed on the items (i.e.
conf # 1, 2) or on the item properties (i.e. conf # 3) shows that the latter achieves
a lower accuracy as well as a larger cost of interaction. Hence, the preference
elicitation based on the item properties is generally more tiring for the user and
less effective. Finally, the comparison between the interactions based on buttons
(i.e. conf # 1, 2, 3) and the interaction based on typing the user preferences (i.e.
conf # 4) shows that the latter mode is better both in terms of accuracy and
interaction cost.

By analyzing the configurations in terms of NQ and QT emerged that the
number of questions is generally very similar among the different configurations.
This is likely due to a quite standard procedure in the training phase. An inter-
esting outcome emerged by analyzing the correlation between question time and
interaction time: the largest time for providing answer did not imply an equally
largest interaction time (i.e. conf #4), probably because the interaction mode
(i.e. typing) is effective.

Other interesting statistics extracted from the analysis of the system logs
shows that the critiquing strategy leads to an improvement up to +9.41% in
terms of LL and up to +31.04% in terms of Ap@k. The explanation function
has been used for ∼13% of recommended movies, and ∼50% of the users explored
their profile during the interaction.
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Table 1. The four configurations of the Bot

conf # Rated objects Selection Interaction

1 Movies Popularity Buttons

2 Movies Diversity Buttons

3 Properties – Buttons

4 Movies/Properties – Typing

Table 2. Accuracy metrics - in bold the best result for each metric

conf # LL AP@k Overall rating

1 0.9038 0.5662 4.14

2 0.8971 0.4958 4.20

3 0.8793 0.5149 3.69

4 0.9140 0.5853 4.11

Table 3. Interaction-cost metrics

conf # NQ QT IT

1 20.22 11.75 352

2 21.00 14.05 390

3 21.08 14.34 412

4 19.90 16.76 388

Finally, the overall rating on the experience with the Bot is greater than 4
for all the configurations with the exception of conf #3 so, the users have been
generally satisfied by the experience with the chatbot.

5 Conclusion and Future Work

In this paper we proposed a movie recommender system implemented as Tele-
gram chatbot. We evaluated different interaction modes in terms of interaction
cost and recommendation accuracy. We implemented a critiquing strategy which
adapts the recommendations to the user feedback. Results obtained by carrying
out a user study demonstrated that when the user can type her preferences, the
recommender shows the best trade off between accuracy and cost of interaction.
An interaction based on buttons should propose popular items for reducing the
interaction cost and improving the recommendation accuracy. Furthermore, the
preferences given on the items are generally more effective than the preferences
given on the item properties. Other interesting outcomes are that the critiquing
strategies can lead to very significant improvements in terms of recommenda-
tion accuracy, and that the explanation and the profile-exploration functions are
features liked by the users.
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As future work, we will investigate an interaction completely based on natural
language and we will test the recommender on other domains like music and
book.
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Abstract. While social media presence is increasingly important for
businesses, growing a social media account and improving its reputation
by gathering followers are time-consuming tasks, especially for profes-
sionals and small businesses lacking the necessary skills and resources.
With the broader goal of providing automatic tool support for social
media account automation, in this paper we consider the problem of
recommending a Twitter account manager a top-K list of Twitter users
that, if approached—e.g., followed, mentioned, or otherwise targeted on
social media—are likely to follow the account and interact with it, this
way improving its reputation. We propose a recommendation system
tackling this problem that leverages features ranging from basic social
media attributes to specialized, domain-relevant user profile attributes
predicted from data using machine learning techniques, and we report
on a preliminary analysis of its performance in gathering new followers
in a Twitter scenario where the account manager follows recommended
users to trigger their follow-back.

Keywords: Social media · Recommendation systems
Machine learning

1 Introduction

Social media presence is recognized as an important factor for businesses, as
it provides a channel for reaching potential customers, enabling for instance to
gather their preferences and feedback, increase revenues through social mar-
keting, and in general improve brand awareness and reputation [19]. However,
maintaining a social media account and growing it by acquiring and engaging
followers—the potential customers—are not for free. On the one hand, a suc-
cessful account must provide some value to its followers, e.g., in terms of posted
contents, conversation, and engagement. On the other hand, unless there is a
reputation capital to leverage (e.g., a famous brand) and excluding the ques-
tionable practice of buying fake followers, gathering valuable followers that may
interact and provide value to the account (differently from fake followers) may
c© Springer Nature Switzerland AG 2018
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not be easy: these users have to discover the account first, so they must be
actively searched, engaged and converted into followers by the account manager.
All these activities require time and skills, and may be economically non-viable
for professionals and small businesses lacking the required resources. While social
media account automation tools exist to help account managers, they typically
cover only the most basic tasks, like scheduling and optimizing posts for different
social networks, and the feasibility and potential of further account automation
targeting followers’ engagement and account growth are still largely unexplored.

With the long term goal of investigating complex forms of social media
account automation, in this paper we consider the problem of automatically iden-
tifying the social media users that are most likely to follow a given target account
if approached by the account manager—e.g., followed, mentioned, or otherwise
targeted in a social media message—to make them aware of the account exis-
tence. This is a form of recommendation problem where: (i) the target/active
user is the social media account manager; (ii) the system has to provide a top-K
list of potential followers ranked by the estimated likelihood that they will fol-
low the target account, if engaged; (iii) the system may leverage data about
users already following the target account (content-based view) or users follow-
ing accounts similar to the target one (collaborative-filtering view); and (iv) the
feedback about a recommendation is not provided directly by the account man-
ager, but depends on the decision of the recommended user to convert into a
follower.1 The considered problem can be also related to microtargeting [4], as
users are selected according to their characteristics and, based on that, engaged
to stimulate a certain response: to follow the target account.

As it is known that rich profiling is crucial for microtargeting, as well as for
content-based recommendation techniques, to address the considered problem we
propose a content-based recommendation system [13] where recommended items
are social media users, described with a rich profile that includes both domain-
independent basic user attributes directly extracted from social media, and more
computationally expensive, possibly domain-specific specialized user attributes
derived from social media data using state-of-the-art classification techniques.
We select Twitter and the (popular) Italian football domain for our experi-
ments, thus considering specialized attributes such as a user’s supported team.
We performed a preliminary evaluation of the performance levels—conversion,
interaction, and follower growth rates—achieved using the proposed system on a
real Twitter account in the football domain, where the account manager follows
the users recommended by the system to trigger their follow-back. We find that
the use of specialized attributes significantly improves the performance when
compared to baseline recommendation strategies not using them. At the same
time, the daily use of the system allows achieving follower growth rates on par
or even better than the rates of “competing” accounts in the same domain.

1 The decision has to occur in a reasonable time window after the user has been
engaged (causality). For simplicity, we assume also that the account manager trusts
the system and engages all recommended users. If not, then also the feedback by the
account manager about whether or not to engage a user should be accounted for.
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The follow recommendation strategies discussed in this paper were imple-
mented as part of our social media account automation system—Pokedem [6].
In addition to recommending users to follow, Pokedem also recommends the orig-
inal content to post to engage the followers after their acquisition. Even though
the posting strategies are out of the scope of this paper, they are undoubtedly
a vital follower retention mechanism and will be briefly discussed in the paper.

The remainder of this paper is organized as follows. Section 2 summarizes
related works. Section 3 describes the proposed recommendation system and the
considered user attributes. Section 4 reports on the implementation of the app-
roach within Pokedem. Section 5 reports on the use of the system on a real
Twitter account, evaluating its performance against simpler recommendation
baselines and similar Twitter accounts. Section 6 concludes.

2 Background and Related Work

Many social media, like Twitter, Facebook, Instagram, Pinterest, and LinkedIn,
provide for a unidirectional follow relation between a follower and a followee
users (using Twitter terminology). The relation is established by the follower,
which then receives and may interact (e.g., share, reply, like) with all the contents
posted by the followee. Therefore, increasing the number of followers allows a
user to engage and broadcast his own contents to a larger audience, making his
account more popular, reputable, and influential. This is clearly a goal for any
business use of social media.

Many strategies are used to acquire followers on social media. Ignoring the
paid promotion of one’s account via the social media platform, and the purchase
of fake followers [8] that generally violates terms of use and brings no interaction
(acquired followers are fake “zombie” accounts), these strategies generally sum
up to (i) providing original contents and other value that may attract users, and
(ii) actively engaging users, e.g., by following or mentioning them, to convert
them into followers. For the latter strategies, the choice of the users to engage is
crucial. Mass follow strategies typically (and controversially) pick random users,
but even if they convert into followers they may not be interested in interacting
with the account, making them of limited value from a social and business points
of view. On the other hand, manually picking users is time-consuming and does
not scale.2 A recommendation system suggesting potential followers to engage
would thus be an invaluable asset for social media account managers.

The use of recommendation techniques to suggest the users to follow on
social media has already been studied in the literature. However, the proposed
approaches focus on recommending followees that a target/active user may find
interesting. These approaches typically leverage either the social network topol-
ogy via collaborative filtering techniques [1,11,23], the topics and features of

2 In our tests, we spent 3 min per user if visual clues (e.g., profile picture and banner)
could be exploited to assess a user’s relevancy, and up to 15 min if the full profile
had to be checked to determine if the user might be a potential follower.
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user-generated contents via content-based techniques [2], or both kinds of fea-
tures [3,10]; some approaches also consider the user sentiment [22] and person-
ality traits [21]. The task solved by these approaches differ from our task as they
do not aim at recommending users that may follow-back the target account,
although in principle one may apply such systems indirectly by providing a
ranked list of recommendations for every user in the social network (which may
be millions) and then rank those users based on how high our target account
looking for followers appears in those lists or how high it is scored (a ranking
that we may assume to correlate with the follow-back likelihood). This is how-
ever an impractical solution if the goal is to provide recommendation to a single
(or few) target account(s), and we are thus not investigating it further in this
paper.

Other approaches in the literature take a network-centric view in recommend-
ing followees, e.g., by aiming at maximizing the content spread on the network [5],
and thus address a task different from ours. Twitter itself provides a followee
recommendation service [9] that operates by default on each user homepage and
is accountable for a large fraction of the follow relations on Twitter. A survey of
recommendation tasks and systems on Twitter is provided by Kywe et al. [12].

3 Proposed Approach

We propose a follower recommendation system that employs a simple content-
based recommendation algorithm [13] (Sect. 3.1) together with a rich user repre-
sentation featuring both basic user attributes directly obtained from social media
(Sect. 3.2) and specialized user attributes estimated via supervised or rule-based
classification techniques (Sect. 3.3).

3.1 Recommendation Algorithm

We denote with U the set of social media users (or a relevant sample of them if
all users cannot be obtained) and with a ∈ U the target/active user for which
follower recommendations have to be produced. For this problem, the users are
also the items to recommend. Each user u ∈ U is represented with a profile
vector u built based on different attributes derived from social media data.
Given the set Fa of followers of target user a, we average the vectors of his/her
followers to derive a preference vector pa = 1

|Fa|
∑

u∈Fa
u. For each user u ∈

U \Fa that is a candidate for recommendation, we compute the cosine similarity
sa,u = pau

|pa||u | between pa and u. Based on the computed similarities, a top-k list
La = (u1, . . . , uk) of recommended users ui ∈ U \ Fa is returned by the system
so that sa,ui

≥ sa,uj
for all i < j ≤ k, and sa,ui

≥ sa,u for all u ∈ U \ La,k.

3.2 Basic User Attributes

We collect the following cross-social media, domain-general basic user attributes,
each one encoded as one or more binary elements in our user vectors and alto-
gether capturing the information directly obtainable from raw social media data:
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– Activity level. This binary attribute states whether the user did some posts
in the last 6 months, and is motivated by the assumption that inactive users
are unlikely to convert into followers if engaged.

– Languages. These are the languages associated to the user and his/her mes-
sages on social media, each one encoded as a binary vector element. This
attribute accounts for the intuition that users whose language(s) differ from
the one(s) of the target account may be unlikely to follow it.

– Number of followers. Often, users with more followers than the target account
are less likely to follow it. We divide this attribute by the number of followers
of the target account and discretize the result in binary classes.

– Followees. These are the accounts followed by the user, each represented as a
binary vector element.3 This attribute approximates a user’s interests [14,20]
and we may assume that users following the same accounts are similar.4

– Influence score. This attribute consists of a h-index like influence measure
based on the number of posts and the interactions they obtained, computed
as the maximum number h such that there are at least h user posts that
obtained at least h interactions (likes, retweets) each. We encode it with a
set of “lower than k” binary elements, and we intuitively assume users with
large scores to be less likely to follow accounts with lower scores.

3.3 Specialized User Attributes

We consider the following specialized user attributes, each one represented with
binary elements in our user vector and obtained indirectly using classification
techniques on top of available social media data:

– User type. This attribute classifies users as either persons, organizations, or
bots, based on a hard-coded rule-based classifier that looks for certain clues
(e.g., specific keywords such as person names from a gazetteer) in the user
social media profile. We expect these user categories to have different follow
behaviors and the attribute permits to capture such differences, if any.

– Gender. We estimate this attribute using a rule-based strategy that compares
the first name of the user (taken from his Twitter account) with two gazetteers
of male and female names; the attribute accounts for gender-based differences,
e.g., related to user interests, that may impact on the decision of following
an account in a certain domain (e.g., the considered football one).

– Location. We estimate a user’s location using a distant supervision technique
where first we extract location data from Twitter user profiles explicitly stat-
ing it, using the Pelias5 geo-coder system to normalize user-supplied location
strings with respect to the GeoNames6 geographic database. This data is

3 An alternative TF/IDF representation is possible, where the IDF is computed on U
and the TF may reflect the level of interaction between user and followed account.

4 This assumption corresponds to a collaborative filtering hypothesis for the related
but different task of providing recommendations to the potential followers.

5 https://github.com/pelias/pelias.
6 http://www.geonames.org/.

https://github.com/pelias/pelias
http://www.geonames.org/
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then used as ground truth together with the users’ vector representations for
training a supervised machine learning classifier (decision tree), which is then
applied to predict the location of other Twitter users not declaring it.

– Favorite Team. We derive this attribute using a hard-coded rule-based strat-
egy that considers: the football teams followed by a user (if just one it is likely
it is his/her favourite team); the football players followed by a user together
with the teams they play for; and the occurrence of certain team names or
related keywords (e.g., mottos) in a user description. This domain-specific
attribute accounts for the intuition that a target account biased towards a
team is more likely to be followed by supporters of that team.

With the exception of the favorite team, which is specific to the Italian football
domain where we evaluate our system, the remaining attributes are domain-
general and usually available in any social media and not just Twitter. Note that
the attribute classifiers may depend on the specific language considered (in our
case, Italian), thus requiring specific adaptation or training for new languages.

4 Implementation

We implemented the approach in our Pokedem social media automation sys-
tem7 [6]. The goal of Pokedem is to automate the daily activities of social media
account managers, reducing the burden, required time and skills needed for this
job and allowing them to focus on activities needing human judgment and cre-
ativity. Focusing on Twitter, Pokedem provides an account manager with com-
prehensive data analytics about the performance of the account as well as the
profiling of the target audience. The main feature of Pokedem, however, is its
recommendation system implementing (for follow recommendations) the app-
roach of Sect. 3. This system suggests possible actions to perform on the account
(tweet/retweet, follow/unfollow, like), with the business-relevant goal [19] of
improving account popularity—measured as number of followers—and audience
engagement, rather than suggesting people and contents that the user may like
as typically considered in Twitter recommendation literature [12].

Pokedem is available as a web application for social media account managers,
through which they can manage and operate on a Twitter account. It consists
of three components corresponding to distinct tabs in the web UI (Fig. 1):

– Recommendations. This tab (excerpt in Fig. 1a) provides a ranked, always
up-to-date list of recommended social media actions, with explanations of
why they are recommended. The account manager may reject, execute imme-
diately, or schedule a recommended action for later execution at an optimal
time chosen by the system. The execute/reject feedback of the account man-
ager for past actions is currently ignored, although it is recorded and may be
exploited in the future for further tuning the recommendations.

7 Demonstration video at https://pokedem.futuro.media/.

https://pokedem.futuro.media/
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Fig. 1. Pokedem web UI (exemplified for the @esseredeltoro Twitter account): (a) Rec-
ommendations tab, (b) User Profiling tab, (c) Analytics tab.
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In addition to the follow recommendations produced using the approach of
Sect. 3 (top box in Fig. 1a), Pokedem also recommends tweeting links to rele-
vant news articles (bottom box in Fig. 1a) chosen from configurable RSS feeds
based on news popularity (e.g., number of comments) and topicality. For those
actions, we enrich the initially proposed text to make it more appealing in
the social media environment. First, Pokedem recommends trending hash-
tags that may increase tweet visibility. Secondly, we use our SocialLink [15–
17] project to automatically replace proper names found in a tweet with the
mentions of the corresponding twitter profiles. SocialLink is designed to link
DBpedia entities to Twitter profiles and also allows performing Entity Link-
ing on an arbitrary text (e.g., a tweet) using the same approach [7].

– User Profiling. This tab (excerpt in Fig. 1b) shows the rich user profiles col-
lected by Pokedem to support recommendations, as described in Sect. 3.2 and
Sect. 3.3. Profiles are computed for the target Twitter audience of the account,
identified by navigating the social network starting from representative, con-
figurable seed accounts. Filtering facilities and attribute distribution charts
support demographic analyses and microtargeting [4], i.e., the selection and
engagement of specific users on the basis of their attributes.

– Analytics. This tab (chart example in Fig. 1c) leverages the metrics gathered
for recommending actions (e.g., numbers of followers, likes, retweets) to offer
charts and other analytics services. They allow comparing the performance
levels of the managed account and of benchmark accounts (e.g., competitors,
listed by the account manager) along time and different dimensions, to iden-
tify the metrics of the target account needing improvement.

5 Evaluation

As a preliminary evaluation of the proposed follower recommendation system
and of the impact of specialized user attributes, we have deployed and used the
system on a specifically created Twitter account in the Italian football domain
(Sect. 5.1), where we conduct two analyses. First (Sect. 5.2), we compare our
account with “competing” accounts in the domain, to evaluate the real-world
effectiveness of our system in terms of interaction and followers growth rates.
Then (Sect. 5.3), we compare our system with several baseline recommendation
strategies on the same account, to assess the quality of recommendations and
the impact of specialized attributes in terms of conversion and interaction rates.

5.1 Evaluation Scenario

@esseredeltoro8 is a Twitter account that we created on Aug. 2016 to support
the development and testing of our social media account automation techniques.
The account is presented as a non-personal, community-like account for support-
ers of Torino Football Club, a professional football team playing in the Italian
top football division (Serie A). To keep the account alive and provide value to
possible followers, we routinely carry out three activities on the account:
8 https://twitter.com/esseredeltoro.

https://twitter.com/esseredeltoro
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– News posting. Semi-automatically and on a daily basis, we post tweets linking
to online news articles about Torino that may be of interest to its supporters.
These tweets are drawn from the suggestions in the Recommendations tab of
Pokedem, as discussed above.

– Chart posting. Semi-automatically and after each match, we post charts rank-
ing the Twitter users most active in tweeting about Torino before and during
the match, divided by category (e.g., supporters, journalists, fan clubs) and
leveraging the user profiling techniques we employ for our recommendations.9

– Conversation. Manually and when contacted or mentioned, we reply to users’
messages and engage them in conversation, also to avoid being seen as a bot.

After an initial two weeks bootstrap period, where we set up the account with its
semi-automatic posting of contents and reached ∼100 followers, we deployed our
follower recommendation system and started following the users suggested by it,
giving them a chance to discover our account and follow us back if interested.
Apart a two weeks period where we experimented with different recommendation
strategies, the system has been always active, permitting the account to reach
1000 followers on April 03, 2017 and 2067 followers as of today (June 11, 2018),
overall suggesting that recommended users are actually interested in our account.

5.2 Comparison with Competing Accounts

We compare here the followers growth rates obtained by our account and by
the competing accounts here used as baselines, to assess the effectiveness of
the proposed recommendation system when used to grow a real account. As
interacting with followers is important on social media, we also comment on the
number of interactions—replies, retweets, and likes—obtained by @esseredeltoro
and the baselines, to see how valuable are the acquired followers.

Experimental Setting. We consider a monitoring period of 6 months from
Sept. 15, 2016 to March 15, 2017 where the proposed recommendation system
was continuously used on @esseredeltoro, growing the number of followers from
138 to 920 and fostering interaction on the account. To put these effects into
context, we identified two groups of competing accounts that serve as baselines,
and we compare them with our account in terms of (i) the follower growth rate
(avg. new followers per day) they experienced for a similar increase of followers
from 100 to 1000 approximately,10 and (ii) the interaction rates (avg. interactions
per user per day) during the last month of this period—Feb. 15, 2017 to March
16, 2017—for which we have data for all the involved accounts.

Baselines. As baselines for this comparison, we identified two groups of Twit-
ter accounts that similarly to @esseredeltoro present themselves as fan accounts
supporting Torino Football Club:
9 Examples of posted charts: https://bit.ly/2LXz1kK, https://bit.ly/2PGq4P5,

https://bit.ly/2oIIvXS.
10 Note that the growth from 100 to 1000 followers occurred in different periods for

each account. As the growth rate depends on the number of followers previously
accumulated, a comparison is possible only for the same growth range.

https://bit.ly/2LXz1kK
https://bit.ly/2PGq4P5
https://bit.ly/2oIIvXS
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– “Follow” accounts. This group consists of 12 accounts (86 to 3008 followers,
avg. 1052) exhibiting a strategy similar to @esseredeltoro, as they appear
(by checking number and overlapping of followees and followers) to actively
engage users by following them to trigger a possible follow-back.

– “Post” accounts. This group consists of 10 accounts (288 to 12800 followers,
avg. 3842) that rarely engage users directly but rather focus on posting origi-
nal content that may attract new followers. Many of these accounts are linked
to online blogs and news providers for Torino Football Club.

●●

● ●

●●

●

competing accounts
Sep 15 − Mar 15

‘‘Post'' accounts
100−1000 followers

‘‘Follow'' accounts
100−1000 followers

our account

0 1 2 3 4 5 6 7

Fig. 2. Growth rates (avg. new followers per day) on our account and the baselines for
growing from 100 to 1000 followers and for period Sept. 15, 2016 – March 15, 2017.

●●

●● ●

●

‘‘Post'' accounts

‘‘Follow'' accounts

our account

0.00 0.02 0.04 0.06 0.08

Fig. 3. Interaction rates (avg. interactions per user per day) on our account and the
baseline groups of competing accounts for the period Feb. 15, 2017 – March 15, 2017.

Results. The box plot in Fig. 2 compares the growth rates of @esseredeltoro
and the two baselines for the 100–1000 followers range, and also shows the
growth rate of all competing accounts in the considered Sep 15 – Mar 15 period,
which is similar to the other growth rates of these accounts and thus shows that
no special event occurred in that period that may have favored @esseredeltoro.
Our account maps to a single data point (4.34), while each baseline maps to
a box with whiskers extending from minimum to maximum rates observed for
the considered competing accounts. Using our recommendation system, @essere-
deltoro performed better than any “Post” account in the 100 – 1000 followers
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range, meaning that our system is more effective at increasing followers than
the expensive strategy of posting valuable contents. Compared to the “Follow”
accounts distribution, @esseredeltoro performs over the upper quartile, mean-
ing that engaging the users recommended by our system is more effective than
following (almost) random users as typically done by “Follow” accounts.

The box plot in Fig. 3 compares the interaction rates on our account and the
two baselines, in the Feb. 15, 2017 – March 16, 2017 period. Although “Post”
accounts perform better than @esseredeltoro due to the high number of retweets
and likes obtained by their original posts, we argue that using the proposed
recommendation system helps narrowing the gap as it allows acquiring followers
that are more interested in the target account and are thus more likely to interact
with it than followers acquired by “Follow” accounts.

5.3 Comparison with Baseline Strategies

We compare here the recommendations by the proposed system with the ones
produced by simpler baselines not using specialized user attributes, to assess
their impact on followers conversion rates.

Experimental Setting. We simultaneously ran our system and different rec-
ommendation baselines on @esseredeltoro for two weeks. During this period, we
selected and followed the top 135 users recommended by each strategy (our sys-
tem, the baselines). Given that Twitter limits the number of people one may
follow per day (to oppose mass following), we followed only a few dozen of new
people at a time and then waited for some days giving those people a chance to
follow us back. After this period, for each strategy we measured the conversion
rate, i.e., the fraction of recommended and followed users that followed us back,
as well as the number of interactions we had with those users.

Baselines. We chose the following baselines, considering only candidate users
that were active (i.e., tweeted) in the last 6 months:

– Simple Content-Based. This is a simpler version of the proposed approach
that only includes followee information in user vectors, using 250 followers
acquired before the experiment to compute the preference vector.

– Torino FC. Recommended users are randomly taken from the 220 K followers
of @TorinoFC 1906,11 the official account of Torino Football Club followed by
passionate Torino supporters that may also be interested in our account.

– Serie A. Recommended users are randomly picked from the followers of
@SerieA TIM,12 the official account of the top Italian football division, fol-
lowed by 850 K people interested in Italian football and possibly in our
account.

– Twitter. Twitter account suggestions [9] are based on several factors, includ-
ing the social connections, posted tweets, and past interactions of the target

11 https://twitter.com/TorinoFC 1906.
12 https://twitter.com/SerieA TIM.

https://twitter.com/TorinoFC_1906
https://twitter.com/SerieA_TIM
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account. As these suggestions are provided to any Twitter user and allow
finding similar accounts, they represent an obvious baseline.

0.95

1.72

2.24

8.39

26.31

Serie A

Torino FC

Simple Content−Based

Twitter

our system

 0  5 10 15 20 25 30

Fig. 4. Conversion rates (percentage of recommended users converted into followers)
for the compared strategies.

Results. Figure 4 shows the conversion rates measured for our system and the
considered baselines. We observe a large difference between the system and the
Simple Content-Based baseline using only followee information, and a much
greater difference with Torino FC, and Serie A baselines, confirming that a rich
user characterization in terms of domain-specific attributes is important to target
the right users and achieve high conversion rates. All the interactions observed
during the experiment period were only with users recommended by the pro-
posed system, suggesting that followers obtained with the considered baselines
are less interested in the contents of our account and/or in interacting with it,
and are thus of less value from a social media strategy point of view.

6 Conclusions and Future Work

We presented a recommendation system that, leveraging specialized user
attributes learned from social media data, suggests users that are likely to con-
vert into followers of a target/active user account. A preliminary evaluation on
a real Twitter account shows that specialized attributes greatly improve conver-
sion rates, and that using the system leads to interaction and follower growth
rates that are competitive if compared to similar, “competing” accounts in the
same domain. These results originate from ongoing work in investigating forms
of social media automation for supporting account managers in their daily activ-
ities.

In future, we plan to recommend other action types, to improve the recom-
mendations using feedback from similar accounts, and to expand the evaluation
by testing the system on more Twitter accounts and domains. We also plan to
improve the accuracy of attribute classifiers by leveraging the vector representa-
tion of Twitter users developed for SocialLink [17], and to increase the number
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of classified attributes by leveraging the alignment of Twitter users to DBpedia
entities whose RDF properties can be used as training data for the classifiers [18].
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through EIT Digital’s High Impact Initiative Street Smart Retail (HII SSR).
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Abstract. This paper describes a belief extension of the analytic net-
work process (ANP), a multi-criteria prioritization method to model deci-
sion making under uncertain context. The approach accommodates the
use of qualitative preference relations as input information in the pairwise
comparison matrices. Instead of applying the Saaty scale in the priori-
tization process, a new method, based on the belief function theory, is
applied. The proposed approach is illustrated by examples.

1 Introduction

The Analytic Hierarchy Process (AHP) [13,14] is one of the most widely used
multi-criteria decision making (MCDM) methods. This approach assumes that
the decision making problem can be structured hierarchically, where each ele-
ment is independent from all the others.

However, in some situations, strong dependencies between inter-level or intra-
level elements may exist. To solve this problem, a supermatrix approach [15] was
proposed by Saaty, named the Analytic Network Process (ANP). Its main aim
is to extend the AHP method to model interactions and feedback.

Like AHP method, the pairwise comparison technique is used to compute
ANP method priorities. Each element is then paired and compared using the
Saaty’s scale. However, due to the uncertainty on the expert assessments, the
crisp pairwise comparison technique in the standard AHP and ANP approaches
seems insufficient and imprecise to capture the right assessments of decision
makers.

As a way to handle this uncertainty, using of fuzzy set theory has been largely
suggested in the literature. Accordingly, several fuzzy ANP methods [1,9,10] and
fuzzy AHP [8] have been introduced.

In the same way, under the belief function framework, the AHP method has
been extended to handle imperfection. Many AHP extensions were introduced
[3,4,7]. Therefore, we propose, in this paper, to combine the ANP method and
the belief function theory. A new multicriteria decision making technique that
is able to represent decision making under uncertain context.
c© Springer Nature Switzerland AG 2018
C. Ghidini et al. (Eds.): AI*IA 2018, LNAI 11298, pp. 553–563, 2018.
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This paper is aimed at presenting a Qualitative ANP approach. The proposed
method suggests the use of belief preference relations in the supermatrix [4,5].
We propose to derive meaningful priorities from qualitative decision structures.
Instead of applying the Eigenvector method in the prioritization process, a new
model, which obtains crisp priorities from qualitative assessments is applied.

In what follows, we first present some definitions needed for belief function
theory. Next, we describe the ANP method in Sect. 3. Then, Sect. 4 details our
new multicriteria method, and gives an example to show its application. Finally,
Sect. 5 concludes the paper.

2 Belief Function Theory

In this section, we briefly introduce the belief function theory as interpreted by
the Transferable Belief Model (TBM). More Details can be found in [16–18].

2.1 Basic Concepts

Let Θ be the frame of discernment representing a finite set of elementary
hypotheses related to a problem domain, where 2Θ is the set of all the sub-
sets of Θ [16].

The belief assignment (bba), denoted by m, represent the impact of a piece
of evidence on the different subsets of Θ.

∑

A⊆Θ

m(A) = 1. (1)

The basic belief mass (bbm), denoted m(A), models the part of belief com-
mitted exactly to A. The events having positive bbm’s are called focal elements,
where F(m) ⊆ 2Θ is the set of all focal elements of the bba m.

Accordantly, a belief function is defined for A ⊆ Θ and A �= ∅ as:

bel(A) =
∑

∅�=B⊆A

m(B) and bel(∅) = 0. (2)

2.2 Decision Making

The TBM proposes two level models. First, the credal level where beliefs are
entertained and represented by belief functions. Second, the pignistic level where
beliefs are used to make decisions and represented by the so called pignistic
probabilities, BetP [17]:

BetP (A) =
∑

B⊆Θ

|A ∩ B|
|B|

m(B)
(1 − m(∅))

,∀A ∈ Θ. (3)
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2.3 Uncertainty Measures

In the case of the belief function framework, different uncertainty measures (UM)
have been defined, such as [11,12]:

H(m) =
∑

A∈F(m)

m(A) log2(
|A|

m(A)
). (4)

The measure H is aimed at assessing the total uncertainty arising in a body
of evidence due to both randomness (ignorance and inconsistency) and nonspeci-
ficity associated with a bba.

The measure H attains its global maximum when the bba distributes both
randomness and nonspecificity uniformly over the largest possible set of focal
elements.

3 Analytical Network Process Method

One of the most known multi-criteria decision making approach is the Analytical
Network Process (ANP). The originality of ANP lies in its ability to represent
complex decision making problems and to involve dependencies and feedbacks
between decision elements.

Unlike AHP, ANP makes no assumptions about the independence of higher
level elements from lower level elements and about the independence of the ele-
ments within a level (see Fig. 1). An AHP hierarchy is based on a main objective,
a selected criteria, sub-criteria and decision alternatives, but a network model
has cycles connecting its clusters of elements (outer dependence) and loops that
connect a cluster to itself (inner dependence).

The main steps of ANP are described in what follows [15].

3.1 Constructing of the Network Structure

The ANP process starts by constructing the group of elements and clusters that
would best model the problem. Indeed, the elements in terms of criteria, sub-
criteria and alternatives are defined and clusters of these elements are respec-
tively formed. So, a network is developed based on the relationships between
and within these clusters.

3.2 Building Pairwise Comparison

Like AHP, the pairwise comparison process is used to model the expert prefer-
ences and to estimate the local priorities of the selected criteria, sub-criteria and
alternatives.

To represent his assessments, the decision maker has to respond to the fol-
lowing question: Given an element (in the same cluster or in another cluster) or
a cluster, how much more does a given element (cluster) of a pair influence that
element (cluster) with respect to a criterion?
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Fig. 1. The difference between a hierarchy and a network models [15]

The responses to these questions, the expert use the Saaty scale, where 1 indi-
cates indifference between the two elements and 9 indicates a strong preference
of the element under consideration over the comparison element (see Table 1).

Table 1. The Saaty rating scale

Saaty’s scale Definition

1 Equal importance

3 Somewhat more important

5 Much more important

7 Very much more important

9 Absolutely more important

2, 4, 6, 8 Intermediate values

Once the pairwise comparisons are completed, a local priority vector is
derived for all comparison matrices.

To validate the expert judgments’, a consistency index is calculated to check
the consistency of the pairwise comparisons matrices.
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3.3 Construction the Supermatrix

When all the local priorities are calculated, these are used to form the super-
matrix. In this method, each local priority vectors is entered as a part of some
column of a matrix (see Fig. 2),

Fig. 2. An example of one of the supermatrix block matrices [15]

where Cm denotes the mth cluster with nm elements (em1, em2, ..., enm
, where

enm
represents the nth element in the mth cluster).

Wij is a priority vector representing the impact of the elements in the ith

cluster on the elements in the jth cluster (Wij = 0 if there is no influence between
the clusters). Figure 3 illustrates a sample example [20].

Fig. 3. An illustrative example of a network

The next step, according to Saaty methodology, is to construct the weighted
supermatrix using the component matrix to weight the supermatrix previously
assembled.
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To calculate the weighted supermatrix is a need to make the matrix stochas-
tic. This condition is necessary for obtaining the resulting limit supermatrix. This
matrix is calculated elevating the weighted supermatrix to the nth power. This
procedure allows capturing the transmission of influences from all the paths of
the network. For example, to obtain indirect influences through a third element,
the weighted supermatrix must be powered to the square.

3.4 Ranking Alternatives

The global priorities can be found in the relevant rows of the normalized limit
supermatrix and those elements receiving high priorities deserve more attention.

4 A Qualitative ANP Approach

ANP is a well-known MCDM method that has some drawbacks. Like AHP
method, ANP uses a predefined scale. This one cannot handle the problem of
uncertainty in the evaluation process. Therefore, the expert needs more than
1−9 scale to express this imperfection.

As already noted, many ANP extensions were proposed such as Fuzzy ANP.
It utilizes interval and fuzzy prioritization methods to represent the pair-wise
comparisons matrix and to derive interval or fuzzy local priorities [1,9,10].

However, our proposed method, which derives belief priorities from qualita-
tive assessments, can be easily applied to increase the capabilities of the ANP
for dealing with inconsistent and uncertain judgments.

In the following, we present a new way of comparisons under the ANP app-
roach and we introduce our suggested solution.

4.1 Step 1: Network Model

Select and define the hierarchy or network structure including clusters, the can-
didate criteria, sub-criteria and the selected alternatives. Detailed discussions on
every criterion, sub-criterion and alternative have been conducted. These data
must be carefully collected to assure the reliably of the model.

4.2 Step 2: Dependency and Feedback

Identify the dependences among all components of the network and list them in
a table in order to define the impacts between each.

4.3 Step 3: Pairwise Comparison Matrices

Construct pairwise comparison matrices of the elements with preference rela-
tions.

Like standard ANP, the comparison of elements connected to others follows
the same principal and method as in AHP. So, each two elements are compared
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in terms of dominance with respect to a common aspect. Therefore, instead of
using Saaty’s scale, the responses to the pairwise comparison questions are scaled
on the basis of a flexible way using binary preference relations [5].

For example, to compare criteria to the main objective, the corresponding
matrix is shown in Table 2 [7].

Table 2. An example of the pairwise comparison matrix

e11 e12 . . . emn

e11 - P12 . . . P1n

e12 - - . . . P2n

. . . - - - . . .

emn - - - -

In this Table, Pij is a binary relation. It may be:

1. a strong preference relation �
2. a weak preference relation 	
3. an indifference relation ∼
4. an unknown relation.

4.4 Step 4: Local Priorities

Derive relative importance weights (local priorities) from the constructed pair-
wise comparison matrix using the belief prioritizing method.

Transforming belief functions from qualitative assessments and generating
quantitative beliefs have been handled by many works [2,6,19]. In this study, we
consider approaches presented in [2] and [6].

As we have mentioned, to express his assessments, an expert may use the
strict preference (�) or the indifference (∼) or the weak-preference (	) or
unknown relations.

Based on [6], these relations are transformed into constraints as follows:

e11 � e12 ⇔ bel(e11) − bel(e12) ≥ γ (5)

e11 	 e12 ⇔ ε ≤ bel(e11) − bel(e12) ≤ γ (6)

e11 ∼ e12 ⇔ |bel(e11) − bel(e12)| ≤ ε (7)

where ε is the smallest gap between two degrees of belief. Its value is a
constant defined by the decision maker. Similarly to the preference index ε, γ is
the indifference threshold.

After modeling the different preference relations, we introduce the preference
relations as an optimization problem whose resolution, according to some uncer-
tainty measures (nonspecificity measures, conflict measures, composite mea-
sures), allows the generation of the least informative or the most uncertain belief
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functions. Therefore, each preference relation is transformed into its correspond-
ing constraint as follows.

MaxmUM(m)
s.t.

bel(e11) − bel(e12) ≥ γ ∀(e11, e12) for which e11 � e12
bel(e11) − bel(e12) ≤ γ ∀(e11, b) for which e11 	 e12

bel(e11) − bel(e12) ≥ ε ∀(e11, e12) for which e11 	 e12
bel(e11) − bel(e12) ≤ ε ∀(e11, e12) for which e11 ∼ e12

bel(e11) − bel(e12) ≥ −ε ∀(e11, e12) for which e11 ∼ e12∑
e1i∈F(m)

m(e1i) = 1;m(a) ≥ 0;∀e1i ⊆ Θ;m(∅) = 0.

(8)

where UM is a measure of uncertainty. In this case, we take the measure of
uncertainty H as defined in Eq. 4.

The first constraint models the strict preference. The second and third ones
represent the weak preference relation. The fourth and fifth constraints are
derived from the indifference relation. ε and γ are a constant specified by the
decision maker.

The choice of ε and γ affects whether a binary relationship holds. While
selecting an appropriate value is not an easy task, because in most cases there
are good reasons for choosing non-zero.

Consequently, the obtained bba provide an estimate of the local priorities
for the decision elements being compared. Then, the obtained vector has to be
transformed into pignistic probabilities (see Eq. 3).

Example. Let us consider the following preference relation matrix (see Table 3).

Table 3. Comparison matrix

Criteria e11 e12 e13

e11 - � �
e12 - - �
e13 - - -

The expert has identified the following assignments:

– He assume that the preference threshold is γ = 0.02.
– each preference relation is transformed into a constraint.

1. e11 � e12 ⇔ bel(e11) − bel(e12) ≥ 0.02
2. e11 � e13 ⇔ bel(e11) − bel(e13) ≥ 0.02
3. e12 � e13 ⇔ bel(e12) − bel(e13) ≥ 0.02
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– The following step is to transform the obtained constraints into an optimiza-
tion problem.

MaxmH(m) = m(e11) ∗ log2(1/m(e11)) + m(e12) ∗ log2(1/m(e12))
+m(e13) ∗ log2(1/m(e13)) + m(Θ) ∗ log2(3/m(Θ));

s.t.
bel(e11) − bel(e12) ≥ 0.02
bel(e11) − bel(e13) ≥ 0.02
bel(e12) − bel(e13) ≥ 0.02∑

eij∈F(m)

m(eij) = 1,m(eij) ≥ 0,∀eij ⊆ Θ;m(∅) = 0,

(9)

– By solving this optimization problem, we obtain the result defined in Table 4.

Table 4. Weights assigned to the selected criteria

Criteria {e11} {e12} {e13} Θ

mΘ 0.228 0.208 0.188 0.376

Criteria {e11} {e12} {e13}
BetP Θ 0.352 0.333 0.315

– Then, the obtained bba is transformed into pignistic probabilities as shown
in Table 4.

4.5 Step 5: Consistency

The quality of the estimation of local priorities highly depends on the consis-
tency of judgments that the decision makers performed throughout the pairwise
comparisons. At this level, expert has to evaluate the obtained bba. Thus, the
proposed method addresses this problem. In fact, if the preference relations are
consistent, then the optimization problem is feasible. Otherwise no solutions will
be found. Thus, the expert may be guided to reformulate his assessments.

4.6 Step 6: Build Supermatrix

Construct the supermatrix with the obtained priorities in order to form an
unweighted supermatrix. In this step, each pignistic probabilities (local prior-
ity vectors) computed in the step 4 is entered as a part of a relevant column of
the supermatrix.

Then, we follow the same steps as standard ANP. We have to normalize the
supermatrix to column stochastic to get the sum of the elements in each column
is equal to one.

After that, we limit the weighted supermatrix by raising it to a sufficiently
large power (where is an arbitrarily large number) until it converges into a stable
supermatrix.

Finally, we aggregate the weights of criteria and the scores of alternatives into
final priorities by multiplying the scores by the weights of the control criteria.
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5 Conclusion

This paper presents a new method which combines both the AHP approach
and the belief function theory to deal with complex decision making problems.
Our solution proposes to handle uncertain pairwise comparison judgments. Thus,
using preference relations in all pair-wise comparison matrices has facilitated the
elicitation process. In fact, our approach suggests an easier elicitation of expert
assessments through the reduction of necessary information and using qualitative
information rather than exact numbers. At the same time, our approach handles
uncertainty by adopting each obtained priority as a basic belief assignment.

As a further work, we propose to consider uncertainty in the supermatrix
calculations to represent the uncertainty associated with the cumulative influence
of each element on every other element with which it interacts in the network.
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